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Risk Management Association)

“In this book, James Lam has provided an effective overview of busi-
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“The most comprehensive and engaging handbook on enterprise risk 
management, written by the pioneer of the chief risk officer function. 
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initiative. James Lam is the authority on enterprise risk management, 
and I highly recommend this book to all board directors, senior execu-
tives, and risk managers.”

—Cassandra R. Schultz, Vice-President &  
Chief Risk Officer, KeySpan Corporation

“James Lam’s book Enterprise Risk Management: From Incentives to 
Controls provides an insightful roadmap to best practices in risk man-
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James’ advice is both timely and relevant and should be required read-
ing for all risk management professionals.”

—Michael J. Litwin, Chief Credit and Risk Officer,  
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“It’s hard to imagine a more timely book. James Lam provides us with 
an excellent overview of enterprise risk management. A worthwhile 
read for professionals in a wide range of industries — from financial 
institutions to energy firms.”

—Richard L. Sandor, Ph.D., Chairman and  
Chief Executive Officer, Chicago  

Climate Exchange, Inc.

“This book provides highly user-friendly insights into the many theo-
retical and practical aspects of enterprise-wide risk management. The 
case studies are particularly timely and provide a deeper understanding 
of the day-to-day real world complexities of implementing an effective 
risk management program.”

—Dr. Robert Mark, Chief Executive Officer, Black Diamond

“While enterprise risk management has been a hot topic for discussion 
and debate, Lam manages to provide us with the first fully developed 
framework on the subject. Essential reading for anyone interested in the 
subject of risk and the successful implementation of risk management.”

—Tobey J. Russ, President & Chief Executive Officer, 
Chubb Financial Solutions, LLC

“Enterprise Risk Management is managerial science. James Lam has 
been a consistent voice for the business benefits of risk management 
and has thoughtfully and clearly articulated the business case for ERM. 
Long at the forefront of the profession, even having coined the title 
“Chief Risk Officer”, James uses real-life examples, practical sugges-
tions and insights from his many years of practice to simplify risk man-
agement without being simplistic. This is a must-read for CEOs, CFOs, 
board members and others who want and need to know of this modern 
discipline to business management.”

—David R. Koenig, Chair of the Board of Directors, 
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enterprise-wide risk management. The concepts introduced by James 
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Preface

Plato once said that every man should have a son, plant a tree, and write 
a book. Well, with my wife Pam, we have three sons—our eldest son 

Brandon and our twins Austin and Garrett. I’ve planted several trees, mostly 
with the help of my gardener. And this is my first book, and it is on my forte, 
risk management.

I have spent my entire career of 30 years in risk management. About half 
of that time I’ve worked as a consultant, preaching the gospel of best practices 
in risk management. The other half of my career I’ve spent in industry, trying 
to practice what I’ve preached under the realities of day-to-day business.  
More recently, in November of 2012 I joined the Board of Directors of 
E*TRADE Financial Corporation, where I chair the Risk Oversight 
Committee and am a member of the Audit Committee. My rotations through 
these three roles—as consultant, manager, and board member—have taught 
me that successful risk management is all about balance.

Firstly, risk management is about balancing risk and reward. Interestingly, 
the Chinese characters for risk (危机) are actually the combination of the 
characters for danger and opportunity. Business leaders are natural risk 
 takers because they were put into leadership positions as a result of past 
successes. The challenge for leaders is to take intelligent risks. Running a 
successful business is all about pursuing the right business opportunities 
given the company’s financial and managerial capabilities.

Risk management is also about balancing art and science. Considerable 
attention has been paid to advances in quantitative risk management—
perhaps too much attention. Pick up the average risk management book 
or journal and the major focus will typically be on derivatives or risk 
 measurement techniques. Risk products and models do play an important 
part in risk management, but it can be dangerous to put too much emphasis 
on them. Consider the collapse of Long-Term Capital Management (LTCM), 
a hedge fund managed by Nobel Prize winners whose mastery of the most 
sophisticated risk products and models was second to none. As LTCM’s 
troubles reminded the world, the scenarios that lead to financial disasters 
happen, almost by their nature, when there is an unexpected confluence 
of events. Such scenarios are very difficult for models to predict. So there 
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remains an element of art in risk management, which is based on manage-
ment experience and judgment.

Finally, risk management is about balancing processes and people. A 
company can survive and may even thrive if it has good people and bad 
processes, but it cannot if the reverse is true. At the end of the day, a com-
pany’s risk profile is driven by the decisions and actions of its employees. 
While risk management processes such as risk reporting and audit can pro-
vide useful monitoring, it is more important to ensure that the right people 
are in place to begin with, and that they are motivated by the right culture 
and incentives. Risk management is ultimately about people.

The Second Edition of Enterprise Risk Management is organized into 
five main sections. The first, Risk Management in Context, provides an in-
troduction and sets the foundation for the book. We will begin this section 
by reviewing why a company should strive for a balance between risk and 
return, including some basic reasons with regard to why risk management 
is an important management issue. As has been wisely said, history tends to 
repeat itself unless we learn from it, so we will go on to discuss the lessons to 
be learned from the major financial disasters of years past. The reader may 
be familiar with some of these cases discussed throughout the book, while 
others will hopefully be new. While the particular circumstances of these 
financial disasters differ significantly, there are uncanny similarities in their 
themes and causes, which can be distilled into seven essential lessons to be 
learned. After drawing these lessons from the past, we will analyze the key 
concepts, processes, and tools underlying risk management.

In the second section, The Enterprise Risk Management Framework, we 
will start by discussing the business rationale for integrating risk manage-
ment processes, as well as the seven building blocks for developing an enter-
prise risk management program. We will also consider the role of a chief risk 
officer. In the rest of Section II, we will examine each of the building blocks 
in greater detail, specifically the control processes and practical approaches 
that apply to each building block.

In the third section, Risk Management Applications, we will study 
the applications of risk management in two dimensions—functions and 
industries. We will begin by discussing the functional requirements for cred-
it, market, and operational risks. We then turn to a deliberation of how risk 
management has evolved from a control function, strictly concerned with 
minimizing downside risk, to one that enables performance optimization. 
Throughout the rest of this section, we will consider risk management in 
four key industry segments—financial institutions, energy firms, and non-
financial corporations. In each industry segment, we will discuss key busi-
ness and risk management trends, as well as contrast financial disasters and 
best-practice applications.
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In the fourth section of the book, A Look to the Future, we will appraise 
emerging topics in risk management with respect to people and technology.  
In the First Edition of Enterprise Risk Management (2003) I had made 
10 predictions on the future of risk management. As a follow-up, this sec-
tion provides a summary of a June 2012 Risk Professional article written 
by Bill Scotti that revisited those predictions in order to see how prescient 
they were.

The final section of the book, ERM Implementation, is entirely new for 
the Second Edition. We will examine the key implementation requirements 
as companies move up the Enterprise Risk Management (ERM) Maturity 
Model; these requirements begin with the tone from the top regarding the 
role of the board. Next, we will discuss risk assessment, which is an ERM 
tool used by the majority of companies. However, as with quantitative mod-
els such as value-at-risk, risk assessment (a qualitative tool) can be fraught 
with potential pitfalls if not used appropriately. Given that one of the most 
critical success factors for ERM is the integration of risk management into 
business processes, we will discuss applications and examples of risk-based 
decision making. Finally, we will review how to design and implement 
effective dashboard reporting for management and the board.
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chapteR 1
introduction

one evening in the autumn of 1995, I flew into Boston to have dinner 
with Denis McCarthy, then the chief financial officer (CFO) of Fidelity 

Investments. McCarthy was the person to whom I would report if I accepted 
an offer to become the first chief risk officer for the corporation. I asked him 
what the main objective would be for this new position. His reply: “We want 
to operate in an environment in control, not a controlled environment.”

I took that job with the understanding that Fidelity wanted to improve 
its risk management practices, but not at the price of destroying the entre-
preneurial spirit and product innovation that had made it the largest mutual 
fund company in the United States.

Fidelity was not alone then and is not alone now. Every business faces 
the parallel challenges of growing earnings and managing risks. A thriving 
business must identify and meet customer needs with quality services and 
products; recruit and retain talented people; and correctly make business 
and investment decisions that will lead to future profit opportunities. How-
ever, the pursuit of new profit opportunities means that a business must 
take on a variety of risks. All of these risks must be effectively measured and 
managed across the business enterprise.

Otherwise, today’s promising business ventures may end up being to-
morrow’s financial disasters. As I am fond of telling audiences when speaking 
on the importance of risk management: “Over the longer term, the only al-
ternative to risk management is crisis management—and crisis management 
is much more expensive, time consuming, and embarrassing.” The majority 
of such audiences have experienced one or more crises in their time, and so 
this is a message that rings true.

Every business decision involves an element of risk. There are risks in-
volved in making investments, hedging with derivatives, or extending credit 
to a retail customer or business entity. There are also risks involved when 
developing and pricing new products, hiring and training new employees, 
aligning performance measurement and incentives with business objectives, 
and establishing a culture that balances revenue growth and risk management.
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Over time, individual business decisions and risks collectively build 
up into a company’s overall risk portfolio, which will have a unique risk 
profile. This risk profile will determine the company’s earnings, and earnings 
volatility, over the business cycle. Some decisions will be winners and some 
will be losers. Some risks will offset each other, some risks will be unrelated 
to each other, and some will compound each other. In order to manage risk 
effectively, a business must address not only its underlying risks, but also the 
inter-relationships between them.

As we will see from the numerous case studies discussed in this 
book, ineffective risk management can lead to reduced earnings or even 
bankruptcy. However, risk management means different things to different 
people. In this book, risk management is defined in its broadest business 
sense. Risk management is not just about using derivatives to manage 
interest rate and foreign exchange exposures—it is about using a portfolio 
approach to manage the full range of risks faced by an enterprise. Nor is 
risk management only about establishing the right control systems and 
processes—it is also about having the right people and risk culture. And 
although the term has come to have some negative connotations, risk man-
agement is not only about reducing downside potential or the probability of 
pain, but also about increasing upside opportunity or the prospects for gain.

Individual investors managing their portfolios must be careful when it 
comes to the amount of risk that they take on. If they take on too much risk, 
perhaps by making aggressive investments, the losses could exceed their risk 
tolerance, or be too uncertain for comfort. On the other hand, if they fail to 
take on enough risk by making conservative investments, they may earn re-
turns that are stable, but inadequate for achieving their financial objectives.

Striking an optimal balance between risk and return is not only important 
to the individual investor, it is also an imperative for business management. 
The concept of “no risk, no return” is widely accepted in the business world. A 
corollary to that concept is “higher risk, higher return”, a positive relationship 
illustrated in Figure 1.1. This is how many people think about the trade-off 
between risk and return, and it has the virtue of simplicity. However, it is 
certainly not valid if risk is put into its proper perspective.

A better way to think about risk and return is illustrated in Figure 1.2. 
The focus is no longer on the relationship between risk and absolute re-
turn, but about the relative or risk-adjusted return. A company in Zone 1 is 
not taking enough risk, and its capital is being underutilized. This company 
would be better off increasing risk through a growth or acquisition strategy, 
or reducing capital through higher dividends. In Zone 3, however, the com-
pany is taking too much risk. This company’s risk level is above and beyond 
its risk absorption capability in terms of capital and liquidity resources, and/
or its risk management capability in terms of people and systems.
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In Zone 2, the company has found the sweet spot that optimizes its risk/
return profile. The problem is that most companies do not even have good 
information on enterprise-wide risk exposures (which is to say, where they 
are on the horizontal axis), let alone where they are on the risk-adjusted 
return curve. To make matters worse, the net present value (NPV) and 
economic value added (EVA) models frequently used in strategic planning 
naturally favor higher-risk investments unless proper adjustments are made 

FiguRe 1.1 Risk and Absolute Return

Return

Risk

Higher risk leads
to higher return

FiguRe 1.2 Risk and Relative Return
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Risk Taking
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to account for risk. Over time, investments guided by these unadjusted mod-
els may inadvertently lead a company to drift into Zone 3.

A principal message of this book is that a company should develop an inte-
grated approach to measuring and managing all of its risks in order to optimize 
its risk/return profile. A key management requirement for risk/return optimiza-
tion is to integrate risk management in the business processes of the company.

We’ve seen, then, that risk is an inescapable part of doing business and 
argued that a business should strive toward its optimal risk-return profile. 
However, there is another question that deserves examination: why manage 
risk? Indeed, why read this book?

A company could conceivably agree that it bears risks but feels it inap-
propriate to manage them, rather than simply live with them. Risk man-
agement may seem to be irrelevant, too costly, or not in accordance with 
the interests of the company’s stakeholders. Some academics have argued 
positions close to these, as we will see. Certainly, before a company invests 
money and other valuable resources into risk management (and before the 
reader spends any more time reading this book), the value proposition of 
risk management needs to be clearly established.

Perhaps the best way to answer the question “why manage risk?” is 
to borrow a popular technique used by diet and other self-improvement 
programs. That simple but effective technique is to paint a clear picture of 
the gain of action along with an equally clear picture of the pain of inaction. 
In the next section, we’ll paint the happy picture—the benefits of effective 
risk management in terms of the expected benefits and gains. In the section 
thereafter, we’ll paint the dire picture of the severe negative consequences—
the pain—that may be suffered if effective risk management is not in place.

the BeneFitS oF RiSk ManageMent

Numerous academic papers have established the theoretical basis for managing 
risk—arguing that it can reduce taxes, reduce transaction costs, and improve 
investment decisions.1 However, beyond the theory there are at least four prac-
tical reasons why risk management should be of paramount importance to the 
management of a firm. In this practical context, risk management should be 
defined more broadly to include internal controls as well as hedging.

Let’s now take a look at these four reasons in turn.

Reason #1: Managing Risk is Management’s Job

One notion in modern finance theory is that managing risk, or more specifi-
cally hedging, is not necessary because an investor can reduce risk through a 



Introduction 7

diversified investment portfolio. Regardless of what some theoreticians may 
argue, you will never in the real world hear a fund manager or individual 
investor tell a company’s management: “Don’t worry about managing risk 
or bankrupting the company—I have a large diversified portfolio.”

Managing the risks of a business enterprise is the direct responsibility of 
its management, not its shareholders. While modern portfolio theory is a major 
contributor to the theory and practice of finance and risk management today, 
the argument that the investor can better manage or diversify risks does not 
ring true in the real world. The average individual investor probably spends 
more time buying a new car than addressing the risks of his or her investment 
portfolio. Even the professional fund manager is several degrees away from the 
insider knowledge required for effective risk management, which includes:

 ■ Historical data on risk/return results, volatilities, and correlations;
 ■ Current risk exposures and concentrations in the business; and
 ■ Future business and investment plans that may alter the firm’s risk 
profile.

Given the complexity of the above information, as well as the lack of 
full transparency to outsiders, the shareholder cannot be expected to make 
optimal risk/return decisions. Measuring and managing enterprise-wide risks  
is a great challenge even for the enterprise’s management, who have superior 
access to information and support from risk management professionals. 
The most that shareholders can do is to elect an independent and risk-
astute board that will represent their interests, and walk away with their 
investment dollars if they are not happy with management’s performance. 
In the meantime, it remains management’s job to ensure that the company 
achieves its business objectives and is not exposed to excessive risks.

Reason #2: Managing Risk can Reduce earnings Volatility

One of the key objectives of risk management is to reduce the sensitivity of 
a firm’s earnings and market value to external variables. For example, the 
stock prices of companies that are more active in, say, market risk manage-
ment should exhibit lower sensitivity to market prices. This is borne out by 
the empirical evidence. For example, in a study2 published in 1998, Peter 
Tufano of the Harvard Business School ranked gold producers in terms of 
the intensity of their hedging activities. The conclusion was that the stock 
prices of those in the top quartile were about 23 percent less sensitive to 
gold price changes than those of the bottom quartile. A more recent study 
conducted in 2007 corroborates Tufano’s findings, and further reveals 
that the gold producers that hedge more tend to have larger asset values: 
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extensive hedgers, modest hedgers, and non-hedgers have, respectively, av-
erage asset values of $1,140 million, $614 million, and $200 million.3 This 
demonstrates how gold producers are aware of how the importance of risk 
management grows in direct proportion to the size of the company.

As such, companies exposed to interest rates, foreign exchange rates, en-
ergy prices, and other market variables can better manage earnings volatility 
through risk management. Managing earnings volatility today is more im-
portant than ever given that the stock market severely punishes stocks that 
fail to meet earnings expectations. At the same time, the Securities Exchange 
Commission (SEC) and other regulatory bodies are cracking down on earn-
ings management practices that use accounting techniques to smooth out 
earnings. In this business environment, management must pay more atten-
tion to managing the underlying risks of the business.

Reason #3: Managing Risk can Maximize Shareholder Value

In addition to managing earnings volatility, risk management can help a busi-
ness enterprise to achieve its business objectives and maximize shareholder 
value. Companies that undertake a risk-based program for shareholder 
value management typically identify opportunities for risk management and 
business optimization that can add 20 to 30 percent or more to shareholder 
value. Such improvements can be achieved by ensuring that:

 ■ Target investment returns and product pricing are established at levels 
that reflect the underlying risks;

 ■ Capital is allocated to projects and businesses with the most attractive 
risk-adjusted returns, and risk transfer strategies are executed to opti-
mize portfolio risk and return;

 ■ The company has the appropriate skills to manage all of its risks in or-
der to protect against large financial losses or damage to its reputation 
or brand;

 ■ Performance metrics and incentives, at both the individual and business 
unit levels, are in congruence with the enterprise’s business and risk 
objectives; and

 ■ Key management decisions, such as mergers & acquisitions and busi-
ness planning, explicitly incorporate the element of risk.

Strategies for achieving these objectives, and case studies of how they 
work in practice, will be discussed in the main sections of the book.

In a 2009 study,4 Massimo Mancini of the Kellogg School of Manage-
ment has supported the notion that active risk management contributes to 
shareholder value. Using hedging as a proxy to define active risk management, 
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Mancini studied the fuel hedging practices of airlines: he noted that hedg-
ers were rewarded with 15 to 16 percent more economic value than non-
hedgers. Risk management adds value not only to individual companies, but 
also supports overall economic growth by lowering the cost of capital and 
reducing the uncertainty of commercial activities.

Reason #4: Risk Management promotes Job and  
Financial Security

On an individual level, perhaps the most compelling benefit of risk man-
agement is that it promotes job and financial security, especially for senior 
managers. In the aftermath of the 2008 turmoil in financial markets, a sig-
nificant number of CEOs, COOs, chief risk officers (CROs), and business 
group heads of financial institutions lost their jobs because of poor risk 
management performance. Senior executives in other industries have faced 
similar fates in the wake of risk management problems. More recently, 
senior executives involved in corporate frauds and accounting scandals have 
appeared on national TV being led away in handcuffs and face the potential 
of severe criminal sentences.

In addition to career risks, senior executives with a significant portion 
of their wealth tied up in company stocks and options have a direct financial 
interest in the success and survival of the firm. These incentives, if structured 
appropriately, work to put the skin in the game for managers, resulting in 
a strong alignment between management and shareholder interests. Risk 
management provides managers with a higher degree of job security and 
protects their financial interests in their firm.

integRation addS Value

Risks faced by companies are highly interdependent. Consider these risks 
in the form of a Venn diagram (Figure 1.3). Next, realize that key interde-
pendencies exist between financial risk and business risk, business risk and 
operational risk, and operational risk and financial risk. Now further exam-
ine the fact that each of these major categories of risk is comprised of more 
granular risks. For example, financial risk, as demonstrated in Figure 1.3, 
can be broken down into market risk, credit risk, and liquidity risk. These 
financial risks in turn have their own interdependencies. Let’s examine loan 
documentation as a practical example of a key interdependency between 
operational risk and financial risk (i.e., specifically credit risk).

As a business process, the quality of loan documentation is usually con-
sidered an operational risk. However, if a specific loan is performing (i.e., the 
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borrower is making timely loan payments), the quality of that specific loan 
document has no real economic impact. On the other hand, if that loan is in 
default, the quality of the loan documentation can have significant impact on 
loss severity, with respect to collateral and bankruptcy rights. Interestingly, loss 
analyses conducted by James Lam & Associates at lending institutions revealed 
that up to one-third of “credit losses” were associated with operational risks.

With such a complex, interlocking system of company-wide risks, it is ob-
vious that a silo-based risk management strategy is inferior to the inte grated 
framework of ERM. Having separate organizational units or individuals ad-
dress specific risks requires that these risks be segmented and then isolated 
in different parts of a company. Because risks are highly interdependent, this 
distribution cannot be efficient or effective. Targeting individual risks as silos 
will not account for the interdependencies between them, meaning associated 
risks may not be captured and the big picture may be completely overlooked. 
Gaps and redundancies will result in an inefficient system. In addition to the 
critical issue of interdependences, another key weakness of a silo-based risk 
management approach is the challenge of aggregating risk exposures across 
the organization. For example, if business units use different methodologies 
and systems to track counterparty risk, then it would be difficult to quan-
tify the aggregate exposure for a single counterparty. While the individual 
exposures at each business unit might be acceptable, the total counterparty 
exposure for the organization may be too great.

FiguRe 1.3 RiSk inteRdependencieS
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Enterprise risk management (ERM) provides integrated analyses, inte-
grated strategies, and integrated reporting with respect to an organization’s 
key risks, which address their interdependencies and aggregate exposures. In 
addition, an integrated ERM framework supports the alignment of oversight 
functions such as risk, audit, and compliance. Such an alignment would ra-
tionalize risk assessment, risk mitigation and reporting activities. Moreover, 
an integrated ERM framework would consider how macroeconomic factors 
can impact the organization’s risk/return profile, such as interest rates, en-
ergy prices, economic growth, inflation, and unemployment rate.

More examples that demonstrate how integration adds value can be 
found in other areas of business management and technology. In business 
management, I believe that the integration of strategy and risk is the next 
frontier in ERM. A number of studies—James Lam & Associates (2004), 
Deloitte Research (2005), and The Corporate Executive Board (2005) have 
found that strategic risks represented approximately 60 percent of the root 
causes when publicly traded companies suffered significant market value de-
clines, followed by operational risks (approximately 30 percent) and financial 
risks (approximately 10 percent). The integration of strategy and risk allows 
a company’s board and management to better understand and challenge the 
underlying assumptions and risks associated with the business strategy.

In technology, system integration also brings many benefits, since such 
integration allows for enterprise-level data management, robust business 
and data analytics, straight-through transaction processing, and more effec-
tive reporting and information sharing.

Further examples where integration adds value can also be found out-
side of business, such as in exercise and martial arts. In fitness programs, 
cross-training is recognized by fitness experts as having many benefits. By 
integrating cardio with strength training, flexibility training, and endurance 
training, athletes can prevent injuries, rehabilitate injuries, enhance strength 
and power, and improve the functional strength of their bodies.

In the world of mixed martial arts, which has developed in the past 
20 years, the integration of various styles has demonstrated that it can add 
value to centuries old practices and beliefs. Traditionally, it was believed 
that a silo-based approach to martial arts was superior and that a martial 
artist should be dedicated to one specific style. Single style martial artists 
would argue about which style was the most superior. However, the emer-
gence of mixed martial arts has changed that attitude. A mixed martial artist 
combines karate, kung fu, jujitsu, tae kwon do, wrestling, and multiple other 
fighting styles, allowing them to adapt to any situation; this gives them a 
significant advantage when in combat with a fighter trained in a single style.

The key point here is that integration adds value, whether it is in the 
practice of ERM or many other aspects of business and life.
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cautionaRy taleS

Ultimately, the arguments above may not sway skeptical managers. 
Arguments based on the potential gains of improved risk management can 
be supported by those that point out the potential pain of ineffective risk 
management. However, these are very often rebutted by the sentiment that 
“it couldn’t happen here” or “if it ain’t broke, why fix it?” In these cases, it is 
worth reminding the skeptics that history has repeatedly demonstrated how 
bad things can and do happen to good companies.

If anyone ever doubts that risk management is a critical issue for any 
business enterprise, they should take a hard look at Figure 1.4. The wheel 
of misfortune illustrates that risk management disasters can come in many 
different forms, and can strike any company within any industry. Beyond 
purely financial losses, the mismanagement of risks can result in damage to 
the reputation of the individual companies, or a setback for the careers of 
individual executives. The damage can quickly escalate until a previously 
healthy firm suddenly faces bankruptcy; indeed, the cumulative losses suf-
fered by U.S. thrifts in the mid-1980s bankrupted not just individual com-
panies, but the entire industry.

A close examination of these disasters serves two purposes. First, it un-
derlines the importance of risk management. Second, it offers an insight 
into the prime tenets of a new, advanced approach to risk management—
the approach called enterprise risk management, with which this book is 
primarily concerned. We’ll develop these tenets in the next few chapters.

Let’s take a deeper look now, going beyond the immediate headlines to 
assess the underlying causes and find some more durable truths. An entire 
book, if not several, could undoubtedly be written about notorious business 
disasters of the twentieth and twenty-first centuries, but we will review six 
actual cases here:

 1. Bausch & Lomb, a consumer products company;
 2. Kidder, Peabody, an investment bank;
 3. Metallgesellschaft, an energy company;
 4. Morgan Grenfell, an asset management company;
 5. Société Générale, a global bank; and
 6. MF Global, a commodity trading firm.

the Shortsightedness of Bausch & lomb

In 1993, the optical manufacturer Bausch & Lomb (B&L) was a world 
leader in contact lenses and sunglasses. B&L was a company run very much 
according to the numbers, with failure to reach sales targets regarded as 
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inexcusable. According to the CPA Journal (1 September 1998), the com-
pany’s contact lens division (CLD) had met or exceeded expectations for no 
less than 48 consecutive months, but in fall 1993 it was becoming apparent 
that it was not going to make its numbers.

The CLD made back some ground by offering distributors heavily dis-
counted prices and extended payments. This promotion produced sales that 
surpassed third-quarter forecasts, but had the considerable drawback that 
the glut of contact lenses now in the market would depress fourth-quarter 
sales even more than they had been in the third quarter. If the CLD were to 
meet its fourth-quarter earnings expectations, it would have to resort to still 
more extreme measures.

It did. The CLD told its distributors that their relationships with B&L 
would only be maintained if between them they took on its remaining 
inventory. Most accepted, although this meant accepting ridiculously huge 
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volumes of product—some ended up with as much as two years’ worth of 
inventory. At the same time, the CLD also fell foul of its retail customers 
after Business Week alleged that it had been selling the same lenses as dis-
posables (priced as low as $7.50) and as traditional lenses (priced at $70). 
More than 1.5 million buyers of the expensive lenses sued; the claim was 
ultimately settled in 1996 for a reported $68 million.

The CLD’s actions—which, when uncovered, led to an SEC investiga-
tion and a $22 million charge against earnings—might have been considered 
an isolated aberration, had it not been for the fact that another B&L divi-
sion was also employing dubious practices to shift product at around the 
same time. The Asian Pacific Division (APD) sold half a million pairs of 
sunglasses that were shipped to a warehouse in Hong Kong rather than to 
their putative buyers. This meant that the APD’s accounts receivable balance 
rose rapidly; but rather than raise provisions against bad debts, it conducted 
exchange transactions so that the customers in question received credits to 
their accounts and then repurchased the goods.

The APD generated another $20 million of misreported revenue; together, 
the two rogue divisions led to a $17.6 million overstatement of net income. 
The company corrected its financial statements in 1996 and paid $42 million 
to settle a class-action suit brought by shareholders in 1997. The damage was 
done, however. B&L’s share price grew only sluggishly as U.S. equity markets 
boomed during the 1990s, despite healthy revenues—perhaps the ultimate 
irony for a company that had valued performance above all else.

the curtains close on kidder, peabody

At the beginning of 1994, business at General Electric appeared to be go-
ing swimmingly. Under the direction of Jack Welch, considered by many to 
be one of the world’s top CEOs, it had reported 51 consecutive quarters 
of earnings and was widely regarded as one of the few truly successful 
conglomerates. All that was about to change.

Trouble was brewing at Kidder, Peabody, the investment bank in which 
GE held an 80 percent stake. Kidder had already caused GE embarrassment 
in 1987—the year after it was acquired—when it was fined $25.3 million by 
the SEC for insider trading. This time the problem was much more complex 
and controversial. Kidder was about to take a $210 million charge after 
taxes against first quarter earnings for 1994, resulting in a first-quarter loss 
of $140 million.

Kidder alleged that the loss was due to bogus profits recorded by Joseph 
Jett, the 36-year-old managing director of the government-trading desk. 
Jett’s basic strategy was to enter into forward contracts that involved the ex-
change of strips (interest-only government paper) for bonds. His employer 
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claimed, however, that when the date of the exchange came, Jett would roll 
the loss-making contracts forward and log fictitious profits (as reported in 
The Wall Street Journal, 18 April 1994).

Jett recorded $350 million in profits in 1993—enough to earn him a 
$9 million bonus. His $10 million compensation exceeded even that of Jack 
Welch. But according to Kidder, the profits were phony; Jett had allegedly 
concealed a $9.5 million loss in 1992, $45 million in 1993, and $29 million 
in the first few months of 1994. Jett claimed that he was made a scapegoat 
for Kidder’s underperformance.

What really happened may never be known. Although the SEC subse-
quently found Jett guilty of books and records violations, no criminal charges 
were ever filed and the National Association of Securities Dealers (NASD) 
cleared him of fraud. But the aftermath was nonetheless devastating. Jett 
was only the first to go, followed either through dismissal or resignation by 
at least five former colleagues including the CEO and the head of brokerage. 
Kidder itself was sold later that year to a rival brokerage, Paine Webber, for 
a knockdown price of just $90 million.

Although the Jett affair was more opaque than many later trading 
fiascoes, many of its root causes—inadequate oversight of traders and un-
derstanding of trading strategies—have been repeated. Most notable was 
Barings, the venerable UK merchant bank which collapsed in 1995 after 
more than $1 billion of trading losses run up by rogue trader Nick Leeson. 
Kidder’s tale, and the others like it, suggest that companies should not be so 
dazzled by the golden geese that they stop looking for the rotten eggs.

Meltdown at Metallgesellschaft

One of the most celebrated financial disasters of the 1990s was the mas-
sive loss racked up in crude oil trading by Metallgesellschaft Refining and 
Marketing (MGRM), an American subsidiary of the international trading, 
engineering, and chemicals conglomerate Metallgesellschaft (MG).

In 1992, MGRM implemented an apparently lucrative marketing 
strategy. The company agreed to sell specified amounts of petroleum prod-
ucts every month for up to 10 years, at pre-agreed prices above the current 
market price. The company then used a stack hedging strategy, under which 
it purchased a succession of short-term energy futures to hedge its long-term 
commitments. The assumption was that if oil prices dropped, the futures 
position would lose money, while the fixed-rate position would increase in 
value. If the oil price rose, on the other hand, the futures gains would offset 
the losses from the fixed-rate position.

This neat solution turned out to be badly flawed. Under MGRM’s strat-
egy, the company would gain over a long period of time if the oil price 
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dropped, as it sold oil month-by-month at the pre-arranged higher rate. 
However, it would be exposed to losses made on the energy futures immedi-
ately, as margin calls came in. In addition, there was no stable relationship 
between the long-term forward commitments and the short-term energy  
futures—another major risk for the company. Thus, when oil prices actually 
dropped, the company faced a cash flow crisis and ultimately a funding 
crisis that reached all the way back to the parent company. In December 
1993, MG was forced to bail out MGRM and cash in its positions at a loss 
totaling more than $1 billion.

Academics have been arguing about whether MG did the right thing 
ever since. Theoreticians such as the Nobel prize-winning economist Merton 
Miller and his colleague Christopher Culp maintain that had MG been 
able to persevere, in the long term it would have made a profit, recouping  
the losses on the futures through profits on the sale of petroleum. Others have 
pointed out that this is irrelevant, given that the company could not have 
done so in practice, while some have cast doubt on the size of the potential 
long-term gains. An auditors’ report, commissioned by MG shareholders, 
maintains that 59 million barrels’ worth of the long-term contracts had a 
negative value of about $12 million, so the value of these contracts could 
never have offset the losses, even in the long term.

The MG episode illustrates a concept that can be referred to as funding 
risk—the risk that positions may be profitable in the long run, but bankrupt 
a company in the short run. This is a risk that arises if negative cash flows are 
mismatched with positive cash flows, with the emphasis jointly placed on cash 
and flows. It is not enough just to think about how much money a strategy will 
bring in; risk managers must also think about when that money will come in.

Morgan grenfell’s asset Mismanagement

Morgan Grenfell Asset Management (MGAM) was doing well in 1994. 
Pension assets managed by the company’s Investment Services division had 
grown from $7.6 billion to $10 billion during 1994. The firm was fast de-
veloping a reputation for being knowledgeable and effective.

In 1995, however, one of its employees embarked on a course of ac-
tion that would culminate in a media spectacle big enough to overshadow 
those successes. Sometime during that year, fund manager Peter Young be-
gan making covert purchases of large quantities of stock in companies that 
could charitably be described as little known. What Young saw in these 
companies was known only to himself; some of them were very unlikely to 
have been endorsed by MGAM’s investment guidelines.

One example was Solv-Ex, a company described by Barron’s as hav-
ing “a rather checkered past and nothing more tangible than ambitious 
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plans for exploiting Canada’s Athabasca tar sands for oil and minerals”  
(4 November 1996). Young bought $30 million of stock in this gem—not at 
a discount, as might be expected for an extremely risky bulk purchase, but 
at a $2-a-share premium.

Young also managed to circumvent a Securities and Investment Board 
regulation forbidding a fund from owning more than 10 percent of any 
company. He did this by establishing a system of companies, apparently 
through a Swiss law firm. These companies were paired, so that each owned 
some 90 to 95 percent of its partner company, while Young purchased the 
other 5 to 10 percent for the funds under his control.

In September 1996, the London regulators began investigating the valua-
tion of assets in MGAM’s three largest European funds. Trading on the funds 
shut down for three days and resumed only after Deutsche Bank, the parent 
company, replaced the questionable assets in the fund with $300 million in 
cash. Nonetheless, about 30 percent of investors left the funds within the 
next few weeks, taking $400 million with them.

The turmoil in the wake of this scandal was enormous. MGAM had to 
compensate more than 80,000 investors and was fined by the City of London 
regulators. Establishing the value of the compensation required two teams, 
each with 100 members, from two major accounting firms. Questions about 
how Young had been allowed to get away with his eccentric trading for so 
long—especially given reports that he had been cautioned about breaching 
investment guidelines months before the suspension—continued to haunt 
MGAM.

Young, meanwhile, briefly returned to the limelight a few months later, 
when he made his first court appearance wearing a dress and full make-up. 
Whatever the motivation behind this switch in gender polarity, it served as a 
suitably surreal coda to an affair that had been as perplexing as it had been 
expensive.

Société générale Blindsided

The financial world was shaken to its core in early 2008 when Société 
Générale, then counted amongst the most esteemed financial institutions in 
the world, announced that a single trader, Jérôme Kerviel, had caused the 
bank a net loss of 4.9 billion euros. The bank’s top officers were left reeling, 
caught completely by surprise—how could they have been blindsided by 
such blatant and flagrant violations of company policy?

In the immediate aftermath of the incident, many critics pointed the finger 
at Kerviel, hurling accusations of personal greed and ambition—he was la-
beled a rogue trader and blamed entirely for the fiasco. However, when police 
raided Kerviel’s home, they found none of the evidence that would condemn 
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him as an unstable individual with uncontrollable, reckless urges—his apart-
ment was simple, with no luxurious extravagances, and he did not even own 
a car. As James B. Stewart writes in The New Yorker, “how could one person 
have amassed an exposure, as Kerviel had, of fifty billion euros without his 
superiors at the bank knowing?”5 He goes on to note that Kerviel quickly 
gained the sympathy of the public, with 50 percent of respondents in a Le 
Figaro poll blaming Société Générale itself for what happened.

As the months rolled by and investigators painstakingly unraveled the 
mystery around the relationship between the trader and the bank, it became 
evident that this was more complex than a simple case of rogue trading—
and the story that the bank’s top level executives had no idea what was 
going on became less and less credible. For example, internal and external 
audits of the bank uncovered the fact that around 74 alerts about Kerviel’s 
unusual trading activities slipped under the radar of the bank’s risk systems. 
There is now also substantial evidence that highlights the ineffective super-
vision of Kerviel’s direct superiors, who rarely checked on the transactions 
of individual traders.

It is also important to consider the highly complex nature of the deriv-
atives that Kerviel was trading in—due to their, as implied by the nomen-
clature, derived value, derivatives can fall and rise significantly in value 
in response to comparatively smaller changes in the market. Since there 
is an unavoidable element of unpredictability to markets, a trader can 
find himself abruptly deserted by his golden touch when the markets shift 
unfavorably.

Kerviel discovered that he could avoid this by performing intra-day 
trades, which would not show up on the bank’s daily records—he could 
offset any losses with false trades to cover his own tracks. He was encour-
aged by his initial successes, and was even praised by his superiors for a job 
well done—Kerviel says that while his superiors reprimanded him for his 
trading activities, he did not take it seriously, because he was not punished. 
Eventually, his supervisors appeared to grant him free rein, exempting his 
computer from the company’s system of alerts.

This demonstrates that while it is evident there was some form of ERM 
in place at Société Générale, top executives did not implement it in the 
face of such potentially high profits—greed overpowered caution. Kerviel 
believed his superiors approved of his strong performance, regardless of 
the methods he used, which seems a reasonable statement, considering he 
was given a bonus of three hundred thousand euros in 2007 for his trading 
performance. Kerviel was aware that his illicit trading was constantly setting 
off the bank’s internal trading risk management system—information that 
was most definitely accessible to his superiors—but since no one actually 
brought it up with him, he did not stop.
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However, as the number of false trades built up, the bank could no 
longer turn a blind eye to Kerviel’s actions—correspondence with Deutsche 
Bank, one of the firms that Kerviel had forged trades with, revealed that 
it had no knowledge of Kerviel’s contracts. Kerviel’s house of cards came 
tumbling down in a matter of days, when further investigation of his hidden 
trades yielded losses of around fifty billion euros that more than cancelled 
his previous stellar gains.

In the end, Société Générale decided to liquidate Kerviel’s trades instead 
of hoping for a miracle in the markets that would turn the tides in their 
favor, which likely swelled the already enormous amount of loss; the bank 
also had to borrow heavily from Morgan Stanley and J.P. Morgan to avoid 
bankruptcy. All Société Générale trading was temporarily halted, which re-
sulted in a four percent drop in share prices, while Kerviel was taken to 
court and immediately sent to jail.

In a nutshell, as Kerviel’s psychologist succinctly summarizes, “the com-
bination of the financial and personal success derived from his hidden trad-
ing, plus the lax supervision by his superiors . . . had a strong effect in the 
reinforcement” of Kerviel’s trading practices.6 Kerviel says that he was not, 
by any means, the only Société Générale trader who performed illicit trades 
for the sake of higher profit margins, which speaks to the extent to which 
profit was emphasized over risk management within Société Générale.

As such, it seems that it was not the case that Société Générale did 
not have established risk management procedures—it was simply that its 
employees chose not to follow them for the sake of higher profits, which 
speaks to the importance of fully implementing ERM. While Jérôme Kerviel 
certainly made rash decisions, he was ultimately just one weak link in an 
entire chain that was faulty and vulnerable to breakage.

MF global goes under

Following a series of illegal transactions that moved customer funds for cor-
porate purpose, MF Global filed for what would become “the eight-largest 
bankruptcy in U.S. history” on October 31, 2011.7

Jon Corzine, CEO of MF Global, put the company under suspicion when 
he vehemently voted against a Commodities Futures Trading Commission 
proposal that would enforce greater control on how companies like MF 
Global could invest clients’ money. Corzine’s aversion to risk management 
during his reign at MF Global is a continuation of his reputation for making 
big market bets at Goldman Sachs, where he previously served as the head 
of its fixed-income division.

Further investigation revealed that MF Global had deliberately tried to 
cover up its enormous debt risks by tapering short-term borrowing “at the 
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ends of its fiscal quarters” so that it was much lower than the “average and 
peak levels for the full quarters” by a full 16 to 24 percent.8

MF Global defended itself vigorously in this regard, insisting that this 
pattern occurred organically, as a result of natural market conditions and 
client activities. Of course, as Charles Mulford, a professor at the Georgia 
Institute of Technology, wryly puts it, “I’m left to wonder why client needs 
are always reduced at the end of the quarter.”9

In financial lingo, this is called window dressing. Window dressing is 
not illegal, and by no means was MF Global the only financial institution 
that practiced this. However, Corzine’s usage of clients’ money to make up 
for the bank’s crippled financial assets in the wake of the European debt 
crisis was in direct violation of the law. Under Corzine’s guidance, MF 
Global invested 6.3 billion on European debt. This amounted to more than 
500 percent of its tangible common equity. Inevitably, when the European 
economies collapsed, MF Global found itself sinking. In terms of risk man-
agement, it seems unbelievable that such a concentrated risk position was 
allowed to take place—evidence of the weaknesses of a top-down hierarchy 
system.

In a desperate last-ditch attempt to save the ship, MF Global’s top ex-
ecutives decided to use their clients’ money to pay off short-term debts. For 
example, on October 28, 2011, Edith O’Brien, former assistant treasurer at 
MF Global, was ordered to transfer $175 million from clients’ accounts to 
pay off an overdraft at J.P. Morgan Chase.

Corzine tried to calm the markets: mere days before MF Global filed 
for bankruptcy, he told investors that “the firm was taking steps to reduce 
its market exposure,” while in reality, the company only continued to take 
on more risk as it shifted more assets around to try and save itself.10 When 
it failed to do so, it had to throw the towel in. Unlike Goldman Sachs, MF 
Global was not too big to fail, and so it was left to drown.

Bausch & Lomb, Kidder Peabody, Metallgesellschaft, MGAM, Société 
Générale, and MF Global: six very different companies. But it should al-
ready be apparent that there are common themes that can be drawn from 
these and other headline-grabbing incidents. We’ll explore these in the next 
chapter.
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Chapter 2
Lessons Learned

a Chinese philosopher once said that a smart man learns from his own 
mistakes and a wise man from the mistakes of others, but a fool never 

learns. Most of us would rather be smart and wise than foolish. In order to 
avoid taking the fool’s path to potential disaster, it is important for compa-
nies to develop organizational processes that allow them to learn from their 
mistakes. Ideally, the same processes would also allow them to learn from 
the mistakes and the best practices of other companies.

There is no shortage of learning opportunities. It seems as if a major 
business disaster happens every few months, reminding us of the dangers 
faced by all enterprises. Organizations fortunate enough to avoid a major 
crisis often experience lesser problems or near misses which highlight under-
lying exposures to risk.

Left unchecked, these exposures could lead to a major loss or incident in 
the future. If these disasters are to be averted, an organization must be open 
to the discussion of past mistakes, and must be able to learn from them. 
Moreover, the same process should promote organizational learning about 
the costly mistakes made by other companies as well as about the applica-
tion of industry best practices.

When I started Fidelity Investments’ enterprise risk management pro-
gram in 1995, the concepts of lessons learned and best practices were 
central to initiatives to raise risk awareness. In the early stages of the pro-
gram, my team (Global Risk Management) organized regular meetings of 
the company’s top 200 executives, including corporate managers, business 
unit heads, and senior financial and risk management professionals. High on 
the agenda at these meetings was a discussion of the lessons learned from 
major disasters in the financial services industry, such as the troubles of 
Barings Bank and Kidder, Peabody. In each of these case studies, participants 
examined the sequences of events, the root causes of the problem, and the 
financial and business impact that they went on to have. The focus of any 
such case analysis, however, was on how Fidelity Investments could avoid 
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similar problems. These meetings were invaluable in building and maintain-
ing awareness regarding risk management among the senior executives.

Another learning initiative for us was a series of visits to about a dozen 
financial institutions as part of an exercise in best-practice benchmarking. 
This initiative included visits to Brown Brothers, Chase, GE Capital, State 
Street Bank, and others. As a result of these visits, more than 100 best-
practice applications were documented in a database that was part of the 
educational section of an Intranet-based Global Risk management infor-
mation system (MIS). This database allowed all Fidelity Investments’ risk 
management professionals to benefit from the insights gained from these 
best-practice visits, while the Intranet gave the user the capability to search 
for and identify best practices by risk, company, or application.

One of the most striking insights gained from these visits was the high value 
that other companies placed on their learning processes for risk management. 
For example, State Street Bank had a six-week launch program for new as-
sociates that trained them in business and risk management processes, while 
Brown Brothers had an errors and omissions program that educated employ-
ees about where problems usually occurred in their operations and how they 
could be avoided. Several of the companies we visited implemented systematic 
learning processes that reviewed important incidents, losses above a certain 
threshold, and other issues such as risk policy violations.

Following these visits, Fidelity Investments launched a number of initia-
tives at both the corporate and business unit levels. These initiatives included 
a risk college, loss and incident review processes and follow-up best practice 
visits with our business partners and institutional clients. We also conducted 
an internal consulting project for a business unit. That business unit expe-
rienced an 85 percent reduction in annual losses after the introduction of a 
risk event log. Any loss above a certain threshold was recorded in this log 
and subsequently reviewed by the risk management committee—chaired by 
the business unit president—to ascertain the root cause of the problem and 
develop prevention procedures.

My experiences at Fidelity—and elsewhere—suggest that lessons learned 
from mistakes and from the best practices of other companies can be a valu-
able supplement to those learned from the examination of a company’s own 
operations. While a certain number of minor losses should be expected as 
a matter of routine in any business, management should nonetheless view 
every significant loss or incident as a learning opportunity. Without a sys-
tematic process for capturing and learning from such incidents and losses, a 
company is more likely to repeat old mistakes that could potentially develop 
into a real crisis.

The six cases described in the last chapter represent only a very small 
sample of the risk management failures that have hit the headlines in recent 
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years, or of the range of risk management problems that can cause financial 
losses. Collectively, these and other cases should serve as a loud wake-up call: 
improper risk management and control can have dangerous consequences. 
Lapses in risk management have resulted in significant losses for companies 
in different industries and countries around the world. A number of 
those companies—some once considered pillars of their industries—no  
longer exist because they couldn’t survive the financial and reputational 
losses they suffered.

The circumstances surrounding each story are unique, with the culprit(s) 
ranging from a single rogue trader involved in unauthorized trading to groups 
of individuals involved in unsound business practices that were at one time 
accepted (or even encouraged) by management. Some events occurred over 
days or months, while others took more than a decade to unfold, or even 
longer. Despite the many differences, there are some common themes. We 
can distill these into seven “key lessons”:

 1. Know your business;
 2. Establish checks and balances;
 3. Set limits and boundaries;
 4. Keep your eye on the cash;
 5. Use the right yardstick;
 6. Pay for the performance that you want; and
 7. Balance the yin and the yang.

We’ll look at these in more detail in the section below.

Lesson #1: Know Your Business

Perhaps the most important lesson one can learn is that managers are obli-
gated to know the business. This responsibility should be shared by everyone 
involved in the business, ranging from the board of directors to front-line  
supervisors and employees, and is an integral component of risk management. 
In credit risk management, for example, know the customer is widely  
accepted as a tenet of a sound credit program, and has been adopted as a 
requirement by several regulatory agencies.

While it is critical for managers with responsibility for oversight and 
approval to know their businesses, it is also important for all employees to 
understand how their individual accountabilities could affect the risks of the 
organization, and how their functions and responsibilities relate to others 
within the company. Business managers should be knowledgeable about 
all aspects of the business, including high-level business and operational 
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processes, key drivers of revenue and cost, and the major risks and key 
exposures involved (i.e., know the risks).

Failure to know the business was a contributing factor in both the 
Kidder, Peabody and Metallgesellschaft fiascoes. In a report of an internal 
investigation that he led in 1994, the former SEC enforcement chief Gary 
Lynch noted that Jett’s supervisors “never understood [his] daily trading 
activity or the source of his apparent profitability,” while GE’s auditors “. . . 
really didn’t understand much about government [debt] trading.” Overall, 
the Lynch Report was highly critical of management’s failure to supervise, 
understand, and monitor the activities on the trading desk.

In Metallgesellschaft’s case, had senior management better understood 
the cash flow implications of its New York arm’s activities, the company 
might never have embarked upon its disastrous hedging strategy—or at 
least, might have unwound it in a more orderly fashion, and thus avoided the  
resulting liquidity squeeze and hedging loss. It appears that Metallgesellschaft, 
more than most, fell victim to an inappropriate, rather than intrinsically 
flawed, strategy.

Lesson #2: estaBLish CheCKs and BaLanCes

A prerequisite of effective risk management is that there should be a system 
of checks and balances to prevent any given individual or group of individu-
als from gaining excessive power to take risks on behalf of an organization.

This can be thought of as the application of portfolio diversification to 
the management of people and processes, rather than assets and liabilities. 
It is not desirable, from a risk management perspective, to have a concentra-
tion of market risk exposure in a specific segment (emerging markets, say) 
or a concentration of credit risk exposure in an individual counterparty. 
Likewise, it is not desirable to allow an individual or group of individuals to 
amass a concentration of the power or authority to commit the company’s 
capital to a specific risk-taking activity. This might range from an individual 
trader with the power to make enormously leveraged bets on market prices 
to an executive whose orders go unquestioned by other managers or non-
executive directors.

Re-engineering efforts pose a potential problem in this respect. Checks 
and balances are often, by definition, redundant processes, and so may be 
re-engineered out of a key operation or process altogether. It is important to 
realize that a system of checks and balances, along with the segregation of 
key duties, is not only a safeguard against errors made by people, processes, 
and/or systems, it is also fundamental to sound business management. Real 
life examples include appointing an independent board of directors, creating 
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effective risk and audit committees, or even something as simple as having 
someone proofread an important document.

The collapse of Barings Bank is perhaps the best-known example of 
this principle. Both the trading and the accounting functions at Barings’ 
Singapore branch reported to rogue trader Nick Leeson, enabling him to 
conceal mounting losses for over a year. The scandal that erupted when 
Barings ultimately collapsed under the weight of Leeson’s billion-dollar losses 
led banking regulators and industry groups around the world to establish 
segregation of duties and independent risk management as core principles in 
risk management. In response, companies established risk management and 
back-office operations that were independent of the profit centers.

The case of Morgan Grenfell Asset Management also illustrates the 
need for effective checks and balances. Both Young’s immediate boss and 
the company’s compliance department were supposed to sign off on each 
of Young’s purchases of unlisted shares, so they should have known exactly 
what was happening. However, it was not until Young’s holdings of unlisted 
shares hit more than three times the legal limit that his boss first told him 
to reduce them.

Lesson #3: set Limits and Boundaries

Just as business strategies and product plans tell a business where to go, risk 
limits and boundaries tell a business when to stop.

It is widely accepted that risk limits are an integral part of a sound risk 
management program. For market risk, these risk limits may include trading 
limits, product limits, duration and other limits on a position’s sensitivity to 
movements in market prices or rates (e.g., delta, gamma, vega, theta, also 
known as the Greeks of option pricing), value-at-risk limits, and stop-loss 
limits. For credit risk, they may include mark-to-market and risk-adjusted 
limits by counterparty, risk grade, industry, and country. For operational 
risks, the risk limits may include minimum quality standards (or conversely, 
maximum error rates) by operation, system, or process. They may also in-
clude firm deadlines to resolve outstanding audit items.

In addition to limits on financial and operational risks, boundaries 
should be established to control business risks, which include standards for 
sales practices and product disclosures. Boundaries should also be estab-
lished to control organizational risks, such as the company’s hiring policies 
vis-a-vis background checks on prospective employees, or its termination 
policies if an employee violates company policy. As part of a board-approved 
ERM policy, companies should establish a “statement of risk appetite” that 
provides explicit risk limits and tolerance levels of critical risks. Without 
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clear limits and tolerances, the management of a fast-growing company is in 
the position of the driver of a racing car with no brakes.

In the Metallgesellschaft case, the company’s failure to set appropriate 
limits on hedging activities compounded the problem. Forward and futures 
positions continued to grow larger even as oil prices fell: by the time the  
petroleum positions were liquidated, they were estimated to be worth 85 days 
of Kuwait’s entire output. In the MGAM case, the damage would likely have 
been contained if Young had been censured and his dealings investigated as 
soon as unlisted shares passed the legal limit.

Lesson #4: Keep Your eYe on the Cash

Willy Sutton, the infamous bank robber, was once asked why he robbed 
banks. He replied: “Because that’s where the cash is.” This simple answer 
contains an important lesson for all financial institutions, as well as for 
the finance/treasury operations of any corporation. Crime—whether fraud, 
embezzlement, or straightforward theft—follows cash. And more innocent 
trading and operational errors are most immediately painful when they 
affect cash.

It’s therefore important to make sure that there are appropriate safe-
guards for managing cash positions and cash flows. These include basic 
controls, such as authorized signatures to initiate, approve, and make cash 
transfers. They also include the development of internal processes to measure, 
monitor, reconcile, and document cash transactions and positions. Actual cash 
flows and positions can also provide management with valuable reasonable-
ness checks against the company’s trading systems and profitability models.

New and emerging technologies such as e-commerce, electronic bank-
ing, and smart cards will provide financial institutions with new challenges 
in this important area. Inadequate cash management and accounting sys-
tems represent opportunities for potential fraud to go undetected, as well 
as blind spots for trading and operational errors. In the Kidder case, Jett’s 
trading operations recorded $350 million of profits on paper, but no one 
reconciled Kidder’s cash positions with the reported profits over the course 
of three years. As Gary Lynch said in a 60 Minutes interview: “They were 
always unrealized profits.” In the case of Enron, the company reported  
$3.3 billion in net income over the five years ending 2000. Over the same pe-
riod, James Lam & Associates found that Enron reported only $114 million 
of total cash generated—a mere 3 percent of reported income. A long time 
delay between reported earnings and actual cash flows should be a warning 
indicator for any company. To quote one analyst: “Cash is king. Accounting 
is opinion.” The lesson here is to focus on the cash.
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Lesson #5: use the right YardstiCK

The measures of success used (or not used) by a company to track individual 
and group performance are collectively a key driver of behavior, and by 
extension, of risk. Most companies establish performance goals in terms of 
sales, revenue and profitability. Some have adopted the balanced scorecard 
approach, and augment their financial measures with performance  measures 
pertaining to quality, customer satisfaction, and internal processes. If man-
agement is to gain a proper risk/return perspective, it is important that risk 
measures (similar to those alluded to in Lesson 3) are incorporated in the 
processes that generate management reports and measure performance. An 
integrated set of risk measures should provide management with timely 
information on all types of risks faced by the company, including actual 
(ex-post) and early warning (ex-ante) risk indicators.

Use of an inappropriate yardstick was clearly one of the factors leading 
to Bausch & Lomb’s troubles. The focus on sales and earnings targets, plus 
an extremely demanding atmosphere, resulted in behavior that had adverse 
consequences on a variety of levels, from customer dissatisfaction to stock 
price. The disasters that befell the company were caused, at root, by an 
unyielding desire to succeed. Had the company not placed such heavy em-
phasis on growth at all costs—or, to put it differently, on return regardless 
of risk—things would likely have turned out differently.

Other companies regularly set aggressive earnings growth targets in 
the range of 15 to 20 percent per year. These companies should ask them-
selves: are these targets realistic when the general economy is growing at 
3 to 4 percent? What kind of pressures do these targets put on the business 
units? How will people behave if aggressive sales and earnings goals are not 
balanced with the appropriate controls and measures for risk? As has been 
said, the road to hell is paved with good intentions.

Lesson #6: paY for the performanCe You want

The other dimension of performance measurement is the issue of compensation 
and incentives. Organizations need to take a close and careful look at how com-
pensation and incentives are designed and implemented, and whether or not 
they reinforce desired behavior and performance. The combination of perfor-
mance measurement and incentive compensation is probably one of the most 
powerful drivers of human behavior and organizational change. This can either 
work in favor of the company’s risk management objectives—or against them.

For example, the performance of managers and employees might be 
measured by, and rewarded for, sales- or revenue-based results alone, with 
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no consideration given to risk exposures or losses. In that case, it should be 
expected that the company would be exposed to increasingly higher levels 
of potential risk that may ultimately become inconsistent with its risk appe-
tite and capitalization. Management should therefore pay careful attention 
to the signals that performance measurement and incentive compensation 
systems send out, to ensure that they are consistent with the company’s busi-
ness and risk management objectives.

As one of my professors at UCLA once said: “If you go into a company 
and see smart people doing stupid things, nine times out of 10 they are be-
ing paid to do so.” Improper incentive structure is a root cause of recent 
problems associated with the lack of independence in equity research (e.g., 
analysts recommending the stocks of investment banking clients while pri-
vately trashing the same stocks). In the Kidder case, did it make sense that 
in 1993 Jett earned a bonus of $9 million and his boss, Ed Cerrullo, earned 
$20 million—more than Jack Welch, the parent company’s well-regarded 
chairman and CEO?

Lesson #7: BaLanCe the Yin and the Yang

Much of the focus of risk management has to date been on building infra-
structure: independent risk functions and oversight committees; risk assess-
ments and audits; risk management policies and procedures; systems and mod-
els; measures and reports; and risk limits and exception processes. All of this 
makes up what might be called the hard side (the yang) of risk management.

However, it is equally (if not more) important that companies should 
focus on the soft side (the yin) of risk management. Soft initiatives might 
include:

 ■ Setting the tone from the top and building awareness through demon-
stration of senior management’s commitment;

 ■ Establishing the principles that will guide the company’s risk culture 
and values;

 ■ Facilitating open communication for discussing risk issues, escalating 
exposures, and sharing lessons learned and best practices;

 ■ Addressing change management, including training and development 
programs; and

 ■ Reinforcing desired behavior and results through performance mea-
surement and incentives.

While the hard side focuses on processes, systems, and reporting, the 
soft side focuses on the people, skills, culture, values, and incentives. In many 
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respects, the components of the soft side are the key drivers of risk-taking 
activities while the components of the hard side are enablers, which sup-
port risk management activities. As discussed in Chapter 1, there can be no 
reward without risk; but risk should not be taken recklessly or randomly. 
That means that both the soft and hard sides—the yin and the yang—of 
risk management are necessary; managers should therefore take a balanced 
approach to managing risk at their companies.

As was suggested at the beginning of this chapter, learning is a critical 
part of any successful enterprise risk management program. An organization 
open to learning is less likely to repeat past mistakes, and more likely to benefit 
from new developments and innovations in the field of risk management. 
That is, to be smart and wise, and not to make a fool of oneself.





31

Chapter 3
Concepts and processes

In this chapter we will examine the key concepts and processes that under-
pin risk management. We begin by reviewing the major categories of risk 

faced by most organizations. Next we will discuss the key concepts that 
should be considered in the assessment and quantification of any risk. Based 
on these concepts we will review the processes for promoting risk aware-
ness, measuring risk, and controlling risk. We will conclude this chapter 
with what I consider to be one of the most important ideas in this book, and 
that is: every risk can be thought of as a bell curve!

Risks come in all shapes and sizes; risk professionals generally recognize 
seven major types:

 1. Strategic risk is the risk that corporate and business strategies (e.g., 
mergers and acquisitions [M&A]), growth strategies, product innova-
tions) are flawed or ineffectively executed;

 2. Business risk is the risk that annual financial and operating results may 
not meet management and stakeholder expectations;

 3. Market risk is the risk that prices and rates will move in a way that has 
negative consequences for a company;

 4. Credit risk is the risk that a customer, counterparty, or supplier will fail 
to meet its obligations;

 5. Liquidity risk is the risk that a company cannot raise cash to meet its 
requirements in a timely and cost-effective manner;

 6. Operational risk is the risk that people, processes, or systems will fail, 
or that an external event (e.g., earthquake, fire) will negatively impact 
the company; and

 7. Compliance risk is the risk that the company may violate laws and 
regulations.

Other types of risk have also been suggested. For example reputational 
risk is the risk that a company’s brand and reputation may be negatively 
impacted. However, others argue that reputational risk is a second-order 
risk and is the consequence of other primary risk factors.



32 EntErprisE risk ManagEMEnt

Each of these broad risk types encompasses a host of individual risks. 
Credit risk, for example, includes everything from a borrower default to a 
supplier missing deadlines because of financial problems. In risk identifica-
tion and assessment, it is important to consider the root cause. For example, 
as mentioned above a supplier may not perform due to its own financial is-
sues (credit risk) or due to technology and process issues (operational risk). 
Although there are commonalities and interdependencies between all cat-
egories of risks, each ultimately requires specialized attention.

How can a manager with responsibility for enterprise-wide risk hope 
to stay on top of all these various risks? It is impractical to simply hire an 
expert for every risk—since risk is a part of every business decision, this  
approach would require a risk manager for every business manager.

A more practical solution is to make risk a part of every employee’s 
thinking and job responsibility. This has two advantages: first, no one is 
better placed to understand the risks of an activity better than those who 
specialize in that area; second, this approach means that risk is managed 
throughout the company.

However, this requires a substantial effort in training and education. 
Many staff, whether junior or senior, will not be familiar with risk manage-
ment and particularly not with quantitative forms of risk analysis. Although 
these quantitative analyses are often very important, they are not practical 
for every type of risk and fall under the responsibility of the corporate risk 
management function.

General employees therefore need to be taught to recognize and as-
sess risks in ways that are relatively easy to understand. Fortunately, there 
are a number of key risk concepts that will apply to the risks of any 
kind of business and must be addressed by any effective risk management 
program.

rIsk ConCepts

Not all of the risk concepts described in this section can be readily (or mean-
ingfully) quantified, particularly if operational risks are involved. As we’ll 
see, however, they are nonetheless important for understanding the nature 
of risk in any organization and should form the basis of the questions that a 
risk manager asks when assessing risk. Let’s consider them in turn.

exposure

What do I stand to lose? Generally speaking, the exposure is the maximum 
amount of damage that will be suffered if some event occurs. All other things 
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being equal, the risk associated with that event will increase as the exposure 
increases. For example, a lender is exposed to the risk that a borrower will 
default. The more it lends to that borrower, the more exposed it is and the 
riskier its position is with respect to that borrower. Exposure measurement 
is a hard science for some kinds of exposures—typically those which result 
in direct financial loss such as credit and market risk—but may be much 
more qualitative for others, such as operational and compliance risk.

Volatility

How uncertain is the future? Volatility, loosely meaning the variability of 
potential outcomes, is a good proxy for risk in many applications. This is 
particularly true for those that are predominantly dependent on market fac-
tors such as options pricing. In other applications, it is an important driver 
of the overall risk in terms of potential loss.

Generally, the greater the volatility, the higher the risk. For example, the 
number of loans that turn bad is proportionately higher, on average, in the 
credit card business than in commercial real estate. Nonetheless, it is real 
estate lending that is widely considered to be riskier, because the loss rate is 
much more volatile. Companies can be much more certain about potential 
losses in the credit card business—and prepare for them better—than they 
can in the commercial real estate business.

Like exposure, volatility has a specific, quantifiable meaning in some ar-
eas of risk. In market risk, for example, it is synonymous with the standard 
deviation of returns and can be estimated in a number of ways. The general 
concept of uncertain outcomes, is, however, useful in considering other types 
of risk, too: a spike in energy prices might increase a company’s input prices, 
for example, or an increase in the turnover rate of computer programmers 
might negatively affect a company’s technology initiatives.

probability

How likely is it that some risky event will actually occur? The more  likely 
the event is to occur—in other words, the higher the probability—the 
greater the risk. Certain events, such as interest rate movements or credit 
card defaults, are so likely that they need to be planned for as a matter 
of course and mitigation strategies should be an integral part of the busi-
ness’ regular operations. Others, such as a fire at a computer center, are 
 highly improbable, but can have a devastating impact. A fitting prepara-
tion for these is the development of back-up facilities and contingency 
plans that will likely be used infrequently, if ever, but must work effec-
tively if they are.
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severity

How bad might it get? Whereas exposure is typically defined in terms of the 
worst that could possibly happen, severity is the amount of damage that is 
actually likely to be suffered. The greater the severity, the higher the risk. 
Severity is the partner to probability: if we know how likely an event is to 
happen, and how much we are likely to suffer as a consequence, we have a 
pretty good idea of the risk we are running.

Severity will often be a function of other risk factors, such as volatility. 
For example, consider a $100 equity position. The exposure is $100, since 
the stock price could theoretically drop all the way to zero and all the money 
tied up in the stock could be lost. In reality, however, it is not likely to fall 
that far, so the severity is less than $100. The more volatile the stock, the 
more likely it is to fall a long way. The severity associated with this position 
is therefore greater, and the position more risky.

As with our other risk factors, this way of thinking can also be applied 
to risks that are less easy to quantify. Consider, for example, the succes-
sion process after a key employee leaves or retires. Given that a change in 
management must occur at some point in time, and that the succession of 
new management will generally have a significant and potentially disruptive 
impact on the organization, it is alarming that companies don’t plan more 
carefully for this risk.

time horizon

How long will I be exposed to the risk? The longer the duration of an ex-
posure, the higher the risk is. For example, extending a 10-year loan to the 
same borrower has a much greater probability of default than a one-year 
loan. The time horizon can also be thought of as a measure of how long it 
takes (or, equivalently, how difficult it is) to reverse the effects of a decision 
or event.

The key issue for financial risk exposures is the liquidity of the posi-
tions affected by the decision or event. Positions in highly liquid instru-
ments such as U.S. Treasury bonds can usually be reduced or eliminated in 
a short period of time, while positions in lightly traded securities or com-
modities such as unlisted equity, structured derivatives, or real estate take 
much longer to sell off. For operational risk exposures, the time horizon 
can be thought of as the time required for the company to recover from 
an event. A fire that burns a computer center to the ground will leave a 
company exposed during the time before back-up facilities come online—
a much greater risk if such back-up procedures are not well established 
and tested.
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Companies usually have little control over the level of market liquid-
ity, or over many of the events that lead to operational risks. However, 
they do have some control over their effects. Problems arise when compa-
nies do not recognize that a risk event has occurred, are not aware of the 
time horizon associated with that risk, and/or have not developed an exit 
strategy.

Correlation

How are the risks in my business related to each other? If two risks behave 
similarly—they increase for the same reasons, for example, and/or by the 
same amount—they are considered highly correlated. The greater the corre-
lation, the higher the risk. Correlation is a key concept in risk diversification. 
Highly correlated risk exposures, such as loans to the same industry,  
investments in the same asset class, or operations within the same building, 
increase the level of risk concentrations within a business. Thus, the degree 
of risk diversification in a business is inversely related to the level of cor-
relations within that business. With financial risks, diversification can be 
achieved through risk limits and portfolio allocation targets, both of which 
are designed to reduce risk concentrations. With operational risk, diversifi-
cation can be achieved through separation of operational units and/or re-
dundant systems. A word of caution: seasoned risk professionals recognize 
that price corrections approach one during times of crisis. For example, 
during the 2008 financial crisis, all global asset prices (e.g., real estate, eq-
uities, bonds, and commodities) fell in concert, with the exception of U.S. 
Treasuries. As such, companies should stress-test their correlation assump-
tions because diversification benefits may not be there when they are needed 
the most.

Capital

How much capital should I set aside to cover unexpected losses? Companies 
hold capital for two primary reasons. The first is to meet cash requirements, 
such as the costs of investments and expenses. The second is to cover 
unexpected losses arising from risk exposures. The level of capital that man-
agement wants to set aside for these two purposes is often called economic 
capital.

The overall level of economic capital required by a company will de-
pend on the credit rating that it wants. The more creditworthy the com-
pany wants to be, the more capital it will have to hold against a given level 
of risk. This is fairly intuitive: a credit rating (or the concept of creditwor-
thiness generally) is an estimate of how likely a company is to fail. Clearly, 
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it is less likely to fail if it has more capital to absorb any unexpected loss. 
So, a company that wants a triple-A credit rating will have to hold far 
more capital against a certain set of risks than another company that has 
the same risks but is satisfied with a sub-investment-grade rating, such as 
double-B.

The concept of economic capital also applies to the individual business 
units within a company. Those business units which run greater risks (and 
therefore stand more chance of losing money) will have to be allocated 
more economic capital if they are to comply with the firm’s overall target 
creditworthiness. The allocation of economic capital to business units has 
two important business benefits.

First, it links risk and return explicitly. Higher allocations of economic 
capital require business units that take more risks to compensate by gen-
erating greater profits. Second, economic capital allows the profitability of 
all business units to be compared on a consistent risk-adjusted basis. As a 
result, business activities that contribute to, or detract from, shareholder 
value can be identified easily, so management has a powerful and objective 
tool to allocate economic capital to its most efficient users. In effect, this 
creates an internal capital market where good businesses will grow and bad 
businesses will die.

rIsk proCesses

An appreciation of the risk concepts described previously is fundamental 
in understanding the nature of risk. This understanding in turn supports 
the first step in any risk management process: promote risk awareness. The  
second step is to measure risk; the third is to control it. For all the quantitative 
sophistication that can be thrown at it, risk management is still ultimately 
carried out by people, and the three parts of a corporate risk management 
process can usefully be illustrated in terms of the ways that people manage 
risks in their everyday lives.

First, risk awareness. Most people think (at least a little!) about 
what they are currently doing and what they plan to do next; accidents 
happen when they misjudge an unfamiliar situation or fail to pay suffi-
cient attention to a seemingly familiar one. People break legs when they 
first go skiing and cut their fingers when they drift off while chopping 
vegetables.

Companies obviously don’t think in this way, but they do need to 
use the collective intelligence of their management and staff to think 
through the risks consequent upon the company’s current and proposed 
activities. Promoting risk awareness should be the starting point for any 
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risk management process. Half the battle is already won if people can be 
successfully encouraged to consider the risks involved in their activities, and 
to understand their roles and responsibilities in managing them. Mistakes 
can then be avoided or quickly corrected.

Awareness alone is not enough, however. It is one thing to know that a 
potential risk exists; it is another to know when it becomes a real threat and 
how serious it is. A person might see a distant threat (a car bearing down 
from a distance), or feel an immediate one (a tack in the foot). The scale and 
speed of the reaction will differ.

Similarly, a company must be able to recognize changes in its operating 
environment that signal potential risks and must also notice when a part of 
the company is unexpectedly afflicted by some event. That means effective 
transmission of information into and through the company, which in turn 
implies the need for efficient communications technology and clear, consis-
tent reporting of risks (i.e., risk measurement).

Having identified and quantified the risk, a person must decide if any-
thing should be done about it (i.e., risk control). A person might control his 
risks in a number of different ways. He might feel that a given risk is minor 
(the chance of being hit by a meteorite, for example) and continue about 
business as usual. He might simply limit potential risk—perhaps by capping 
the amount he is willing to bet on a spin of the roulette wheel. Alternatively, 
he might actually take action in order to reduce a risk—to move out of the 
way of an oncoming car or pull the tack out of his foot. He might even pay 
someone more skilled to carry out a risky activity—electrical rewiring, for 
example—on his behalf.

Similarly, a company might recognize a potential risk but be content to 
do nothing about it; establish and enforce risk policies and limits; change 
strategic direction; make a tactical alteration to one of its business units; or 
transfer a specific risk through insurance or hedging.

Ultimately, the function of risk management, whether for an individ-
ual or for a company, is to ensure that the level of risk remains within 
some acceptable range, while ensuring that life or business continues to 
be as enjoyable as possible. It’s worth noting that different people have 
different appetites for risk—they are comfortable with different amounts 
of risk and also with different types of risk. So are different companies, 
with internal risk limits and credit ratings being key measures of these 
propensities.

It’s also worth noting that people don’t really think about a risk, as-
sess it, and finally do something about it. In practice, people constantly re-
evaluate their situation in a way that involves continuous feedback between 
thoughts, senses, and actions. The same should be true for any company 
operating in the real world. A risk management process can only be effective 
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to the extent that risk awareness, risk measurement, and risk control strate-
gies are fully integrated. We’ll discuss these three components in the next 
sections.

rIsk awareness

Risk awareness is the starting point of any risk management process. The 
objective of promoting risk awareness is to ensure that everyone within a 
business is:

 ■ Proactively identifying the key risks for the company;
 ■ Seriously thinking about the consequences of the risks for which he or 
she is responsible; and

 ■ Communicating up and down the organization those risks that warrant 
others’ attention.

In a risk-aware environment, most risk management issues should be 
addressed before they become bigger problems.

There are many organizational processes and initiatives that can pro-
mote risk awareness within a company. Five of the most successful are:

 1. Set the tone from the top; 
 2. Ask the right questions; 
 3. Establish a risk taxonomy; 
 4. Provide training and education; and 
 5. Link compensation to risk. 

Let’s consider these in turn.

set the tone from the top

In risk management even more than other corporate initiatives the involve-
ment of senior management, and of the CEO in particular, is critical to 
success. The reason? Some aspects of risk management run counter to human 
nature. While people are eager to talk about marketing or product successes, 
or even cost-saving opportunities, they are generally much less enthusiastic 
about discussing actual or potential losses, particularly those related to their 
businesses.

Overcoming this reluctance requires applied authority and power. The 
CEO must therefore be fully supportive of the risk management  process, 
and “set the tone” not only through words, but also through actions.  
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The CEO must first communicate that risk management is a top prior-
ity for the company at presentations, meetings, and in other forums. 
More importantly, the CEO must demonstrate his or her commitment 
through actions. Does the CEO actively participate in risk manage-
ment meetings? Has the company allocated an appropriate budget to 
support risk management? Are senior risk executives involved in major 
corporate decisions? What happens when a top producer violates risk 
management policies? How the CEO and senior management respond to 
these questions will speak volumes about their true commitment to the 
risk management process.

ask the right Questions

It has been said that senior management may not always have the right 
answers, but it is their obligation to ask the right questions. So what are 
the key questions senior management should ask about risk? The acronym 
R.I.S.K.—Return, Immunization, Systems, and Knowledge—can help:

 ■ Return. What are the expected returns on the risks we are taking? What 
kinds of risk exposures are being created if a business unit is growing or 
making money at an exceptional rate?

 ■ Immunization. What limits and controls do we have in place to mini-
mize the downside?

 ■ Systems. Do we have the appropriate systems to track and measure 
risks?

 ■ Knowledge. Do we have the right people and skills for effective risk 
management?

establish a risk taxonomy

We saw in the last section how efficient communication is a key requirement 
for the risk management process. One of the ways in which communica-
tion can be made efficient is by ensuring that people understand what each 
other mean—something which is not a given in the world of risk, where 
definitions are frequently poorly understood, open to interpretation, or 
extremely broad. That is, a company should strive to establish a common 
language for risk.

One important part of this effort should be to establish a taxonomy of 
risk—a common structure for describing the categories and sub-categories of 
risks, as well as the tools, metrics, and strategies for risk management. A tax-
onomy is not only useful in talking about risks, but allows them to be broken 
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down into manageable components which can then be aggregated for exposure 
measurement and reporting purposes. This is not a one-off process; it should 
be iterative and reflect the dynamic and changing nature of the business.

provide training and Development

Executives involved in establishing risk management programs often cite 
training and development as one of their major accomplishments. In addition 
to promoting risk awareness, training and development equips employees 
with the skills and tools they need to manage the risks for which they are 
responsible.

Risk education should start at orientation, with new employees being 
introduced to risk management concepts and briefed on the various risk 
functions within the company just as they are introduced to its other man-
agement philosophies and operational functions. It should also include 
ongoing training programs that are tailored to the skills required for the 
individual’s job responsibilities. These should tie the individual’s responsi-
bilities to the risk management policies of the company—and to the thinking 
behind them. To put it another way, employees should understand the spirit 
as well as the letter of the law.

Link risk and Compensation

People naturally pay most attention to what their job accountabilities are 
and how their financial incentives are tied to their performance. Clearly, risk 
awareness can be most powerfully cultivated by making sure that employees 
understand that risk management is part of their job, and that their incen-
tive compensation is linked to the business and risk performance at both the 
business and individual levels. It is important that these facts should be seen 
to be true for all employees. If there is a perception that the same ground 
rules don’t apply to all employees (particularly senior ones), others will soon 
stop paying attention or see the rules as something that can be circumvented 
in the pursuit of a career.

rIsk MeasureMent

The axiom “what gets measured gets managed” is largely true in risk man-
agement. Unfortunately risk measurement and reporting remains a major 
challenge for many companies today. Most struggle with the constraints 
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associated with data, analytics, and systems resources. Frequently, there is 
no good historical data on losses and other risk metrics, and there is a lack 
of internal discipline to report and capture important risk information. At 
the other extreme, some companies drown their boards and senior manag-
ers in data, much of it irrelevant and impenetrable.

Whether or not a company has too much or too little risk data and re-
ports, senior management and the board need appropriate risk information 
to support business and policy decisions. What should be included in an 
executive risk report? That partly depends, of course, on the nature of the 
business. However, there are certain key elements that should be a part of 
any executive risk report—losses, incidents, risk assessments, and key risk 
indicators. Let’s consider these in turn.

Losses

Losses arising from credit, market, and operational risks should be system-
atically captured in a loss database and summarized in the risk report. While 
the loss database should account for losses at a detailed level, only overall 
levels of loss and important trends should be reported to senior management. 
The risk report should highlight specific losses above a threshold and total 
losses relative to revenue or volume. Businesses should also track actual 
losses against expected or budgeted levels.

Incidents

The risk report should report the major risk incidents for the period, regard-
less of whether these result in a financial loss or not. Risk incidents might 
include loss of a major customer account, policy violations, systems failures, 
frauds, lawsuits, and so on. The potential impact, root causes, and business 
response to the major incidents should be reported. Any emerging trends or 
significant patterns in incidents should also be highlighted.

risk assessments

While losses and incidents reflect risk performance after the fact, the risk re-
port should also provide management’s advance assessment of potential risks. 
The risk concepts discussed earlier should underpin this assessment. This por-
tion of the risk report should address questions such as: What keeps you up 
at night? What are your top 10 risks? What uncertainties might prevent the 
achievement of business objectives? These are different questions that should 
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lead management to the same answers. Key risks might include new business 
or product launches, the absence of key staff, new technologies, and more.

key risk Indicators

The risk report should also include a section on the key risk indicators that 
quantify major trends and risk exposures for the business. These indicators 
might, for example, include credit exposures compared with credit limits in 
lending, or mark-to-market profit and loss (P&L) and value-at-risk (VaR) 
for trading businesses. Operational risk indicators might include process-
ing errors, customer complaints, systems downtime, and unreconciled items. 
Risk/return metrics might include return on economic capital for businesses 
or the Sharpe ratio for investment portfolios.

It is important that the key risk indicators include forward-looking met-
rics that serve as early-warning signals. For example, widening credit spreads 
are usually an early warning of higher default rates and/or decreasing market 
liquidity. Higher employee turnover may be a leading indicator of increasing 
operational risks, such as higher error rates and lower customer satisfaction. 
Such early-warning indicators allow management to take pre-emptive ac-
tion to mitigate potential risks. While businesses may track dozens or hun-
dreds of risk indicators, they should report only the few that warrant senior 
management and board attention.

The prototype report in Figure 3.1 shows the key elements that 
should be included in a risk report. This risk reporting structure con-
tains a self-correcting feature that should be a design requirement. That 
feature works as follows: losses and incidents are items that can be cap-
tured easily on a regular basis. Over time, however, management may 
notice that losses and incidents originate from risks that are not quali-
tatively discussed in risk assessments or quantitatively tracked in key 
risk indicators. It then has at least one of two problems that need to be 
addressed. Either the business or operational unit needs to improve its 
risk assessment and measurement efforts, and/or they are not escalating 
important risk issues to corporate management. Such a self-correcting 
feature should improve the quality and candor of risk measurement and 
reporting on continuous basis.

rIsk ControL

The risk management process does not stop at promoting risk awareness 
or measuring risk exposures. The ultimate objective is to optimize the risk/
return of the business; or, to put it slightly differently, to effect real change in 
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FIgure 3.1 Risk Report
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the risk profile of the company. There are three fundamental ways in which 
this can be done. The first is to support business growth; the second, to sup-
port profitability; the third, to control downside risks.

support Business growth

Risk management has a role to play as part of a cross-functional team that 
supports business growth. The risk team should work with line manage-
ment, marketing, legal, operations, and technology representatives to estab-
lish and maintain a review process for vetting new business strategies1 and 
ideas. This review process brings the right people together to discuss key 
issues at an early stage.

The review team should develop fair and objective criteria against 
which businesses and products will be evaluated, both at their outset 
and on an ongoing basis. This is not dissimilar to the way that many  
organizations handle individual risks. Banks, for example, compose lists of 
acceptable counterparties to speed up the approval process when a credit-
sensitive transaction is proposed, and review outstanding transactions if 
the counterparty’s status changes in well-defined ways, such as a decline 
in credit rating.

A key lever by which management can optimize risk/return is by allocat-
ing corporate resources to business activities with the highest risk-adjusted 
returns, subject to the risk limits discussed below. A risk/return matrix (as 
shown in Figure 3.2) can be a powerful strategic planning tool. This matrix 
shows the level of risk, expressed in economic capital and the return on that 
capital (i.e., ROE), for each business unit and risk type, and can be used to 
determine:

 ■ Which business units are meeting or beating their hurdle rates of return 
on equity and thus contributing to shareholder value, and which busi-
ness units are not?

 ■ Are the credit, market, and operational risk levels at the businesses con-
sistent with our expectations for their business plans?

 ■ Do we have the right people and systems in place to manage these risk 
levels, both at corporate management and within the business units?

 ■ How should we reallocate corporate resources in order to optimize risk/
return and maximize shareholder value?

support profitability

Risk management can improve business profitability, as well as growth, by 
influencing pricing decisions. Put simply, the idea is that the price for any 
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product or transaction should reflect the cost of its underlying risks as well 
as more traditional costs. The cost of risk would obviously be higher for 
riskier transactions.

For example, the pricing on a loan should include the expected annual 
loss and the cost of capital2 reserved against the loan, as well as funding and 
operational costs. In practice, commercial loans are often not fully priced, 
since banks frequently use lending to cement a customer relationship, not 
to generate profits as a standalone product. Risk-adjusted pricing can’t 
change that fact of business life, but it does ensure that the bank knows how 
much it should be making from the customer overall to make up for the 
cheap loan. Risk-adjusted pricing has been applied throughout the financial 
 services industry.

Non-financial corporations have been slower to adopt it, but can also 
benefit. Net present value (NPV) or economic value added (EVA) tech-
niques for evaluating new investments and business performance do not 
usually incorporate the full cost of risk. This is because these tools are 
usually based on book capital, which typically doesn’t fully capture ex-
pected loss, much less unexpected loss, and thus does not correspond 
to economic capital. The upshot is that NPV and EVA models are not  
sensitive to the underlying risks of the business. As such, they tend to overstate 
the profitability of high-risk businesses, and understate the profitability of 
low-risk ones. Adjustments to incorporate the full cost of risk, or the use 
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of economic capital instead of book capital, should greatly enhance the 
usefulness of these models.

Control Downside risks

While risk management supports business growth and profitability, it should 
also control downside risks. It is important to remember that downside 
risks, including losses and failures, are an integral part of doing business.

A drug company faces the risk of a significant loss in research and 
marketing costs every time it introduces a new drug. A bank faces the 
risk of default with every loan. Any company developing a product 
or system faces the risk of cost overruns, schedule delays, and eventual 
underperformance.

The point here is that business is all about taking risks, and that 
risk management should not seek to eliminate downside risks, but to 
control them within an acceptable range. The acceptable range, as sug-
gested earlier, will reflect the company’s risk appetite, which is in turn 
determined by the human, financial, and technology resources available 
to manage the business and its associated risks. The risk appetite can be 
expressed in terms of the amount and likelihood of actual and potential 
loss; these are in turn controlled through stop-loss and sensitivity limits 
respectively.

Stop-loss limits control the amount of losses an institution can incur 
due to its risk positions. While stop-loss limits have been widely adopted in 
controlling market risk for trading houses, the same concept can be extend-
ed to other types of risk. For example, a stop-loss limit can be established 
for credit risk with actual credit losses being measured by the combina-
tion of charge-offs (i.e., realized losses) and mark-to-market losses based on 
credit spreads3 (i.e., unrealized losses). For operational risks, management 
can control downside risk by setting limits on indicators such as error rates, 
systems downtime, and outstanding audit items.

When actual loss or performance hits one of these limits, it should trig-
ger some management decision or action, including management reviews, 
hedging strategies, contingency plans, or exit strategies. Some companies 
even establish warning limits below the stop-loss limits, acting like the yel-
low signal before the red at the traffic light.

Sensitivity limits ensure that potential economic losses do not exceed 
management’s threshold levels. Sensitivity limits control the amount of capi-
tal an institution has at risk given various adverse economic scenarios and 
its risk positions. These sensitivity limits can be developed by taking extreme 
values of risk factors such as market volatility or by repeatedly simulating 
the evolution of the business and the environment over time.



Concepts and Processes 47

The key use of sensitivity limits is in avoiding excessive concentra-
tions of risk. If a risk position exceeds the sensitivity limit, management 
will know that the potential loss in that business may be greater than 
what they want to accept and they may cut back or otherwise mitigate 
that risk accordingly. The concepts of stop-loss and sensitivity limits are 
generally applied in market and credit risk management, but are closely 
analogous to the total quality management (TQM) techniques used for 
operational risk management. Companies such as General Electric and 
Allied-Signal track actual and potential error rates against a six-sigma 
standard and corrective actions are taken if performance falls below that 
threshold.

In addition to stop-loss and sensitivity limits, basic exposure limits (total 
credit exposure to emerging markets, say, or market exposure to technology 
stocks) can be established to control downside risks. Setting risk limits is, 
however, only part of the risk control process. If they are to be useful, in-
formation about limits (and particularly about violations of limits) must be 
reported efficiently to management, who must then act on this information 
decisively whenever necessary.

The appropriate frequency of reporting depends on both the nature 
of the business and on the audience. Companies trading in global capital 
markets or managing multi-site phone centers, for example, might need real-
time risk monitoring for the business managers. Companies operating in 
less volatile conditions might need daily or weekly reporting. A monthly or 
quarterly interval should be appropriate for limit reports that go to senior 
management and the board.

Capital allocation, risk-adjusted pricing, and limit setting are three ex 
ante ways of controlling how much risk a company takes on. However, this 
is at best half the story: there are other techniques available for managing 
the risks that have already been taken on. One part of such management is 
to understand what those risks actually are, which implies a focus on better 
risk analysis and on the data and technology needed to perform and report 
on such analysis.

Another is to understand which risks offset or exacerbate each other. 
Duration matching is a common risk management technique under which 
a financial institution matches the interest rate sensitivities of its assets and 
liabilities to make sure that their prices change in the same way when in-
terest rates change. Active portfolio management, which grew increasingly 
popular at financial institutions in the 1990s, is another technique that seeks 
to establish if a new risk will disproportionately increase or decrease the 
overall risk of a portfolio.

These internal management techniques are usually preferred because 
they are typically longer term and more cost effective than transferring risk 
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to an external party. However, they take time to implement and can only 
alter a company’s risk profile up to a point. When time, resources, or flex-
ibility are scarce, risk transfer, through either derivatives or insurance, can 
provide timely and effective solutions.

rIsk Is a BeLL CurVe

We’ve introduced a range of key concepts and processes in this chapter. 
One simple way of unifying all of these concepts is to think of risk as a bell 
curve, such as the one depicted in Figure 3.3. The mean of the bell curve 
represents expected performance. Risks are variables that can cause actual 
performance to deviate, either for better or for worse, from the expected 
performance. The distribution of potential outcomes in terms of the range 
of the bell curve represents the risk.

The objective of risk management is to optimize risk/return tradeoff, 
or to optimize the shape of the bell curve. In other words, risk manage-
ment strategies are meant to improve expected performance and/or narrow 
the distribution of potential outcomes. Management may accept a wider 
distribution of outcomes if the improvement in expected performance war-
rants it. Let’s consider the idea of risk as a bell curve in terms of five major 
types of risk.

FIgure 3.3 Risk is a Bell Curve
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Strategic risk

In strategic risk, expected performance can be thought of as the 
projected enterprise value based on the long-term strategic plan. The 
risks that could increase or decrease that value include macroeconomic 
conditions, competitive actions, and the company’s effectiveness in for-
mulating and executing its strategic plan. These variables represent the 
strategic risk for the company.

Business risk

In terms of business risk, projected earnings per share (EPS) for the next 
year can be a good proxy for expected performance. The risks involved in 
achieving that objective may include market share, new customers, pricing 
margins, and cost management. These risks could drive earnings volatility.

Financial risk

With respect to financial risk, we can use interest rate risk as an 
example. Expected performance could be represented by net interest 
margin or the difference between interest income and interest expense. 
Key risk variables may include asset/liability duration mismatches,  
interest rate levels, and pricing spreads.

Operational risk

Using information technology (IT) as an example, the expected perform-
ance may be that critical systems are available at least 99 percent of the 
time. Key risk variables may include single points of failure (SPOFs) that 
could bring down these critical systems or cyber security exposures that 
could allow harmful viruses or malware to enter the IT environment.

Regulatory risk

For most companies, expected performance would be excellent regula-
tory standing in terms of compliance with key laws and regulations. 
Potential risks include new regulations that the company may not be 
fully prepared for or new employees who are not aware or trained in 
the company’s compliance procedures.

All of the concepts and techniques discussed in this chapter can be 
applied to a single risk. However, their true power emerges when they are 
used to manage a portfolio of risks in an integrated manner. We’ll see why 
that should be in the next section.
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Chapter 4
What Is erM?

In the last chapter, we reviewed the concepts and processes applicable to 
almost all of the risks that a company will face. We also argued that all 

risks can be thought of as a bell curve. Certainly, it is a prerequisite that a 
company develop an effective process for each of its significant risks. But it 
is not enough to build a separate process for each risk in isolation.

Risks are by their very nature dynamic, fluid, and highly interdepen dent. 
As such, they cannot be broken into separate components and managed in-
dependently. Enterprises operating in today’s volatile environment require a 
much more integrated approach to managing their portfolio of risks.

This has not always been recognized. Traditionally, companies 
managed risk in organizational silos. Market, credit, and operational risks 
were treated separately and often dealt with by different individuals or 
functions within an institution. For example, credit experts evaluated the 
risk of default, mortgage specialists analyzed prepayment risk, traders were 
responsible for market risks, and actuaries handled liability, mortality, and 
other insurance-related risks. Corporate functions such as finance and au-
dit handled other operational risks, and senior line managers addressed 
business risks.

However, it has become increasingly apparent that such a fragmented 
approach simply doesn’t work, because risks are highly interdependent 
and cannot be segmented and managed by entirely independent units. The 
risks associated with most businesses are not one-to-one matches for the 
primary risks (market, credit, operational, and insurance) implied by most 
traditional organizational structures. Attempting to manage them as if they 
are is likely to prove inefficient and potentially dangerous. Risks can fall 
through the cracks, risk inter-dependencies and portfolio effects may not 
be captured, and organizational gaps and redundancies can result in sub-
optimal performance. For example, imagine that a company is about to 
launch a new product or business in a foreign country. Such an initiative 
would require:
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 ■ The business unit to establish the right pricing and market-entry 
strategies;

 ■ The treasury function to provide funding and protection against interest 
rate and foreign-exchange (FX) risks;

 ■ The Information Technology (IT) and operations function to support 
the business; and

 ■ The legal and insurance functions to address regulatory and liability 
issues.

It is not difficult to see how an integrated approach could more effec-
tively manage these risks. An enterprise risk management (ERM) function 
would be responsible for establishing firm-wide policies and standards, 
co-ordinate risk management activities across business units and func-
tions, and provide overall risk monitoring for senior management and 
the board.

Nor is risk monitoring any more efficient under the silo approach. The 
problem is that individual risk functions measure and report their specific 
risks using different methodologies and formats. For example, the treasury 
function might report on interest rate and FX risk exposures, and use  
value-at-risk as its core risk measurement methodology. On the other hand, 
the credit function would report delinquencies and outstanding credit expo-
sures, and measure such exposures in terms of outstanding balances, while 
the audit function would report outstanding audit items and assign some 
sort of audit score, and so on.

Senior management and the board get pieces of the puzzle, but not the 
whole picture. In many companies, the risk functions produce literally hun-
dreds of pages of risk reports, month after month. Yet, oftentimes, they still 
don’t manage to provide management and the board with useful risk in-
formation. A good acid test is to ask if the senior management knows the 
answers to the following basic questions:

 ■ What are the company’s top 10 risks?
 ■ Are any of our business objectives at risk?
 ■ Do we have key risk indicators that track our critical risk exposures 
against risk tolerance levels?

 ■ What were the company’s actual losses and incidents, and did we iden-
tify these risks in previous risk assessment reports?

 ■ Are we in compliance with laws, regulations, and corporate risk policies?

If a company is uncertain about the answers to any of these questions, 
then it is likely to benefit from a more integrated approach to handling all 
aspects of risk—enterprise risk management (ERM).1
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erM DefInItIons

Since the practice of ERM is still relatively new, there have yet to be any 
widely accepted industry standards with regard to the definition of ERM. As 
such, a multitude of different definitions is available, all of which highlight 
and prioritize different aspects of ERM. Consider, for example, a definition 
provided by the Committee of Sponsoring Organizations of the Treadway 
Commission (COSO) in 2004:

“ERM is a process, effected by an entity’s board of directors, man-
agement, and other personnel, applied in strategy setting and across 
the enterprise, designed to identify potential events that may affect 
the entity, and manage risk to be within its appetite, to provide rea-
sonable assurance regarding the achievement of entity objectives.”

Another definition was established by the International Organization of 
Standardization (ISO 31000):

Risk is the “effect of uncertainty on objectives” and risk manage-
ment refers to “coordinated activities to direct and control an or-
ganization with regard to risk.”

While the COSO and ISO definitions provide useful concepts (e.g., link-
age to objectives), I think it is important that ERM is defined as a value-
added function. Therefore, I would suggest the following definition:

Risk is a variable that can cause deviation from an expected out-
come. ERM is a comprehensive and integrated framework for man-
aging key risks in order to achieve business objectives, minimize 
unexpected earnings volatility, and maximize firm value.

The lack of a standard ERM definition can cause confusion for a com-
pany looking to set up an ERM framework. No ERM definition is perfect or 
applicable to every organization. My general advice is for each organization 
to adopt an ERM definition and framework that best fit their business scope 
and complexity.

the BenefIts of erM

ERM is all about integration, in three ways.
First, enterprise risk management requires an integrated risk 

organization. This most often means a centralized risk management unit 
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reporting to the CEO and the Board in support of their corporate- and 
board-level risk oversight responsibilities. A growing number of companies 
now have a Chief Risk Officer (CRO) who is responsible for overseeing 
all aspects of risk within the organization—we’ll consider this development 
later.

Second, enterprise risk management requires the integration of risk 
transfer strategies. Under the silo approach, risk transfer strategies were 
executed at a transactional or individual risk level. For example, financial 
derivatives were used to hedge market risk and insurance to transfer out 
operational risk. However, this approach doesn’t incorporate diversification 
within or across the risk types in a portfolio, and thus tends to result in 
over-hedging and excessive insurance cover. An ERM approach, by contrast, 
takes a portfolio view of all types of risk within a company and rationalizes 
the use of derivatives, insurance, and alternative risk transfer products to 
hedge only the residual risk deemed undesirable by management.

Third, enterprise risk management requires the integration of risk man-
agement into the business processes of a company. Rather than the defensive 
or control-oriented approaches used to manage downside risk and earnings 
volatility, enterprise risk management optimizes business performance by 
supporting and influencing pricing, resource allocation, and other business 
decisions. It is during this stage that risk management becomes an offensive 
weapon for management.

All this integration is not easy. For most companies, the implementa-
tion of ERM implies a multi-year initiative that requires ongoing senior 
management sponsorship and sustained investments in human and techno-
logical resources. Ironically, the amount of time and resources dedicated to 
risk management is not necessarily very different for leading and lagging  
organizations.

The most crucial difference is this: leading organizations make rational 
investments in risk management and are proactive, optimizing their risk 
profiles. Lagging organizations, on the other hand, make disconnected in-
vestments and are reactive, fighting one crisis after another. The investments 
of the leading companies in risk management are more than offset by im-
proved efficiency and reduced losses. 

Let’s discuss the three major benefits to ERM: increased organizational 
effectiveness, better risk reporting, and improved business performance.

organizational effectiveness

Most companies already have risk management and corporate-oversight 
functions, such as finance/insurance, audit and compliance. In addition, 
there may be specialist risk units: for example, investment banks usually 
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have market risk management units, while energy companies have commod-
ity risk managers.

The appointment of a chief risk officer and the establishment of an en-
terprise risk function provide the top-down coordination necessary to make 
these various functions work cohesively and efficiently. An integrated team 
can better address not only the individual risks facing the company, but also 
the interdependencies between these risks.

risk reporting

As previously noted, one of the key requirements of risk management is that 
it should produce timely and relevant risk reporting for the senior manage-
ment and board of directors. As we also noted, however, this is frequently 
not the case. In a silo framework, either no one takes responsibility for 
overall risk reporting, and/or every risk-related unit supplies inconsistent 
and sometimes contradictory reports.

An enterprise risk function can prioritize the level and content of 
risk reporting that should go to senior management and the board: an  
enterprise-wide perspective on aggregate losses, policy exceptions, risk in-
cidents, key exposures, and early-warning indicators. This might take the 
form of a risk dashboard that includes timely and concise information on 
the company’s key risks. Of course, this goes beyond the senior management 
level; the objective of ERM reporting is by its nature to increase risk trans-
parency throughout an organization.

Business performance

Companies that adopt an ERM approach have experienced significant im-
provements in business performance. Figure 4.1 provides examples of re-
ported benefits of ERM from a cross-section of companies. ERM supports 
key management decisions such as capital allocation, product development 
and pricing, and mergers and acquisitions. This leads to improvements such 
as reduced losses, lower earnings volatility, increased earnings, and im-
proved shareholder value.

These improvements result from taking a portfolio view of all risks; 
managing the linkages between risk, capital, and profitability; and rational-
izing the company’s risk transfer strategies. The result is not just outright 
risk reduction: companies that understand the true risk/return economics 
of a business can take more of the profitable risks that make sense for the 
company and less of the ones that don’t. We’ll go into more detail on how 
these improvements are achieved in subsequent chapters.
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fIgure 4.1 ERM Benefits

Benefit Company Actual Results

Market value
improvement

Top money center bank Outperformed S&P 500 banks by
58% in stock price performance

Early warning of
risks

Large commercial bank

Assessment of top risks identified 
over 80% of future losses; global risk 
limits cut by one-third prior to Russian
crisis

Loss reduction Top asset-management
company

30% reduction in the loss ratio
enterprise-wide; up to 80% reduction
in losses at specific business units

Regulatory capital
relief

Large international
commercial and investment
bank

$1 Billion reduction of regulatory 
capital requirements, or about 8-10%

Risk transfer
rationalization

Large property and casualty
insurance company 

$40 million in cost savings, or 13% of 
annual reinsurance premium

Insurance
premium reduction

Large manufacturing
company 

20-25% reduction in annual insurance
premium

Despite all these benefits, many companies would balk at the prospect 
of a full-blown ERM initiative were it not for the existence of heavy internal 
and external pressures. In the business world, managers are often galvanized 
into action after a near miss—either a disaster averted within their own or-
ganization or an actual crisis at a similar organization.

In response, the board and senior management are likely to question 
the effectiveness of the control environment and the adequacy of risk 
reporting within their company. To put it another way, they will begin 
to question how well they really know the organization’s major risk 
exposures.

Such incidents are also often followed by critical assessments from au-
ditors and regulators—both groups which are constitutionally concerned 
with the effectiveness of risk management. Consequently, regulators focus 
on all aspects of risk during examinations, setting risk-based capital and 
compliance requirements, and reinforcing key roles for the board and senior 
management in the risk management process.

This introspection often leads to the emergence of a risk champion 
among the senior executives who will sponsor a major program to establish 
an enterprise risk management approach. As noted above, this risk cham-
pion is increasingly becoming a formalized senior management position—
the chief risk officer, or CRO.

Aside from this, direct pressure also comes from influential stakehold-
ers such as shareholders, employees, ratings agencies, and analysts. Not only 
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do such stakeholders expect more earnings predictability, management have 
fewer excuses today for not providing it. Over the past few years, volatility-
based models such as value-at-risk (VaR) and risk-adjusted return on capital 
(RAROC) have been applied to measure all types of market risk within an 
organization; their use is now spreading to credit risk, and even to opera-
tional risk. The increasing availability and liquidity of alternative risk transfer 
products—such as credit derivatives and catastrophe bonds—also means that 
companies are no longer stuck with many of the unpalatable risks they previ-
ously had no choice but to hold. Overall, the availability of such tools makes 
it more difficult and less acceptable for companies to carry on with more 
primitive and inefficient alternatives. Managing risk is management’s job.

the ChIef rIsk offICer

The role of a chief risk officer has received a lot of attention within the risk 
management community, as well as from the finance and general manage-
ment audiences. Articles on chief risk officers and ERM appear frequently in 
trade publications such as Risk Magazine and Risk and Insurance, but have 
also been covered in general publications such as CFO magazine, the Wall 
Street Journal, and even USA Today.

Before I discuss the role of the chief risk officer, let me share with you 
how I came up with that title. In August 1993, Rick Price hired me to help 
him set up a new capital markets business within the Financial Guaranty 
Insurance Group at GE Capital. My job was to manage all aspects of risk, 
and I had direct management responsibilities for all functions outside of 
sales and trading, which included market and credit risk management, back-
office operations, and business and financial planning.

Since this was a new business, Rick didn’t have a title in mind for me 
and asked me to come up with an appropriate one. Around this time, GE 
and many other companies were appointing “chief information officers” 
(CIOs) whose jobs were to integrate IT resources and elevate the role of 
technology in the business. Today’s CIOs are usually responsible for devel-
oping and implementing integrated technology strategies that include main-
frames, PCs, networks, and the Internet.

The CIO trend and my new integrated responsibilities for market,  credit, 
and operational risks gave me the idea for the role and title of the chief risk 
officer or CRO. The CRO would be responsible for developing and imple-
menting an ERM strategy including all aspects of risk. I used the CRO title 
at GE Capital and subsequently at Fidelity Investments.

Today, the role of the CRO has been widely adopted in risk-intensive 
businesses such as financial institutions, energy firms, and non-financial 
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 corporations with significant investment activities and/or foreign opera-
tions. Today, I would estimate that as many as up to 80 percent of the big-
gest U.S. financial institutions have CROs.

The recent financial and economic meltdowns have increased the 
demand for comprehensive ERM frameworks. As an indication of this 
increased demand, executive management training programs in ERM are 
increasingly offered by leading business schools. For example, in November 
2010, Harvard Business School implemented a five-day program designed 
to train CEOs, COOs, and CROs in managing risk as corporate leaders: 
there have been two other sessions to date, one in February 2012, and one 
just recently, in February 2013.2

Typical reports to the CRO are the heads of credit risk, market risk, 
operational risk, insurance, and portfolio management. Other functions 
that the CRO is commonly responsible for include risk policy, capital 
management, risk analytics and reporting, and risk management within 
individual business units. In general, the office of the CRO is directly re-
sponsible for:

 ■ Providing the overall leadership, vision, and direction for enterprise risk 
management;

 ■ Establishing an integrated risk management framework for all aspects 
of risks across the organization;

 ■ Developing risk management policies, including the quantification of 
the firm’s risk appetite through specific risk limits;

 ■ Implementing a set of risk indicators and reports, including losses and 
incidents, key risk exposures, and early warning indicators;

 ■ Allocating economic capital to business activities based on risk, and 
optimizing the company’s risk portfolio through business activities and 
risk transfer strategies;

 ■ Communicating the company’s risk profile to key stakeholders such as 
the board of directors, regulators, stock analysts, rating agencies, and 
business partners; and

 ■ Developing the analytical, systems, and data management capabilities 
to support the risk management program

Still, given that enterprise risk management is still a relatively new field, 
many of the kinks have yet to be smoothed out of the Chief Risk Officer 
role. For example, there are still substantial amounts of ambiguity with re-
gard to where the CRO stands in the hierarchy between the board of direc-
tors and other C-level positions, such as CEOs, CFOs, and COOs.

In many instances, the CRO reports to the CFO or CEO—but this can 
make firms vulnerable to internal friction when serious clashes of interest 
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occur between corporate leaders. For example, when Paul Moore, former 
head of regulatory risk at HBOS, claimed that he had been “fired . . . for 
warning about reckless lending,” the resulting investigations led to the resig-
nation of HBOS’ chief executive, Sir James Crosby, as the deputy chairman 
of the Financial Services Authority.3

One organizational solution is to establish a dotted-line reporting rela-
tionship between the chief risk officer and the board or board risk commit-
tee. Under extreme circumstances (e.g. CEO/CFO fraud, major reputational 
or regulatory issues, excessive risk taking beyond risk appetite tolerances), 
that dotted line may convert to a solid line so that the chief risk officer can 
go directly to the board without fear for his or her job security or compensa-
tion. Ultimately, to be effective, risk management must have an independent 
voice. A direct communication channel to the board is one way to ensure 
that this voice is heard.4

For these dotted-line reporting structures between the CRO and the 
board (and between the business line risk officers and the CRO), it is 
critical that an organization clearly establish and document the ground 
rules. Basic ground rules include risk escalation and communication pro-
tocols, and the role of the board or CRO in hiring/firing, annual goal 
setting, and compensation decisions of risk and compliance professions 
who report to them.

Another board risk oversight option is to alter existing audit committees 
to incorporate risk management. In a survey of the S&P 500, “58 percent of 
respondents said that their audit committees were responsible for risk man-
agement.”5 However, this presents problems of its own; oftentimes, audit 
committees are already working at maximum capacity just handling audit 
matters, and are unable to properly oversee ERM as well. Henry Ristuccia, 
of Deloitte, affirms that unless the “audit committee [can improve] its grasp 
of risk management . . . a separate risk committee needs to be formed.”6

The lack of an ERM standard is also a significant barrier to the posi-
tive development of the CRO role. Mona Leung, CFO of Alliant Credit 
Union, says that “we have too many varying definitions” of enterprise risk 
management, with the result that ERM means something different to every 
company, and is implemented in different ways. Of course, firms from dif-
ferent industries should (and must) tailor their approaches to risk manage-
ment in order to meet the requirements of their specific business models and 
regulatory frameworks, but nonetheless, it is important to have a general 
ERM standard.

Despite the remaining ambivalences in the structure of the CRO role, 
I believe that it has elevated the risk management profession in some 
important ways. First and foremost, the appointment of executive manag-
ers whose primary focus is risk management has improved the visibility 
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and  organizational effectiveness of that function at many companies. The 
successes of these appointments have only increased the recognition and ac-
ceptance for the CRO position.

Second, the CRO position provides an attractive career path for risk 
professionals who want to take a broader view of risk and business manage-
ment. In the past, risk professionals could only aspire to become the head of 
a narrowly focused risk function such as credit or audit. Nearly 70 percent 
of the 175 participants in one online seminar that I gave on September 13, 
2000, said they aspired to become CROs.

Today, CROs have begun to move even further up the corporate ladder 
by becoming serious contenders for the positions of CEO and CFO. For ex-
ample, Matthew Feldman, formerly CRO of the Federal Home Loan Bank 
of Chicago, was appointed its CEO and President in May of 2008. Likewise, 
Deutsche Bank CRO Hugo Banziger was a candidate for UBS CEO. Kevin 
Buehler, of McKinsey & Co.’s, affirms that the gradual movement of CROs 
from control functions to more strategic roles is the primary contributing 
factor to their success, and that with the coming years, this progress is only 
likely to accelerate.7

Finally, the value that companies attribute to CROs is reflected in the 
escalating salaries observed in the marketplace. Based on my discussions 
with CROs and executive recruiters, the high-end compensation packages 
for CROs have increased from the low to mid six figures in the beginning 
of the 1990s to more than seven figures by the end of the decade. Today, 
at large financial institutions a CRO can make upward of $10 million in 
annual compensation, and those reporting to the CRO are reporting up to 
seven-figure packages. Across different industries and organizational sizes, 
the average CRO salary was reported to be about $184,000: a 7.5 percent 
increase since 2008.8

Some argue that a company shouldn’t have a CRO because that job 
is already fulfilled by the CEO or the CFO. Supporting this argument 
is the fact that the CEO is always going to be ultimately responsible 
for the risk (and return) performance of the company, and that many 
risk departments are part of the CFO’s organization. So why create  
another C-level position of CRO and detract from the CEO’s or CFO’s 
responsibilities?

The answer is the same reason that companies create roles for other 
C-level positions, such as chief information officers or chief marketing offic-
ers. These roles are defined because they represent a core competency that is 
critical to the success for the company—the CEO needs the experience and 
technical skills that these seasoned professionals bring. Perhaps not every 
company should have a full-time CRO, but the role should be an explicit 
one and not simply one implied for the CEO or CFO.
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For companies operating in the financial or energy markets, or other 
industries where risk management represents a core competency, the CRO 
position should be considered a serious possibility. A CRO would also ben-
efit companies in which the full breadth of risk management experience does 
not exist within the senior management team, or if the build-up of required 
risk management infrastructure requires the full-time attention of an expe-
rienced risk professional.

What should a company look for in a CRO? An ideal CRO would 
have superb skills in five areas. The first would be the leadership skills to 
hire and retain talented risk professionals and establish the overall vision 
for ERM. The second would be the evangelical skills to convert skeptics 
into believers, particularly when it comes to overcoming natural resistance 
from the business units. Third would be the stewardship to safeguard the 
company’s financial and reputational assets. Fourth would be to have the 
technical skills in strategic, business, credit, market, and operational risks. 
And, last but not least, fifth would be to have consulting skills in educat-
ing the board and senior management, as well as helping business units 
implement risk management at the enterprise level. While it is unlikely that 
any single individual would possess all of these skills, it is important that 
these competencies exist either in the CRO or elsewhere within his or her 
organization.

CoMponents of erM

A successful ERM program can be broken down into seven key components 
(see Figure 4.2). Each of these components must be developed and linked to 
work as an integrated whole. The seven components include:

 1. Corporate governance to ensure that the board of directors and 
management have established the appropriate organizational proc-
esses and corporate controls to measure and manage risk across the 
 company.

 2. Line management to integrate risk management into the revenue-
generating activities of the company (including business development, 
product and relationship management, pricing, and so on).

 3. Portfolio management to aggregate risk exposures, incorporate diversi-
fication effects, and monitor risk concentrations against established risk 
limits.

 4. Risk transfer to mitigate risk exposures that are deemed too high, or are 
more cost-effective to transfer out to a third party than to hold in the 
company’s risk portfolio.
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 5. Risk analytics to provide the risk measurement, analysis, and reporting 
tools to quantify the company’s risk exposures as well as track external 
drivers.

 6. Data and technology resources to support the analytics and reporting 
processes.

 7. Stakeholder management to communicate and report the company’s 
risk information to its key stakeholders.
Let’s consider these in turn.

Corporate governance

Corporate governance ensures that the board of directors and management 
have established the appropriate organizational processes and corporate 
controls to measure and manage risk across the company. The mandate for 
effective corporate governance has been brought to the forefront by reg-
ulatory and industry initiatives around the world. These initiates include 
the Treadway Report from the United States, the Turnbull Report from the 
UK, and the Dey Report from Canada. All of these made recommendations 
for establishing corporate controls and emphasized the responsibilities of 
the board of directors and senior management. Additionally, the Sarbanes-
Oxley Act provides both specific requirements and severe penalties for  
non-compliance.

From an ERM perspective, the responsibilities of the board of directors 
and senior management include:

 ■ Defining the organization’s risk appetite in terms of risk policies, loss 
tolerance, risk-to-capital leverage, and target debt rating.

 ■ Ensuring that the organization has the risk management skills and risk 
absorption capability to support its business strategy.

 ■ Establishing the organizational structure of the ERM framework and 
defining the roles and responsibilities for risk management, including 
the role of chief risk officer.

 ■ Implementing an integrated risk measurement and management frame-
work for strategic, business, operational, financial, and compliance risks.

 ■ Establishing risk assessment and audit processes, as well as benchmark-
ing company practices against industry best practices.

 ■ Shaping the organization’s risk culture by setting the tone from the top 
not only through words but also through actions, and reinforcing that 
commitment through incentives.

 ■ Providing appropriate opportunities for organizational learning, includ-
ing lessons learned from previous problems, as well as ongoing training 
and development.
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Line Management

Perhaps the most important phase in the assessment and pricing of risk is at 
its inception. Line management must align business strategy with corporate 
risk policy when pursuing new business and growth opportunities. The risks 
of business transactions should be fully assessed and incorporated into pric-
ing and profitability targets in the execution of business strategy.

Specifically, expected losses and the cost of risk capital should be 
included in the pricing of a product or the required return of an invest-
ment project. In business development, risk acceptance criteria should be 
established to ensure that risk management issues are considered in new 
product and market opportunities. Transaction and business review pro-
cesses should be developed to ensure the appropriate due diligence. Effi-
cient and transparent review processes will allow line managers to develop 
a better understanding of those risks that they can accept independently and 
those that require corporate approval or management.

portfolio Management

The overall risk portfolio of an organization should not just happen—
that is, it should not just be the cumulative effect of business transactions 
conducted entirely independently. Rather, management should act like a 
fund manager and set portfolio targets and risk limits to ensure appropriate 
diversification and optimal portfolio returns.

fIgure 4.2 Seven Components of ERM

2. Line Management

Business strategy
alignment

3. Portfolio
Management

Think and act like a
“fund manager”

4. Risk Transfer
Transfer out

concentrated or
inefficient risks

5. Risk Analytics

Develop advanced
analytical tools

6. Data and Technology
Resources

Integrate data and
system capabilities

7.  Stakeholders Management
Improve risk transparency for key stakeholders

1. Corporate Governance
Establish top-down risk management
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The concept of active portfolio management can be applied to all the 
risks within an organization. Diversification effects from natural hedges 
can only be fully captured if an organization’s risks are viewed as a whole, 
in a portfolio. More importantly, the portfolio management function 
provides a direct link between risk management and shareholder value 
maximization.

For example, a key barrier for many insurance companies in imple-
menting ERM is that each of the financial risks within the overall business 
portfolio is managed independently. The actuarial function is responsible for 
estimating liability risks arising for the company’s insurance policies; the in-
vestment group invests the company’s cash flows in fixed-income and equity 
investments. The interest rate risk function hedges mismatches between assets 
and liabilities. However, an insurance company which has implemented ERM 
would manage all of its liability, investment, interest rate, and other risks as 
an integrated whole in order to optimize overall risk/return. The integration 
of financial risks is one step in the ERM process, while strategic, business, and 
operational risks must also be considered in the overall ERM framework.

risk transfer

Portfolio management objectives are supported by risk transfer strategies that 
lower the cost of transferring out undesirable risks, and also increase the organi-
zation’s capacity to originate desirable but concentrated risks. To reduce unde-
sirable risks, management should evaluate derivatives, insurance, and hybrid 
products on a consistent basis and select the most cost-effective alternative. For 
example, corporations such as Honeywell and Mead have used alternative risk 
transfer (ART) products that combine traditional insurance protection with fi-
nancial risk protection. By bundling various risks, risk managers have achieved 
estimated savings of 20 to 30 percent in the cost of risk transfer.

A company can dramatically reduce its hedging and insurance costs—
even without third-party protection—by incorporating the natural hedges 
that exist in any risk portfolio. In the course of doing business, companies 
naturally develop risk concentrations in their areas of specialization. The 
good news is that they should be very capable of analyzing, structuring, 
and pricing those risks. The bad news is that any risk concentration can 
be dangerous. By transferring undesirable risks to the secondary market—
through credit derivatives or securitization, for example—an organization 
can increase its risk origination capacity and revenue without accumulating 
highly concentrated risk positions.

Finally, management can purchase desirable risks that they cannot di-
rectly originate on a timely basis, or swap undesirable risk exposures for 
desirable risk exposures through a derivative contract.
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risk analytics

The development of advanced risk analytics has supported efforts to quan-
tify and manage credit, market, and operational risks on a more consistent 
basis. The same techniques that allow for the quantification of risk expo-
sures and risk-adjusted profitability can be used to evaluate risk transfer 
products such as derivatives, insurance, and hybrid products. For example, 
management can increase shareholder value through risk transfer provided 
that the cost of risk transfer is lower than the cost of risk retention for 
a given risk exposure (e.g., 12 percent all-in cost of risk transfer versus  
15 percent cost of risk capital).

Alternatively, if management wants to reduce its risk exposure, risk ana-
lytics can be used to determine the most cost-effective way to accomplish 
that objective. In addition to risk mitigation, advanced risk analytics can 
also be used to significantly improve net present value (NPV)- or economic 
value added (EVA)-based decision tools. The use of scenario analyses and 
dynamic simulations, for example, can support strategic planning by analyz-
ing the probabilities and outcomes of different business strategies as well as 
the potential impact on shareholder value.

Data and technology resources

One of the greatest challenges for enterprise risk management is the ag-
gregation of underlying business and market data. Business data includes 
transactional and risk positions captured in different front- and back-office 
systems; market data includes prices, volatilities, and correlations. In addi-
tion to data aggregation, standards and processes must be established to 
improve the quality of data that is fed into the risk systems.

As far as risk technology goes, there is no single vendor software pack-
age that provides a total solution for enterprise risk management. Organiza-
tions still have to either build, buy, and customize or outsource the required 
functionality. Despite the data and system challenges, companies should not 
wait for a perfect system solution to become available before establishing an 
enterprise risk management program. Rather, they should make the best use 
of what is available and at the same time apply rapid prototyping techniques 
to drive the systems-development process. Additionally, companies should 
consider tapping into the power of the Internet/Intranet in the design of an 
enterprise risk technology platform.

stakeholder Management

Risk management is not just an internal management process. It should 
also be used to improve risk transparency in a firm’s relationship with key 
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 stakeholders. The board of directors, for example, needs periodic reports 
and updates on the major risks faced by the organization in order to re-
view and approve risk management policies for controlling those risks. 
Regulators need to be assured that sound business practices are in place, and 
that business operations are in compliance with regulatory requirements. 
Equity analysts and rating agencies need risk information to develop their 
investment and credit opinions.

An important objective for management in communicating and report-
ing to these key stakeholders is an assurance that appropriate risk manage-
ment strategies are in effect. Otherwise, the company (and its stock price) 
will not get full credit, since interested parties will see the risks but may not 
see the controls. The increasing emphasis of analyst presentations and an-
nual reports on a company’s risk management capabilities is evidence of the 
importance now placed on stakeholder communication.

In this chapter we provided an overview of what is ERM. In the fol-
lowing chapters we will discuss each of the seven components of ERM in 
greater detail.
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chapteR 5
corporate Governance

The 1990s can be considered the early years in ERM. These years were 
marked by a series of major risk management failures, with some of them—
including those that struck at Barings Bank, Metallgesellschaft, and Sum-
itomo—generating damages of more than one billion dollars. The 2000s 
saw even more dramatic corporate frauds and failures—Enron, WorldCom, 
Adelphia—that destroyed tens of billions of shareholder value and brought 
equity markets to their knees.

These disasters had devastating consequences for the stakeholders of 
the companies involved—investors, employees, customers, and business 
partners. Some even threatened the stability of entire markets. For example, 
the collapse of Barings, in which rogue trader Nick Leeson racked up his 
colossal losses, threatened to seriously unsettle the futures markets. In 
the global copper market, Sumitomo’s Yasuo Hamanaka was notoriously 
known as “Mr. Five Percent” due to his share of the market. The downfall 
of Enron—ironically once considered a leading institution in energy risk 
management—had severely hurt the energy trading markets.

The 2008 financial crisis brought even more turmoil to the global 
financial markets and underlying investor confidence in these markets. 
Notably, the collapse of AIG, Bear Stearns, Lehman Brothers, and other 
large financial institutions wreaked havoc in the interconnected global 
economies, dried up liquidity and trading in financial markets, and re-
sulted in the loss of confidence in the overall capital markets system. In 
2011, the Financial Crisis Inquiry Commission wrote: “the greatest trag-
edy would be to accept the refrain that no one could have seen this coming 
and thus find nothing could have been done. If we accept this notion, it 
will happen again.”

The examinations that followed each of these cases, and others, revealed 
a common theme behind the institutions’ troubles: a lack of effective risk 
management and board oversight of corporate and business operations. That 
in turn prompted a renewed emphasis from regulators, stock exchanges, 
and institutional investors on compliance with codes of best practice for 
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corporate governance. The passage of the Sarbanes-Oxley Act in 2002  
established clear rules for corporate governance practices, such as requiring 
financial statement certification by the CEO and CFO, and ensuring inde-
pendence of auditors and audit committees.

Corporate governance is an essential component of enterprise risk 
management because it provides top-down monitoring and management 
of risk. What is it? A straightforward definition of corporate governance 
comes from the California Public Employees’ Retirement System (CalPERS), 
a major institutional shareholder and enthusiastic proponent of shareholder 
activism:

“The relationship among various participants in determining the 
direction and performance of corporations. The primary participants 
are (1) shareowners, (2) management (led by the chief executive 
officer), and (3) the board of directors.”1

Senior management and the board of directors have a responsibility to 
ensure that effective risk management is in place—a responsibility to the 
shareholders and business partners who stand to lose money, to the em-
ployees who stand to lose their livelihoods, and to other stakeholders in 
the business—but are removed from the day-to-day risk-taking activities 
of the company. Corporate governance allows them to manage the overall 
company risk profile.

The discipline of corporate governance begins at the top. The critical 
questions here are: How is a corporation’s board of directors structured? 
Does it operate in a way that ensures their ability to fulfill their obligation 
to safeguard the resources of the company and the interests of corporate 
stakeholders?

Effective corporate governance requires the board to focus on general  
oversight and stewardship of the corporation, and to refrain from 
involvement in the day-to-day operations of the company. In this way, the 
board is able to maintain an integrated and relatively objective perspective 
on the company’s operations, which helps it to steer the firm in the direction 
that will most benefit not only shareholders, but also the corporation  
in its entirety.

With the aid of a competent risk management function and an ap-
propriate organizational structure, they can then direct and influence 
business and risk activities through policies and limits; ensure compli-
ance with risk measurement and reporting, as well as audit processes; 
and create a strong culture that encourages desired business behavior 
by implementing compensation programs that reward risk-adjusted  
performance.
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codeS oF conduct

In recent years, different bodies around the world have written a number of 
codes of best practice on corporate governance. Many of these were com-
missioned by various stock exchanges worldwide, others by industry or ex-
ecutive associations, and some by institutional investors. One—the General 
Motors Board Guidelines—was actually commissioned by a corporation.

In the United Kingdom and in North America, as well as in many 
other countries around the world, Codes of Best Practice on Corporate 
Governance are coming to have a strong impact on how companies 
govern themselves. It is extremely important to note, however, that com-
pliance with these guidelines is typically voluntary, although disclosure 
of compliance or non-compliance may not be. Both the London and 
Toronto Stock Exchanges, for example, now require companies listed on 
those exchanges to report annually on whether or not they comply with 
the Cadbury/Hampel and Dey Reports respectively. Where a company 
does not comply, it must provide an explanation as to why not, though 
there is no requirement that a company must change its practices to 
bring it in line with the guidelines.

Similarly, CalPERS’ Core Principles and Governance Guidelines acknow-
ledge that they describe only one way of doing things, and may not be univer-
sally accepted:

“CalPERS believes the criteria contained in both the Principles 
and the Guidelines are important considerations for all companies 
within the US market. However, CalPERS does not expect nor seek 
that each company will adopt or embrace every aspect of either the 
Principles or Guidelines. CalPERS recognizes that some of these 
may not be appropriate for every company, due to differing devel-
opmental stages, ownership structure, competitive environment, or 
a myriad of other distinctions. CalPERS also recognizes that other 
approaches may equally—or perhaps even better—achieve the de-
sired goal of a fully accountable governance structure.”2

Nonetheless, the codes have had a significant impact on business prac-
tice. Stakeholders (particularly regulators and institutional investors) are 
increasingly reluctant to sanction companies that cannot demonstrate their 
proficiency in corporate governance. Compliance with a code is one easy 
way for a company to win approval.

For example, the Toronto Stock Exchange Committee on Corporate 
Governance and the Institute of Corporate Directors conducted a survey 
of corporate practices five years after the adoption of the Dey Report 
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guidelines, and found that “a number of the TSE guidelines are now 
broadly accepted business practices.”3 In the UK, the Financial Report-
ing Council revealed that by 2011, “80 percent of FTSE 350 companies 
[had] already [adopted] annual re-election of all directors:” a mandate 
that was written as a part of the UK Governance Code only a year before 
the study, in 2010.4 Hence, there is evidence to suggest that the recom-
mendations presented by codes of conduct are being adopted by leading 
companies.

BeSt pRacticeS

The various codes have a number of commonalities from which several 
best practices in corporate governance can be synthesized. Each code has a 
slightly different focus, and therefore makes slightly different recommenda-
tions for the board. We’ll consider some of the activities and issues most  
frequently cited: stakeholder communication, board independence, performance 
assessment, and executive and director compensation.

Stakeholder communication

Communication with company stakeholders5 is one of the most impor-
tant—and sensitive—responsibilities of the board of directors. While corpo-
rate governance codes of best practice concur that, in general, management 
should speak for the company, the board does have a key role in disclosing 
certain types of information.

One of the most important vehicles for disclosing key information to 
stakeholders is the corporate annual report. As discussed earlier in this chap-
ter, the London Stock Exchange (LSE) and Toronto Stock Exchange (TSE) 
have each adopted the recommendations of the Cadbury, Hampel, and Dey 
Reports on corporate disclosure, and require that companies outline their 
corporate governance practices in each annual report.

This has significantly improved investors’ access to information on the 
operations of the board of directors, which is considered a key benefit of 
improved corporate governance practices. The annual reports of both the 
Bank of Montreal and BP Amoco, for example, contain detailed disclosures 
about the companies’ corporate governance practices. These disclosures 
make specific reference to the corporate governance requirements of the 
TSE and LSE, respectively, and rate the companies’ performance relative 
to those guidelines. These disclosures can also be found on their corporate 
websites, which significantly improves investors’ access to information on 
corporate governance efforts.
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However, the Securities Exchange Act of 1934 was amended in 1978 to 
require the disclosure of “such additional details of corporate governance as 
structure, composition, and functioning of issuers’ board of directors [and] 
resignation of directors in Proxy statements.”6 As a result, shareholders of 
General Motors, General Electric, Campbell Soup, and Compaq have access 
to detailed information on certain aspects of the corporate governance prac-
tices at each of these companies. Moreover, following the Sarbanes-Oxley 
Act, the NYSE and Nasdaq have adopted more explicit corporate govern-
ance requirements for listed companies.

Board independence

One of the most important changes in corporate governance practice in 
recent years concerns the issue of board independence. Most of the codes 
highlighted in this chapter specifically recommend the independence of the 
board of directors from the corporation and its management. England’s 
Cadbury Report in 1992 provided one of the first recommendations that 
the board consist of a majority of independent directors:

“Apart from their directors’ fees and shareholdings, [directors] 
should be independent of management and free from any business 
or other relationship which could materially interfere with exercise 
of their independent judgment.”7

This independence is considered critical to ensuring that the board is 
objective enough to act in the best interests of the organization’s stakehold-
ers. Furthermore, independence is key in ensuring that the board is able to 
exercise its primary responsibility of oversight or stewardship of the com-
pany without being overly involved in its day-to-day management.

As a result of these guidelines, many organizations have taken steps to 
ensure that the majority of their directors are able to bring the objectivity 
and outside perspective considered crucial to good corporate governance. A 
majority of board members are independent at many companies highlighted 
as having excellent corporate-governance practices. For example, most of 
General Electric’s board members are unrelated to the company. This is also 
true of Bank of Montreal, BP Amoco, and Campbell Soup. At Compaq, 
named Board of the Year in 1997 by the Wharton School of the University of 
Pennsylvania, all board members except for the CEO are outside directors.

Conversely, a lack of board independence is apparent in a number of the 
disaster stories. All the directors of Metallgesellschaft’s U.S. subsidiary, for 
example, were internal and related, resulting in a lack of independence and 
consequent allegations of conflict of interest in decision making.
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There has been much debate in recent years as to whether it is appropri-
ate for a company’s chief executive officer to also be the chair of its board of 
directors. The UK Corporate Governance Code of the UK’s Committee on 
Corporate Governance summarizes the concern as follows:

“There should be a clear division of responsibilities at the head of 
the company between the running of the board and the executive 
responsibility for the running of the company’s business. No one 
individual should have unfettered powers of decision.”8

Other codes concur. Most suggest that the decision to have one individ-
ual act as both CEO and board Chair should be taken carefully and publicly 
justified. In recognition of the fact that it is extremely common to combine 
these positions in one individual, each of the codes suggests the appointment 
of a “lead director” as an option. The role of a lead director is to act in an 
independent capacity to coordinate board activities with the corporation’s 
CEO, and to coordinate the other independent directors.9 This lead director 
also has overall responsibility for ensuring that the board “discharges its 
responsibilities” in cases where the CEO is also the Chair.10

BP Amoco and Compaq both require the positions of Chairman of 
the Board and CEO to be held by different people. At the Bank of Mon-
treal and Campbell Soup, where the CEOs serve as board chairs, the 
board’s independence is strengthened by the existence of a lead direc-
tor. Furthermore, each of these boards meets at least annually without 
the CEO being present to discuss issues where board independence is 
particularly important.

The issue of board independence also has implications for the board’s 
governance structure. Each of the codes in question specifies that certain key 
committees should be comprised only of independent directors, the com-
pensation, audit, and nominating or governance committees being most fre-
quently cited as those which should remain wholly independent.

In keeping with this sentiment, General Motors decreed in its Board 
Guidelines and in a corporate by law that its audit, capital stock, director 
affairs, executive, executive compensation, and public policy committees 
would each consist of “only independent directors.”11 The same holds true 
for most committees at General Electric, the Bank of Montreal, BP Amoco, 
Campbell Soup, and Compaq.

One other key area where board independence comes into play is in the 
selection of new board members. The Dey Report specifies that a committee 
of exclusively outside (independent) directors should perform this nomi-
nation and selection, and the National Association of Corporate Directors 
(NACD) report concurs. “Creating an independent and inclusive process 
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for nominating . . . directors . . . will ensure broad accountability to share-
holders and reinforce perceptions of fairness and trust between and among 
management and board members.”12

Board performance assessment

Another widespread recommendation is that boards of directors should 
periodically make a formal evaluation of their performance against best-
practice guidelines. Canada’s Dey report recommends that “every board of 
directors should implement a process . . . for assessing the effectiveness of 
the board as a whole, the committees of the board, and the contribution 
of individual directors.”13 The NACD Report goes into more detail of how 
the evaluation process should be made, specifying what criteria should be 
evaluated and how.14

The Dey recommendation proved one of the most challenging for 
companies in Canada to adopt. Five years later, fewer than 20 percent 
of Canadian listed companies surveyed have in place “any formal 
process for assessing board effectiveness.”15 Many companies found 
themselves to be unsure of how to conduct such an evaluation in an un-
biased and objective fashion. Even by 2005, says David Beatty, manag-
ing director of Canadian Coalition for Good Governance, only around 
“100 of Canada’s largest companies claim to do board evaluations and 
as few as 25—mostly financial or oil and gas companies—do individual  
assessments.”16

Nonetheless, some companies with leading-edge governance practices 
do conduct regular board self-evaluations. The General Motors Guidelines, 
for example, specify that the governance committee should “[report] an as-
sessment of the Board’s performance annually to the Board.”17 Recogniz-
ing one of the sensitivities that have prevented some boards from adopting 
self-assessment processes, General Motors’ Guideline 22 goes on to state 
that the purpose of the assessment is “to determine whether the individu-
als sitting on the Board bring the skills and expertise appropriate for the 
Company and how they work as a group.”

The board of the Bank of Montreal annually assesses both the board 
as a whole and the individual directors. To do this, the Bank prepares a 
written statement of what was expected of its directors, using the recom-
mendations of the NACD. Based on this statement of expectations, direc-
tors complete a detailed survey about the performance of their peers. The 
results are compiled by an outside consultant, which produces a perfor-
mance scorecard measuring effectiveness and activity.18 According to the 
firm’s counsel, Blair MacAulay, “it wasn’t easy to implement, but it has 
been highly successful.”19
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executive and Board compensation

The codes are more divided on the role that the Board should play in setting 
performance objectives and conducting a performance review of the CEO, 
although this has proved considerably easier for corporations to comply 
with. The NACD report recommends that boards “regularly and formally” 
evaluate the CEO, and specifies that independent directors should have con-
trol over this process.20

Here again, the General Motors Board Guidelines hold with best prac-
tice as identified by the other codes, and require all independent directors 
of their Board to review the CEO’s performance annually, “based on both 
qualitative and quantitative factors, including but not limited to: (1) the 
Company’s financial performance; (2) accomplishment of the Company’s 
long-term strategic objectives; and (3) development of the Company’s top 
management team.”21 At BP Amoco, the board actively assesses the perfor-
mance of its CEO and executives. At Campbell Soup, “the Compensation 
and Organization Committee shall lead the Board at least annually in an 
evaluation of the performance of the CEO . . . in one or more meetings of 
non-management directors at which the CEO is not present.”22

Director compensation is, for obvious reasons, an issue of such impor-
tance that it is overtly mentioned by each code reviewed here, and has been 
the sole focus of numerous other studies and reports.23 The UK Corporate 
Governance Code recommends that “a company should avoid paying more 
than is necessary” to motivate directors.24 The Dey report recognizes, how-
ever, that while directors should certainly not be overcompensated, the board 
of directors of each company should “ensure the compensation realistically 
reflects the responsibilities and risk involved in being an effective director.”25

An important point agreed upon by all of the codes is that a significant 
portion of directors’ compensation should be in the form of company stock, 
which helps to ensure that the directors’ objectives are aligned with those of 
shareholders. As General Motors Guideline 19 points out: “it is important 
for each director to have a financial stake in the Company to help align the 
director’s interests with those of the Company’s stakeholders.” Guideline 
19 mandates that “each non-employee director is required to own benefi-
cially Common Stock of the Company . . . with a market value of at least 
$300,000.”26

At General Electric, non-management directors are required to hold at 
least $500,000 worth of stock. In 2006, 60 percent of annual compensation 
to non-management directors was awarded in the form of stock, with the 
transparent intention of aligning interests.27 The Bank of Montreal’s board 
reviews directors’ compensation and benchmarks it against other Canadian 
and North American banks annually. Furthermore, the board has decreed 
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that “a minimum of $100,000 of their $175,000 annual retainer fee” must 
be paid in Bank stock. Directors even have an option to take 100 percent of 
their retainer and fees in stock—in 2012, 83 percent of total director com-
pensation was taken in this way.28

LinkinG coRpoRate GoveRnance and eRM

As mentioned above, the focus on corporate governance in general has pro-
vided a great deal of impetus for changes in corporate risk management 
practices. Some of the codes of best practice on corporate governance ex-
plicitly cite risk management as a key responsibility of the board.

Specifically, both the Dey Report and the Organisation for Economic 
Cooperation and Development (OECD) Principles of Corporate Governance 
overtly mention that the board has a responsibility for ensuring that appro-
priate systems and policies for risk management are in place.29 The follow-
up study to the Dey Report, “Five Years to the Dey”, found that by 1999, 
61 percent of Canadian-listed companies’ boards had some formal process 
in place for managing risk.30 A 1998 study of hundreds of Canadian compa-
nies (both listed and private) by the Conference Board of Canada found that 
directors’ assumption of responsibility for risk management had increased 
13 percent in the two years after the 1995 Dey Report went into effect.31 
Today, more than 60 Canadian companies participate on the Strategic Risk 
Council, which aims to bring together top-level management executives and 
help them “develop, implement, and sustain enterprise-wide risk management 
process.”32 The growth in the Council’s numbers is a strong testament to the 
greater prominence that the Dey Report brought to risk management.

Another important link between corporate governance and enterprise 
risk management is that both have similar focuses on strategic direction, 
corporate integration, and motivation from the top of the organization. 
The ultimate aim of both corporate governance and ERM is to prevent 
such debacles as Metallgesellschaft and Barings. Not only was poor risk 
management to blame for the scandals that threatened these two organi-
zations, so was ineffective corporate governance. Companies with poor 
corporate governance practices often have poor risk management skills, 
and vice versa.

Quite apart from anything else, good board practices and corporate 
governance are crucial for effective ERM. The development and success of 
ERM can be greatly enhanced with the commitment and involvement of 
the board of directors. In a strong company, the board is a single, indepen-
dent body with an integrated perspective of the company’s operations—the 
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ideal entity to put weight behind an ERM initiative. There are a number 
of aspects of ERM that are very closely allied to the work of the board: 
setting risk appetite and policy; determining organizational structure; and 
establishing corporate culture and values. As we will discuss in the Export 
Development Corporation case study in Chapter 12, the involvement of the 
board was a key success factor in their ERM program.

Risk appetite and policy

One of the early and tangible deliverables of an ERM initiative is the corpo-
rate risk policy—a statement of the corporation’s overall approach to risk 
management including risk philosophy and principles, roles and responsi-
bilities, risk tolerance levels, and reporting and monitoring processes. A risk 
policy is best formulated at the corporate management level with input from 
the business units, and approved by the board. It is essential that the risk 
policy documents the organization’s risk appetite and clearly defines its risk 
tolerances in terms of limits. By codifying the overall structure for risk man-
agement and the organization’s risk appetite, a risk policy helps communicate 
risk management standards and expectations throughout the organization.

A risk appetite statement is a mutual understanding between the ex-
ecutive management and the board of directors with regard to what risk 
levels are acceptable, considering the enterprise’s strategy in maximizing 
value. Each organization establishes various business objectives in order 
to add value; the board and management should have a clear and com-
mon understanding of the risks that the organization is willing to accept. 
To fully integrate the risk appetite statement into the business operations 
and processes in the organization, the risk limits and tolerance levels es-
tablished at the enterprise level (e.g., aggregate risk tolerances with respect 
to stressed losses, capital-at-risk, earnings-at-risk, cashflow-at-risk, target 
credit ratings) must be translated into risk limits and tolerance levels at the 
business and operating levels (e.g., business risk tolerances, operational 
risk tolerances, interest rate risk limits, market risk limits, and credit and 
counterparty risk limits).

An organization must consider its risk appetite at the same time it 
decides which business strategies and goals to pursue. Questions that 
should be addressed when developing or revising risk appetite statements 
include:

 ■ What is the organization’s overall strategy to maximize value, and the 
underlying business, financial, and operational objectives?

 ■ What are the risk/return tradeoffs that the board and management should 
evaluate in determining the appropriate risk limits and tolerances?
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 ■ Are there any business, regulatory, or risk events that should trigger a review 
(and possible revision) of the risk appetite statement between revision dates?

 ■ What risks and risk exposure levels are acceptable to the board, corpo-
rate management, and the business units?

 ■ With respect to risk methodologies and metrics, how would the risk tol-
erances at the enterprise level map to the risk tolerances at the business 
and operating unit levels?

 ■ How would risk exposures that exceed the risk limits and tolerances be 
handled with respect to risk escalations and exception management?

 ■ What are the risk reports that should be provided to the board, cor-
porate management, and business and operating unit management to 
monitor performance against the risk appetite statement?

The application of a risk appetite statement in the context of ERM 
naturally varies considerably from organization to organization. One good 
example of how the risk appetite statement supports ERM can be found in 
the Annual Report33 of JP Morgan Chase:34

Risk is an inherent part of JPMorgan Chase’s business activities. 
The Firm’s risk management framework and governance structure 
are intended to provide comprehensive controls and ongoing man-
agement of the major risks inherent in its business activities. The 
Firm employs a holistic approach to risk management to ensure the 
broad spectrum of risk types are considered in managing its busi-
ness activities. The Firm’s risk management framework is intended 
to create a culture of risk awareness and personal responsibility 
throughout the Firm where collaboration, discussion, escalation 
and sharing of information is encouraged.

The Firm’s overall risk appetite is established in the context of 
the Firm’s capital, earnings power, and diversified business model. 
The Firm employs a formalized risk appetite framework to clearly 
link risk appetite and return targets, controls and capital manage-
ment. The Firm’s CEO is responsible for setting the overall risk appe-
tite of the Firm and the LOB [line of business] CEOs are responsible 
for setting the risk appetite for their respective lines of business. The 
Risk Policy Committee of the Firm’s Board of Directors approves the 
risk appetite policy on behalf of the entire Board of Directors.

organizational Structure

No risk management effort can be truly successful unless it is aligned effec-
tively with the organizational structure.
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Ideally, the responsibility for implementing an enterprise risk manage-
ment program should rest with an independent risk management function 
that reports directly to the CEO and/or board (through the CRO, if one 
has been appointed). This independence ensures that the risk management 
function is as unbiased and objective as possible, and the reporting relation-
ship ensures that the risk management office has sufficient power within the 
organization to motivate good risk management practices.

The CRO, or nearest equivalent, should in turn report to a risk manage-
ment committee of the Board. As discussed previously, the Board’s direct 
involvement will ensure that the risk management program is executed with 
an integrated, holistic view of the organization in mind.

We previously discussed the importance of aligning employee incen-
tives with good risk management practice. This alignment should begin at 
the executive level, which is where a risk-aware Board comes into play. The 
compensation and incentives of the Board, the CEO and other executives 
should clearly be in line with the company’s risk management policy and 
appetite.

This does not mean going all-out for growth: a company should reward 
earnings stability to the extent that this fits its risk appetite. For example, 
CompuTrac decided in 1998 to restructure its CEO’s compensation signifi-
cantly, reducing his base salary by $230,000 over two years and lowering 
the strike price of his stock options to reflect its risk appetite and opera-
tions.35 Similar logic should be applied in setting compensation for employ-
ees throughout the company.

Risk culture and corporate values

One of the softest, but most important aspects of risk management is the 
integration of risk into a company’s culture and values. Most obvi ously, risk 
needs be considered an integral part of corporate strategy. Risk  management 
targets should be included among corporate goals, and major corporate ini-
tiatives should incorporate risk assessment and risk mitigation strategies.

Unfortunately, integration is also one of the most difficult aspects of risk 
management to implement: a 2008 study by McKinsey & Company dem-
onstrates that only 39 percent of surveyed directors recognized “ERM as a 
core strategic function,” while as many as a third saw the frameworks of 
ERM as only low value-added activities.36 This speaks to the wide dispari-
ties in the opinions of directors as to the true importance of ERM.

Just as an organization’s overall culture can be critical in determining 
how successful it will be, so will its risk culture determine the success of its 
ERM. A weak risk culture is one in which employees have little sense of 
the importance of risk management and their role in it. Such a culture will 
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compromise efforts to manage risk—perhaps fatally. If, on the other hand, 
risk management is seen as a central part of day-to-day operations, it is 
 likely that a strong risk culture is in place. Such an environment allows for 
truly effective risk management. In order to measure and monitor their risk 
culture, a growing number of companies are performing annual risk culture 
surveys that are designed to show how employee behavior compares to de-
sired behavior. These surveys track to what degree are employees assessing, 
communicating, and mitigating risks in a manner consistent with the com-
pany’s risk management policies and standards.

Like all cultural issues, a key factor is whether management walks the 
walk as well as it talks the talk. For example, how does senior management 
react when a high-revenue producer blatantly violates risk management poli-
cies? Do they take corrective action or simply turn their backs to the problem? 
The decisions and actions of senior management will do more to influence 
behavior than any written policy. It’s critical that they act accordingly.
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Chapter 6
Line Management

the key revenue-producing activities of a business enterprise are usually 
organized into strategic business units by geography, customer group, 

product, or some combination of all these. These business units account 
for the vast majority of assets and employees in most organizations, and 
can also be the primary source of business, financial, and operational risks. 
Those responsible for these units, and their risks, are the line management.

Line managers face a wide variety of risks. Most common are those asso-
ciated with day-to-day operations, such as defects in supplies of components 
or raw materials, or errors, failures, and wastage in production processes. 
In addition, line managers will face periodic risks associated with strategic 
business decisions, including new product launches, potential mergers and 
acquisitions, and changes to incentive packages. Finally, they also face cata-
strophic risks from once-in-a-lifetime calamities—natural disasters like fires 
or earthquakes, as well as extraordinary litigation.

Much has been written on the management of each of these kinds of 
risk, although sometimes only under the rubrics of quality management, 
general business management and continuity and crisis management rather 
than risk management.

In this chapter, we will concentrate on the interaction of the line manag-
ers and the enterprise risk management function.

As the origination point for many of the risks faced by a company, line 
management plays a key role in enterprise risk management. Since the line 
units have the closest contacts with customers and suppliers, their success 
in addressing risk issues will not only have a material effect on mitigating 
potential losses, but also on the reputation of the company as a whole. It 
is therefore critical for line managers pursuing new business and growth  
opportunities to align their business strategies with the overall corporate 
risk policy.

This means that the risks of business transactions should be fully as-
sessed and incorporated into pricing and profitability targets. Specifically, 
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expected losses and the cost of risk capital should be included in the pricing 
of a product or the required return on an investment project. In business de-
velopment, risk acceptance criteria should be established to ensure that risk 
management issues are considered as part of the assessment of new product 
and market opportunities.

In this chapter, we’ll discuss these and other risk issues in greater detail:

 ■ The relationship between line units and risk management;
 ■ Key challenges for line risk management;
 ■ Best practices for line risk management.

the reLationship between Line and risk FunCtions

The relationship between line management and risk management is a key driver 
of the overall business and risk culture of a company. The challenge for any 
company is to establish an independent risk function without creating an adver-
sarial relationship between the line and risk units. A healthy bond between the 
two is required for any enterprise risk management program to be successful.

As CRO of Fidelity Investments, I worked very hard to gain and main-
tain the trust and support of the business units.1 My approach was to lis-
ten to their needs and requirements, provide them with regular updates on 
the ERM plan, engage them to discuss best practices and lessons learned, 
and, most importantly, to integrate risk practices into line management to 
help them achieve their business objectives. Other successful CROs have 
also built very strong relationships with the business units in their compa-
nies. For example, the CRO at CIBC (see Chapter 16) helped business units 
understand their own risk/return trade-offs and subsequently make better 
business decisions.

The relationship between line management and risk management can 
be characterized in terms of three organizational models:

 1. Offense versus defense: In this model, business units are focused on reve-
nue maximization and risk management is focused on loss minimization;

 2. Policy and policing: Business units can only operate within the risk poli-
cies established by risk management, and their activities are monitored 
by risk, audit, and compliance functions; and

 3. Partnership: Business units and risk management jointly evaluate and 
resolve risk management issues and share common goals and objectives.

These organizational models are by no means mutually exclusive. 
For example, a company can adopt the partnership model for day-to-day 
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business activities, but use the policy and policing model for highly sensitive 
issues (e.g., information security, sexual harassment). However, it is useful 
to discuss the implications of these approaches to highlight how they may 
impact business behavior and shape the risk culture of a company.

offense and defense

During my early years in risk management, I often heard risk professionals—
and credit managers in particular—describe the line units as offense and 
risk management as defense. I always found this description unproductive. 
In sports, where this analogy no doubt originated, one team wins while the 
other loses; the two teams have opposite goals, and in many respects are at 
war with each other. Some cynics might say this is a pretty accurate depic-
tion of line management versus risk management, though I would argue 
instead that it represents an unhealthy risk culture.

In the early 1990s, I worked as a consultant for one U.S. regional bank 
where the chief credit officer was fond of using the offense and defense anal-
ogy to describe the loan origination and credit departments. At that bank, 
the performances of the loan-origination units were measured on the basis 
of number and size of loans funded, loan fee income, and total size of the 
loan portfolio. Meanwhile, the performance of the credit department was 
measured by loan defaults, losses, and the overall credit quality of the loan 
portfolio. As a result, the loan origination units were better off if a loan was 
approved and the credit department was better off if it was declined, regard-
less of the risk/return economics of the loan. Given that the credit depart-
ment or credit committee had to approve all loans above a certain size, these 
opposing objectives created a destructive business environment.

For example, the loan origination units would understate the credit risk 
of loans in order to get them approved, with the result that many loans were 
downgraded or went into default shortly after origination. They would also 
present loan proposals at the last minute, hoping that they would pass with 
little scrutiny. Meanwhile, the credit department was skeptical of the credit 
analysis performed by the origination units and would ask for more infor-
mation and documentation. It would require a dozen or more signatures 
for large or complex loans in order to slow down the approval process and 
prevent last-minute proposals.

This circle of behavior became increasingly vicious, and the risk cul-
ture of this bank became increasingly dysfunctional over time. The credit 
managers called the loan originators cowboys, while the loan originators 
called the credit managers Dr. No’s. Performance deteriorated markedly 
and the bank ultimately lost its independence when it was acquired by 
another bank.
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This example illustrates the potential pitfalls of an offense versus defense 
model. When line and risk functions are given opposing objectives—and 
particularly when they are given opposing incentives—the result is almost 
inevitably adverse, and ultimately very detrimental to the business perfor-
mance of a company. This problem is not unique to risk management; it can 
occur in relationships between line management and any control-oriented 
functions such as audit, finance, quality, legal, compliance, and so on.

policy and policing

In the policy and policing model often used by large, decentralized compa-
nies, the risk management function establishes policies and limits within 
which the line units must operate. These serve as the boundaries for line 
operations—they might consist of approved transactions, minimum credit 
standards, exposure limits, investment policies, and so on. Line operations 
within these policies and limits require no special approvals or reviews, while 
those outside them are approved or denied on a case-by-case basis. The risk 
management unit, along with the audit and compliance units, checks that 
these policies and limits are followed and reports exceptions and excesses to 
senior management.

Unlike the offense versus defense model, where the relationship between 
line and risk functions is strictly adversarial, the relationship under the pol-
icy and policing model is more like one of government and citizenry. Risk 
management serves as a lawmaker (and sometimes as law enforcement): the 
line functions have full operating autonomy as long as they don’t violate any 
risk management policies. New situations are judged individually and their 
resolutions become part of the policy. This model is similar to the way that 
individuals and institutions are regulated in a common-law democratic soci-
ety: they are free to act as they wish, so long as they remain within the law; 
punishments for law-breaking are partially based on circumstances; and the 
detailed interpretation of the law is established by precedent.

There are a number of problems with this model, however. The risk 
management function is not engaged in the day-to-day operations of line 
management and as a result may lose touch with the changing business 
environment. Over time, existing risk management policies may become 
out dated and new policies may not be established in a timely manner. In ad-
dition, audit and compliance processes are episodic and may not fully iden-
tify critical issues. Significant risk events can occur between examination 
periods no matter how good the audit and compliance functions may be.

The result is that there is likely to be a disconnect between the line and 
risk management. Typically, line units will complain that they are sometimes 
blindsided by ill-conceived risk policies, and that risk management doesn’t 
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understand the market or their business. In contrast, risk management might 
say that they get blindsided by the line units’ actions and decisions, and that 
the line units don’t fully understand the risk management policies.

What makes this situation worse is that line management is biased 
against communicating problems to the risk management unit. Consider 
the analogy of government and citizenry. Those who break the law, whether 
deliberately or inadvertently, do not usually seek out the police to make a 
confession; this is even more true if it is unclear that a law has actually been 
broken. Citizens are only likely to admit to breaking the law if they believe 
it is possible that the law will be changed in such a way that it benefits 
them—or if they have a guilty conscience, in which case it is likely that the 
damage is already done.

Similarly, line units do not have strong incentives to report deliberate 
or accidental out-and-out policy violations, or to seek the advice of the risk 
management unit when it is not clear if a policy is being infringed. To put 
it another way, the line units may respect the letter of the law—although if 
they do not, the risk management unit may not find out in a prompt fashion—
but they are unlikely to respect its spirit. Risk management will likely only 
hear about potential problems when the situation is too dire to be ignored, 
or when line management thinks the problem can be turned into an oppor-
tunity by a revision of policy.

Clearly, this is a caricatured picture of how the policy-and-policing 
model works. Arguments based on the greater good of the company carry 
some weight, as do incentives tied to policy compliance and well-judged 
punitive measures against violators. While risk management is no longer in 
opposition to line management, it is still passive much of the time, acting 
mostly as a check of line activities. A better alternative is for risk manage-
ment to take a proactive stance in helping the line units to make their busi-
nesses work. As we’ll see in the next section, this partnership approach can 
be a powerful one for all concerned.

partnership Model

In the partnership model, risk management is fully integrated into the busi-
ness, as opposed to being a corporate oversight function. Line and risk 
management personnel work together to address risk/return issues not only 
when problems arise, but also in the front end of the business process when 
products are being developed and when pricing or investment decisions are 
being made. The relationship between line and risk functions becomes more 
like that of a client and consultant, where the line units seek to use risk man-
agement expertise to improve business performance. In this environment, 
the line and risk functions have individual performance targets, but also 
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some important shared performance measures, such as risk-adjusted profit-
ability and portfolio quality. Given their shared performance objectives, line 
and risk units have incentives to work together to address risk management 
issues in the front-end business processes, and to respond to problems when 
they emerge.

The fundamental keys to making this model work are cultural and  
organizational. First, line management must recognize the role that risk man-
agement plays in supporting long-term performance and stop obsessing over 
its role in constraining short-term profitability. Second, the risk management 
unit must recognize the need to understand and respond to the line units’ 
business needs, and resist handing down academic, impractical, and inflexible 
policies.

The first item can be dealt with by getting line management to recog-
nize that risk and return are both inevitable parts of any business decision. 
Hence, it is a good idea to have someone who understands risk on-hand 
to provide advice and guidance when undertaking a new activity. Rather 
than applying risk management tools because they have to, the line unit 
clients should apply them because they want to; they should see the risk 
management unit as a value-added business partner that can help them to 
understand the underlying risk/return economics of their business, keep 
them out of trouble, and help them to achieve their business and financial 
objectives.

The second item should be dealt with by making sure that risk man-
agement sees itself as a consultant in a client-consultant relationship. That 
means it should be responsive to the needs of the business units and develop 
tools that can support business decisions, such as risk-based pricing models 
and scenario planning instruments. As such, the risk management function 
cannot live in an Ivy Tower, but must be decentralized in the business units. 
This can be accomplished by establishing risk management functions within 
the line units. Depending on the particular organization, this might be done 
by putting staff in each business unit in various geographical locations or 
other parts of the organizational structure that serves the operational needs 
of the business.

The main problem with the partnership model relates to the  independence 
of the risk management function. As a business partner who  participates in 
business decisions and problem resolutions, can risk management maintain 
its important role as a corporate oversight function? This is a similar chal-
lenge to the one faced by the Big Four accounting firms, whose independ-
ence as auditors has, in recent years, been brought into question by the 
growth and profitability of their consulting practices.

A likely resolution for the accounting firms is the divestment of the 
consulting practices into separate businesses—although this is not really an 
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option for a partnership risk management unit within a company. One an-
swer is to mix up the models discussed in this section. As discussed earlier, 
the three models for line-risk relationship are not mutually exclusive. Many 
companies have blended the partnership and policy-and-policing models 
in order to maintain the independence of the risk management function. 
This hybrid approach establishes risk units with distinct but complimentary 
mandates.

For example, such companies have established operational risk con-
sulting units to serve as business partners, but have maintained their 
audit function to maintain independence. Another example is the credit 
function at many commercial banks, where the origination versus credit  
approval model is replaced by a relationship management team that is 
fully responsible for sales and credit analysis, but a separate and inde-
pendent credit review function is established to ensure compliance with  
credit policies.

key ChaLLenges

In aligning risk and line management, there are a number of key challenges 
that emerge from conversations with risk managers on both the line and risk 
sides of organizations:

 ■ Conflict resolution between line and staff;
 ■ The role of line risk management;
 ■ Incentive alignment; and
 ■ Non-financial risk measurement.

Conflict resolution

The issue most often cited in conversations with risk managers is the adver-
sarial nature of the relationship between line business managers and staff 
risk managers. While the three organizational models discussed above high-
light ways to minimize potential conflict, there will inevitably be day-to-day 
tensions that need to be addressed. Usually, there is a straightforward, more 
or less open conflict between line business managers and staff risk manag-
ers. The form of the conflict most often concerns choices between business 
volume or revenue growth and risk control. At its most basic level, this is 
the conflict between perceptions of risk as opportunity for profit and risk as 
opportunity for loss.

This is a classic problem for businesses offering financial services, such 
as those that perform lending or insurance functions: as the business cycle 
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picks up and perceptions of risk start to fall, the supply of capital for lend-
ing and insurance products starts to increase faster than the demand for 
those products. As a result, a provider’s business growth will suffer. In most 
of these cases, line managers will argue for lower pricing or relaxed un-
derwriting standards in order to increase volume, whereas staff managers  
will argue for maintaining the same standards and keeping losses within 
planned levels.

Similar conflicts occur outside the financial industry. For example, 
line units may on occasion be required by a staff department to add ad-
ditional product features; for example, to minimize environmental dam-
age and hence reduce catastrophic legal risk. More generally, sales people 
will argue for marginal cost pricing to increase or maintain volume while 
finance will argue for full-cost pricing in order to increase or maintain 
profitability.

In these situations, there is the sense of an arms race between the staff 
functions and the line business units. In this process, the line seeks ways to 
avoid oversight by staff units, while the staff functions strive to unearth in-
formation on the line managers’ activities so that they can be kept in check. 
Budgetary processes are often the focus of this game playing. This conflict 
tends to ebb and flow with the business cycle. In expansionary times, busi-
ness development takes priority; in recessions, control is paramount. In 
light of this apparently inevitable conflict, the issue is usually framed as 
constructive conflict management rather than reconciliation, with a focus 
on structures and processes.

Line risk Management

One response to the perception of unavoidable conflict has been for busi-
ness units to install risk managers within their business units with increasing 
frequency—a parallel development, in some ways, to the trend for appoint-
ing CROs at the corporate level.

The appointment of a line risk manager gives strength to the partner-
ship model described above: he or she can help the business unit to under-
stand its risks in a way to ensure compliance with the consistent standards 
laid down by the ERM function. It works: while at Fidelity, I noticed that 
the quality of risk management at each of the company’s 40 business units 
was directly correlated with whether that business unit had a dedicated risk 
manager.

In early models, the line risk manager reported jointly to the CRO and 
to the business manager. While this is perhaps the truest reflection of that 
person’s role in the company, it is, in practice, highly ambiguous, which can 
create an uncomfortable atmosphere. The rest of the line staff may perceive 
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the line risk manager as part of the enemy while the ERM staff remains 
convinced that he is, at best, a double-agent working both sides to his own 
advantage! No wonder line risk managers often feel that they are walking 
a tightrope.

One solution is to have the line risk manager report to the head of the 
business unit and have a dotted line link to the CRO. This would make the 
business manager the line risk manager’s boss, while ensuring that he or  
she must also keep the CRO in the loop—this helps to reduce some of the 
ambiguity described above. For some companies, the reverse structure will 
make more sense. Either way, the CRO should always provide a meaning-
ful input in the performance review and incentive compensation of line risk 
managers, especially in the early stages of an ERM program.

Another increasingly common industry practice is the creation of com-
munities of risk that cut across hierarchical levels and business units. These 
have been created in response to the perception that risk expertise and 
know-how are usually scarce in any given organization, but similar prob-
lems and opportunities are common. Successful organizations have built on 
these new positions and communities, changing their processes so that the 
individuals involved can operate effectively.

incentive alignment

It is clear that, in many cases, the adversarial nature of the debate stems 
directly from misaligned incentives. One side is seeking growth; the other 
is seeking quality. A notable part of the equation is line manager incen-
tive structures that reward them based on a combination of business 
metrics, such as volume, revenue, profit, and return on equity. The other 
part of the equation is the structures in place for staff managers, which 
typically focus on minimization of losses, errors, or deviations from plan, 
with qualitative or subjective measures of performance (e.g., timely re-
porting, roll out of a system, enhancements to methodologies) layered 
on top.

In theory, perfect incentive structures could be designed so that both 
parties are facing the same objective function and, consequently, will act 
synchronously. However, in practice, it is difficult to design and implement 
the metrics required given the difficulty in measuring—or even obtaining 
solid data about—certain aspects of performance. In this area, most effort is 
being put into balanced scorecard initiatives, with some secondary empha-
sis on risk-adjusted performance measures. As such, the performance mea-
surement and incentive systems are designed to incorporate corporate-wide 
performance metrics, as well as unit-specific metrics and non-quantitative 
criteria.
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nonfinancial risk Measurement

A related, emerging issue is how to assess and quantify non-financial risks 
(business, organizational, and operational risks) and how to incorporate 
these measures into performance-measurement systems. As noted above, 
many management techniques that have risk measurement and management 
applications are found in other disciplines.

For example, many types of operational risk in primary industries and 
manufacturing have been addressed through total quality management 
(TQM) initiatives and business continuity planning. However, there is still 
plenty of debate outside manufacturing about how to define, let alone mea-
sure and control, operational risks, such as a poor service experience, a 
power outage, or an inadequately specified contract. The topic of opera-
tional risk management has been the subject of increasing attention in the 
risk management community (see Chapter 14 for more discussion on opera-
tional risk management).

best praCtiCes

As noted above, the relationship between line management and risk man-
agement is a critical factor to the success of any ERM program. To establish 
a healthy relationship, a balance must be maintained between effective  
corporate oversight and efficient line decisions. In order to achieve and 
maintain such a balance, the ERM program should strive to integrate risk 
management into business-management processes, including:

 ■ Business strategy and planning
 ■ New product and business development
 ■ Product pricing
 ■ Business performance measurement
 ■ Risk and incentive compensation

strategy and planning

The business strategies and plans submitted by business units should include 
a full discussion of the risks involved, as well as the appropriate risk mitiga-
tion strategies. The business units should address six basic questions:

 1. Which risk factors could prevent us from achieving our key business 
objectives?

 2. How will we measure and track these risk factors?
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 3. How will we mitigate these risks through internal processes or external 
risk transfer?

 4. What level or range of risk/return performance should corporate man-
agement expect?

 5. What risk limits and tolerance levels should we recommend to corpo-
rate management and the board?

 6. Who is responsible for measuring and managing the risks involved?

A company will obtain a number of benefits by ensuring that business 
unit strategies and plans address these questions. First, it focuses business 
units’ attention on the key risk exposures in their operations, as well as on 
the necessary measurement and management strategies for containing these 
risks. A business unit that is unprepared to discuss its risks or its risk mitiga-
tion strategies should be an area of concern.

Second, it provides corporate management with timely and forward-
looking information on the company’s emerging risk exposures. For exam-
ple, if many business units are planning to expand their businesses in Japan, 
then the treasury unit should plan on increasing its dollar/yen-hedging pro-
gram. Third, it facilitates early discussions between line management and 
risk management to ensure that business and risk issues are identified and 
resolved. Risk management can be more proactive in developing and im-
plementing risk policies given business changes, and can use the experience 
gained to develop best practices across more business units. This way, useful 
approaches can be shared within the company and can also help ensure that 
a mistake made by one business will not be repeated in another.

Fourth, the linkage between business strategy and ERM would sup-
port the development of risk limits and tolerances that the business units 
can recommend to corporate management and the board. These risk limits 
and tolerances should be linked to the corporation’s statement of risk  
appetite. Finally, the integration of strategy and risk would enhance board 
and management reporting by tying together business objectives, key per-
formance indicators (KPIs), risk-control self assessment, and key risk indica-
tors (KRIs). Figure 6.1 provides an overall view of this process.

product and business development

In addition to business planning, risk management should be a part of the de-
velopment of new product and business opportunities. These opportunities 
should include new products, business and financial investments, market 
expansion plans, and mergers and acquisitions. When management pursues 
any of these business opportunities, it relies on a set of assumptions for 
the business, such as volume, price, costs, and technology. There are risks  
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associated with each of these assumptions. For example, actual volumes 
might fall below expectations, losses might exceed forecasts, and technology 
might not meet user expectations. It is important, therefore, to address these 
risk issues not only when the business opportunity is first considered, but 
also during regular business review sessions.

One of the best practices that I have seen first hand for integrating risk 
management with new product and business development was a business 
review process called Policy 6.0 at GE Capital. When a new business or in-
vestment is considered, the business unit must address all of the key business 
and risk management assumptions underlying the business opportunity. The 
business unit must discuss its expectations for each of these key assump-
tions. One particularly useful exercise was to set trigger points—the levels 
above and below expectations (i.e., plus and minus 10 percent) at which 
specific decisions or action plans are activated—or triggered. Individuals 
are then assigned to monitor and review business performance against these 
trigger points. If a business opportunity is not meeting expectations, the 
negative trigger points might initiate a plan to scale back the business, or 
even to exit altogether. If a business opportunity is achieving results that are 
above expectations, the positive trigger points might increase the company’s 
investments and speed up the business-development timetable.

In order to assess the risks associated with new product and business 
development, many companies have established a risk committee (including 
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cross functional representatives from risk, legal, compliance, HR, IT, audit, 
etc.) that is responsible for reviewing and approving any new product or 
business prior to consideration by the executive committee or the board. 
This review process includes the introduction of a new or existing product 
into a foreign market. For a company that is expanding into a foreign mar-
ket, understanding local business, compliance, and cultural issues is of the 
utmost importance. Global companies have made costly errors when sell-
ing their products in a foreign market. For example, it was discovered in a 
2005 audit that Avon had paid bribes to officials in China while promoting 
their new products.2 There have long been issues regarding Foreign Cor-
rupt Practices Act (FCPA) compliance when it comes to business between 
the United States and China. Common business practices in China, such as 
treating officials to lavish dinners and other forms of entertainment, are not 
accepted in the United States under FCPA. The settlements and fines that 
Avon must pay for these violations have not been finalized, but the damage 
to the company’s reputation has already been very significant. As another 
example, Mercedes Daimler AG had made more than $56 million in bribery 
payments to officials in 22 countries between 1998 and 2008 in order to 
obtain the necessary contracts for their vehicles. The company agreed to pay 
$185 million to settle these charges.3

product pricing

We discussed earlier how the pricing of a product or service should include 
the total cost of the risks associated with that product or service. More 
generally, the pricing of products developed and sold at the line level need 
to reflect the group-wide costs of risk that will otherwise go unrecovered. 
A company can only recover the costs incurred in managing risk by incor-
porating those costs into its product pricing. While many companies have 
established product-pricing models that incorporate operating costs and 
profitability targets, they often fail to fully consider the cost of risk.

The total cost of risk would include expected losses (from defects, errors, 
credit losses, etc.), the cost of economic capital (to absorb unexpected loss), the 
cost of risk transfer (insurance premiums and hedging costs), and the cost of 
risk management (risk professionals and systems). Without incorporating the 
cost of risk, companies will under-price their products and not get compensated 
for the risk exposures taken. Moreover, if a company is not using risk-based 
pricing and its competitors are, then it is subject to adverse selection, which 
results in a money-losing portfolio. For example, if an auto insurance company 
is under-pricing high-risk drivers and over-pricing low-risk drivers, then it will 
systematically get a portfolio over-weighted by high risk drivers but without the 
higher premium income to absorb the resulting higher losses.
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The lack of risk-adjusted product pricing can also motivate adverse busi-
ness behavior. For example, a bank would motivate business units to take in-
terest rate risk if it does not incorporate the full cost of matched funding in its 
product pricing. With an upward sloping yield curve (where long-term interest 
rates are higher than short-term interest rates), a business unit can show higher 
profitability by funding long-term assets—say 30-year loans with short-term 
liabilities, or six-month deposits. However, note that such a strategy would 
expose the bank’s earnings to rising rates and an inverted yield curve. This is 
what nearly bankrupted the U.S. thrift industry in the early 1980s.

business performance Measurement

The performance measures and goals for business units should include risk. 
Ideally, risk measurement and reporting should be integrated into overall 
business reporting. Given that a company takes risks to generate growth and 
profits, it only makes sense to include risk in the measurement of business 
performance. Having separate risk and business reports is equivalent to hav-
ing separate revenue and expense reports. Just as management can only assess 
profitability by combining revenues and expenses, it can only balance risk ex-
posures and business opportunities by integrating risk and business reporting.

Beginning in the mid 1990s, many companies have adopted the bal-
anced scorecard as a way to integrate business and financial reporting for 
senior management. The traditional balanced scorecard defines business 
performance in terms of four categories: financial, customer, internal, and 
learning and growth. A good case can be made that the balanced scorecard 
(or any other business-reporting methodology) should include risk assess-
ments. Only then will the balanced scorecard be truly balanced, with respect 
to the information needed by both the board and management. In the af-
termath of the 2008 global financial crisis, balanced-scorecard practitioners 
have begun to recognize the need to fill this critical gap. Based on this ac-
knowledgement, Robert Kaplan, the co-inventor of the balanced scorecard, 
conducted research and wrote extensively to augment the balanced score-
card with consideration of risk assessments.

risk and incentive Compensation

Beyond performance measurement, regulators and executives have realized 
the importance of aligning risk management and incentive compensation.

In 2009, the Securities and Exchange Commission (SEC) approved rules 
to enhance the information provided to shareholders so they are better able 
to evaluate the governance and risk management of public companies.4 The 
SEC established these new rules to improve public disclosures regarding 
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risk and incentive compensation: “Good corporate governance is a system 
in which those who manage a company—that is, officers and directors—are 
effectively held accountable for their decisions and performance. But ac-
countability is impossible without transparency,” said SEC Chairman Mary 
L. Schapiro. “By adopting these rules, we will improve the disclosure around 
risk, compensation, and corporate governance, thereby increasing account-
ability and directly benefiting investors.”

The 2009 SEC rule stated that, “In particular, the new rules require dis-
closures in proxy and information statements about:

 ■ The relationship of a company’s compensation policies and practices to 
risk management.

 ■ The background and qualifications of directors and nominees.
 ■ Legal actions involving a company’s executive officers, directors, and 
nominees.

 ■ The consideration of diversity in the process by which candidates for 
director are considered for nomination.

 ■ Board leadership structure and the board’s role in risk oversight.
 ■ Stock and option awards to company executives and directors.
 ■ Potential conflicts of interests of compensation consultants.”

In 2011, the SEC further developed the above rule with respect to finan-
cial institutions. The SEC’s proposed rules for financial institutions would:

 ■ “Require reports related to incentive-based compensation that they 
would file annually with SEC.

 ■ Prohibit incentive-based compensation arrangements that encourage 
inappropriate risk-taking by providing excessive compensation or that 
could lead to material financial loss to the firm.

 ■ Provide additional requirements for financial institutions with $50 billion 
or more in assets, including deferral of incentive-based compensation of 
executive officers and approval of compensation for people whose job 
functions give them the ability to expose the firm to a substantial amount 
of risk.

 ■ Require them to develop policies and procedures that ensure and monitor 
compliance with requirements related to incentive-based compensation.”

As a result of this new rule, clawback provisions have become more 
prevalent at financial institutions. Some clawback policies look beyond the 
activities of an employee to include the responsible supervisor. For example, 
Goldman Sachs and Morgan Stanley have established policies regarding 
situations in which they are able to recover compensation from risk-taking 
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traders and their bosses. Both firms stated that managers could face claw-
backs if their subordinates take excessive risk or exercise other misconduct.

Experts say that clawback provisions are becoming increasingly popu-
lar and are encompassing a wider scope of events and different types of 
compensation: “the number of Fortune 100 companies with publicly dis-
closed clawback policies grew from roughly 18 percent in 2006 to just over 
84 percent last year.”5 Some feel that this is a sign of progress and increased 
accountability in the corporate world.
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Chapter 7
portfolio Management

I t took seven years to persuade super-investor Warren Buffett to be the sub-
ject of Nightline, the ABC network’s flagship news program. At that time, 

Buffett’s Berkshire Hathaway investment vehicle had posted a succession of 
returns that put its competitors to shame; Buffett himself was known as “the 
sage of Omaha” and regarded by many as the world’s shrewdest investor. To 
kick off the interview, the host, Ted Koppel, asked Buffett what he did for a 
living. Buffet reflected for a second and replied: “I allocate capital.”

That short answer from one of the greatest investors of our times en-
capsulates an important lesson for all business managers. Capital allocation 
is a critical concept for all businesses: not just money managers, but also 
for other financial institutions, energy firms, and non-financial corporations. 
Capital is the link between risk and return; hence, a sound capital-allocation 
process is critical to business development and the creation of shareholder 
value.

Capital is typically allocated by evaluating a set of investment oppor-
tunities, then selecting those that meet a set of predetermined investment 
objectives. Over time, the investments aggregate into portfolios—a research 
and development portfolio, a securities portfolio, an asset/liability portfolio, 
and so on. In essence, a company should be viewed as a portfolio of busi-
nesses, each with its own unique risk/return characteristics.

In most enterprises, the various business portfolios have historically 
been managed by separate entities, which rarely coordinate their investment 
objectives with one another. This fragmentation implies that the enterprise-
wide portfolio is unlikely to be optimized. How, then, should we manage 
the sets of existing investments and investment opportunities in order to 
optimize the aggregation of portfolios across the entire enterprise?

Since the ultimate goal of management is to maximize shareholder 
value, the over-arching principle for enterprise-wide portfolio manage-
ment should be to manage the business portfolio in the same way that a 
fund manager manages a stock portfolio. In other words, business portfo-
lio managers should strive to understand the links between risk origination  
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(e.g., business lines and trading units) and risk transfer (hedging and insur-
ance) and make investment decisions that position the overall enterprise 
portfolio at the classic efficient frontier of risk/return—the highest return for 
the same level of risk or the lowest risk for the same level of return.

This process, as applied to money management, is widely known as ac-
tive portfolio management, or simply active management. Generally, active 
managers implement a strategy or system designed to exploit mispricing or 
to manage risk. The alternative is to use a passive strategy, such as invest-
ing in a market index, or to make an alternative investment that requires 
minimum maintenance. Although both techniques have their merits when 
it comes to capital market investments, only active portfolio management 
theory is particularly relevant in evaluating capital-allocation decisions for 
a business.

the theory of aCtIve portfolIo ManageMent

The theory of active portfolio management largely builds on the foundation 
established by Harry Markowitz in the 1950s, revolving around the mea-
surement and management of risk.1 As Markowitz himself said in a January 
2000 interview: “Risk has been the same since the caveman. Modern port-
folio theory has developed apparatus for risk evaluation and control. This 
apparatus, subject to further enhancement, will carry forward into the risk 
world of the future.”2

The area in which the portfolio theory has been most enhanced is  money 
management, where there is now a large body of theoretical work and em-
pirical research. This is in part because return, volatility, and correlation 
information tends to be easier to quantify, and so it is more straightforward 
to construct sophisticated, technical models for portfolio management.

It is not as easy to do the same for business enterprises, but the precepts 
of active portfolio management can nonetheless prove useful, and the in-
terested reader should investigate further on the subject. We’ll confine our-
selves here to discussing how even a basic understanding of the theory can 
have marked benefits for businesses.

Let’s begin by considering the fundamental concepts suggested by the 
portfolio theory of Markowitz and his successors: risk, reward, diversifica-
tion, leverage, and hedging.

Risk, in this context, is typically equated with volatility, a statistical 
measure of the uncertainty associated with future events. Risk is therefore 
indeterminate by definition (since we do not know what will happen in the 
future), but we can estimate the likely future value of a business or invest-
ment, with some range of variation around the value. In the stock market, 
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this is done by looking at the standard deviation of past returns, or by ex-
tracting the market’s current expectations of risk from the prices of stock 
options.

The opposite side of the coin to risk is reward, or the gain that stands to 
be made from a risky investment. Like risk, the reward on an investment is 
indeterminate, but can be estimated in terms of its likely, or expected value. 
For example, the reward for investing in equity is the expected return of the 
stock or index over a given interval. More generally, an enterprise’s reward 
for a new business venture is the gain that an organization stands to make 
by taking on a particular risk. Clearly, it makes sense that the anticipated 
reward should be commensurate with the risk involved. This is not always 
the case in practice.

Diversification is the concept of lowering the total risk of an enterprise 
by spreading risk among many distinct projects: the total risk produced by 
a collection of diverse risks is less than the sum of those risks considered 
in isolation. Diversification is a very common-sense concept, as expressed 
by the oft-quoted adage that you should not put all of your eggs in one 
basket.

Put more technically, diversification is a result of the fact that not all 
opportunities are affected by risk-driven events in the same manner. For ex-
ample, an increase in the oil price costs cuts into airline profits, but benefits 
oil companies. As such, an investor who owned both an oil producer and an 
airline would be less affected in the event of a price rise than one that owned 
two airlines or two oil producers.

These situations allow diversification to reduce portfolio risk signifi-
cantly when many different investments are combined. The more dissimilar 
the investments (the less correlated they are), the greater the level of 
diversification. However, while these offsetting effects reduce risk at the enter-
prise level, the expected return on the enterprise portfolio remains a simple 
weighted average of the individual returns.

Leverage is the effect of borrowing to increase the risk/return profile 
of a venture. Money borrowed at a flat rate can be used to finance new 
investments. This has the effect of substantially increasing the risk and  
return in an investor’s portfolio. Since the investor only needs to pay back 
the loan amount, any profits made with the borrowed capital are his to keep.

Thus, an investor might think he has spotted a sure thing and invest 
$200, comprising $100 of his own money and $100 borrowed from the 
bank. If he achieves a 25 percent return on the investment, he will make 
$50; since he only has to pay back $100 (ignoring interest in this simple 
example), he is left with $50, amounting to a 50 percent return on his own 
money. Of course, had he lost money, he would have lost twice as much. 
Simply put, leverage multiplies the risk/reward profile.
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Finally, hedging is the process of offsetting risk by entering into a mar-
ket position that is negatively correlated with an existing position. This is 
similar to diversification, but is motivated by the desire to reduce the risk 
associated with an existing investment, rather than to add new investments 
in a way that reduces overall risk. In this sense, hedging is much like insur-
ance, and should be treated as such.

For example, say that a newly hired CEO is given shares of company 
stock valued at $50, but is not permitted to sell them for two years. Having 
done a sterling job, the stock has appreciated to $100 a share at the end of 
her first year, but the business climate is changing and the CEO fears that the 
stock may drop again before she can sell her shares.

To hedge against this downside risk, she buys put options on the stock 
that allow her to sell the stock for $100 at the end of the two-year period. 
The options are not necessarily cheap, but this hedge guarantees that no 
matter what price the stock reaches, our CEO will be able to sell each of her 
shares for $100. The financial security allows her to stop worrying about 
college fees and enjoy life a little more.

Now let’s look at how a consideration of these concepts can help in 
enterprise risk management (ERM).

BenefIts of aCtIve portfolIo ManageMent

Instead of managing individual securities within an investment portfolio, the 
goal of ERM is to manage individual businesses within an overall business 
portfolio. Portfolio management supports ERM in four important ways, by:

 ■ Unbundling risk origination, retention, and transfer
 ■ Providing a risk-aggregation function across the company
 ■ Setting risk limits and asset-allocation targets
 ■ Influencing transfer pricing, capital allocation, and investment decisions

Unbundling

By definition, portfolio management goes beyond business management at 
the transactional level and manages the overall business as a whole. Ironi-
cally, one frequent result is the unbundling of the business in terms of risk 
organization, risk retention, and risk transfer. A company’s management can 
consider its core competencies and risk/return economies, then decide which 
of these functions it wishes to compete in.

What does this mean in practice? This kind of disaggregation has been 
the norm in mortgage banking for nearly 30 years, where the primary 
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risks in question are consumer credit risk and mortgage prepayment risk. 
Companies can specialize in loan origination, loan funding and/or servicing, 
or loan securitization (packaging individual mortgages into pools for sale in 
the secondary markets as mortgage-backed securities).

In recent years, this portfolio-management approach has extended into 
the credit cards, auto loans, and more recently, commercial loan and junk 
bond markets. It is now becoming increasingly widespread among non-
financial corporations. Energy firms, for example, increasingly adopt it 
when addressing their interests in exploration, transportation and storage, 
product development and distribution, and trading. The key point here is 
that by understanding the risk/return economies of the overall business, a 
company can decide where within the value chain it should compete.

risk aggregation

The overall risk portfolio represents the aggregation of all types of risk 
 within a company, across different business activities and risk types. Man-
agement needs information on aggregated risk exposures, as well as how 
these exposures correlate with each other; these should be the basis for set-
ting risk limits and allocation targets, as discussed below.

For some companies, the aggregation of risks is performed for mea-
surement and reporting purposes, and the risk profile of the company is 
managed through corporate management processes such as strategic plan-
ning, capital allocation, limits setting, and so on. Other companies prefer 
to take a more dramatic approach to certain risks, in which all risk ex-
posures are transferred directly or through a transfer pricing mechanism 
into a central function where portfolio management and hedging decisions  
are made.

For example, most large banks manage interest rate risk centrally, by 
providing each business unit with duration-matched funds transfer prices 
for all of their assets and liabilities. This serves two key purposes. First, the 
profitability of the loan-origination and deposit-gathering businesses can be 
measured without any earnings contribution from interest rate risk. Second, 
the interest rate risk of the bank can be aggregated into a central interest 
rate risk unit where hedging decisions can be made after considering the ef-
fects of portfolio diversification.

Non-financial corporations perform a similar function when they cen-
tralize treasury functions—funding and hedging—and charge hedging costs 
to business units by levying a transfer price for funds. These companies ben-
efit from the aggregation of risks by tracking enterprise-wide risk exposures, 
incorporating the effects of diversification, and centralizing risk manage-
ment decisions where appropriate.
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risk limits and asset allocation

The manager of a stock portfolio can ensure a balance between diversifi-
cation and performance by establishing risk concentration limits and as-
set allocation targets. For example, a stock portfolio’s investment policy 
might indicate that the fund cannot have more than 5 percent of its assets 
in any company, or 20 percent of assets in any industry. These limits ensure 
appropriate diversification. Within these risk limits, the portfolio manager 
might set asset-allocation targets that would overweight industries that are 
deemed undervalued, and vice versa. Such targets seek to maximize fund 
performance within the constraints established by the risk limits.

A business can set similar portfolio risk limits and allocation targets. 
For example, a global business operating in 10 countries might establish an 
upper limit of 20 percent for revenue contribution from any single country. 
On average, each country contributes 10 percent to total revenue. But given 
its positive outlook for, say, India, it might set a revenue contribution target 
at the maximum limit of 20 percent. In this case, the higher revenue target 
for India based on optimistic management projections is kept in check by 
the country limits. Risk limits and allocation targets thus provide compli-
mentary controls for achieving optimal risk/return for the business.

Influencing transfer pricing, Capital allocation, and 
Investment Decisions

Corporate management can shape the risk profile of the business portfolio 
in several ways. For example, the global business in the above example can 
adjust its transfer prices for India by increasing income credits and/or lower 
transfer costs to that country in an effort to motivate aggressive growth.

Management can also allocate more economic capital to businesses and 
products that are expected to produce superior risk-adjusted return on that 
capital. An efficient capital allocation process should function as an internal 
capital market where funding is provided only to businesses with the best 
prospects for earnings growth.

In addition to profitability and growth objectives, the capital alloca-
tion process should also be driven by diversification goals. For example, 
the investment decisions for research and development (R&D) at a drug 
company can be viewed as a portfolio of options. As with options, each 
new drug has an option premium (R&D investment costs), current price 
versus strike price (project status against plan milestones), implied volatility 
(project uncertainty), and time to maturity (time to launch product). For the 
drug company, its market value is determined not only by the success of its 
existing products (those that are in-the-money until patent expiration) but 
also by the pipeline of promising new drugs (options in its R&D portfolio). 
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As such, the management of drug companies should pay close attention to 
managing the life cycles of existing products as well as those in its pipeline.

This dynamic approach to portfolio management can benefit all 
types of companies—especially those that deal with products that exhibit 
out-of-the-money option characteristics (e.g., venture capital firms, like 
drug companies, have many more failures than successes) or products with 
short life cycles (e.g., technology firms).

praCtICal applICatIons of portfolIo ManageMent

While the theoretical arguments for active portfolio management in the cap-
ital markets seem sound, there is no clear evidence that active management 
yields consistently higher risk-adjusted returns in practice. As a result, many 
proponents of index investing have argued that, given lower expenses, it 
makes more sense to invest passively in an equity index than to bet against 
the assumption that investors and markets are rational and efficient, or that 
a particular manager has extraordinary insight into potential investments.

Does this argue against extending those arguments to business enter-
prises, as we did in the last section? Actually, it doesn’t, because the flaws in 
the theory don’t necessarily apply in a business context. Holding a market 
portfolio means little for the managers of a company, and so there is gener-
ally no passive strategy. On the contrary, competent managers should be ex-
pected to have superior inside information about the portfolio of businesses 
that make up their company, and to make rational decisions about them. 
Given this, a diligent active portfolio-management approach can be highly 
effective for controlling return targets and risk limits.

Put another way, diversification can increase shareholder value, active 
management can keep risk within tolerable levels, and volatility can often 
be managed with existing financial instruments. It makes more sense to di-
versify and stay on the efficient frontier than to focus risk exposure in one 
arena and encounter more volatility than is necessary to achieve the same 
expected returns. If diversification through project selection is not an op-
tion, more advanced hedging techniques (such as options, futures, etc.) can 
be considered.

Now, let’s put aside the theory, and instead consider two fictional case 
studies: an insurer concerned about a sharply increased chance of bank ruptcy; 
and a manufacturer exposed to significant foreign exchange exposures.

reinsurance

Although issuing insurance is the primary business activity of an insurance 
company, many insurance companies have publicly traded equity, and one 
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of their primary management objectives is ensuring shareholder satisfaction. 
Thus, when the risk profile of outstanding contracts goes beyond a defined 
tolerable level, many insurance companies will purchase reinsurance (insur-
ance for insurers) from other insurance companies.

Consider the case of WindGuard, a fictitious Florida insurance com-
pany that specializes in providing homeowners with insurance against 
damages caused by natural catastrophes, such as hurricanes. WindGuard 
has historically performed very well, due to mild weather and well-priced 
contracts. The company has liquid assets, in the form of collected premiums, 
of $1 billion.

Insurance is, by its nature, a very risky business. The value of an insur-
ance company is in its ability to forecast risk and price its contracts appro-
priately: if the risk can be accurately quantified, the leftover cash from the 
premiums becomes the profit. In WindGuard’s case, a typical year results 
in a payoff rate of around 0.7 percent. That would mean that the company 
would pay out some $700 million of the $1 billion in claims and book  
$300 million as gross profit.

However, as Hurricane Andrew demonstrated in 1992, the effects of 
even one severe storm can be so financially devastating that an unprepared 
insurance issuer may be put out of business. Several small insurance com-
panies actually were bankrupted in 1992, which stranded nearly a million 
policyholders.3 And new proprietary studies indicate that the weather is be-
coming increasingly volatile, which translates to a greater chance of a pay-
off rate changing to anywhere between 0.2 percent and 1.2 percent of the 
face value of the contracts.

WindGuard’s managers are concerned about this increase in loss volatil-
ity, and specifically about the $100 billion of disaster contracts it has already 
issued for the following year. They are afraid that if the next season is bad 
enough, there will not be enough money to pay the disaster victims. This 
could mean a catastrophe for the insurance company itself, as well as the 
unpaid victims.

From the portfolio-management standpoint, the insurance company 
still has the same expected return, $300 million—but the risk has reached 
a level where the company cannot afford to be exposed to it. One solution 
is to purchase reinsurance; this would reduce the net expected return for 
the insurance company (since the reinsurance protection has a price), 
but it would also significantly reduce risk. A reinsurance policy switches  
WindGuard’s exposure from unpredictable hurricane risk to the more pre-
dictable, and presumably smaller, counterparty risk of its reinsurer(s).

The company decides that it should not take the chance of going out 
of business, and therefore finds a reinsurance contract from another firm that 
allows it to reduce its risk appropriately. The contract costs $150 million, 
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but covers all payoffs beyond $700 million. That leaves it with only  
$850 million in liquid assets, but guarantees that it will keep a minimum of 
$150 million of the premiums it has earned.

Although this is not necessarily the most efficient risk-return profile, it 
makes good business sense if WindGuard believes that $150 million and a 
lower chance of bankruptcy is preferable to $300 million and 20 percent 
chance of bankruptcy. Provided that WindGuard’s management explains 
the risks and its response effectively, the company’s shareholders will likely 
come to the same conclusion.

Currency hedging

Stable revenue streams are extremely important to any corporation striving 
to maximize shareholder value. Volatile revenue streams imply a risky busi-
ness environment and an uncertain picture of the future. Shareholders de-
mand a higher rate of return for this sort of volatility, so they would rather 
put money in safer stocks that promise the same rate of return with less risk. 
As a result, the valuation of a volatile company is generally lower than that 
of its peers with more stable revenues.

Fortunately, a corporation often has more control than it realizes over 
this revenue generation risk. Consider the case of WidgetCo, a fictional U.S.-
based company that has been manufacturing America’s finest widgets for 
many years and has impressed shareholders with steadily increasing revenue 
and earnings growth. This year, however, much of its sales are originating 
abroad for the first time. Specifically, a craze for all things widgety in Japan 
has significantly boosted its orders there, so its anticipated U.S. sales of  
$50 million are matched by an anticipated 5,000 million yen in Japanese 
sales, which are also worth $50 million, at an exchange rate of 100 yen to 
the dollar.

WidgetCo management has never worried about its negligible foreign 
exchange risk in the past, but is now afraid that these large foreign orders 
are adding considerable uncertainty to the firm’s future revenue flows. The 
company manufactures custom widgets, whose complex nature means that 
most orders take a minimum of three months to complete. Payment ar-
rangements are finalized before production starts, although payment is only 
made on delivery. To make matters worse, WidgetCo’s powerful Japanese 
customers are unwilling to assume any foreign currency risk exposure and 
will only pay in Japanese yen. Moreover, WidgetCo’s suppliers and manu-
facturing operations are U.S.-based so there is no natural hedge between its 
yen-based revenues and the U.S. dollar expenses.

As such, WidgetCo is exposed to the risk that the value of the yen will 
change against the dollar between each order and its delivery, which means 
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that its Japanese revenues will translate into more (or less) than the $50 million 
nominal value of the order. Should WidgetCo hedge this risk, and if so, how?

WidgetCo could decide to do absolutely nothing about the risk. The 
expected revenue is still $100 million, albeit that the U.S. dollar value of 
the 5,000 million yen coming from Japan is at risk from fluctuations in the  
U.S. dollar-yen exchange rate. If nothing happens to the exchange rate during 
each of the three-month periods between orders and deliveries, WidgetCo 
will be able to exchange its yen for dollars at the 100-to-1 rate each time 
and achieve cumulative revenues of $100 million. This would make the 
shareholders happy and demonstrate that WidgetCo is still profitable and 
growing.

This is not very likely, however. If, as is far more possible, the exchange 
rate deviates at all over the three-month production periods, the cash flows 
from Japan will become uncertain. WidgetCo doesn’t take a view on the 
direction of the yen, so it assumes that the exchange rate is just as likely 
to rise as to fall. That means it is equally likely to realize more or less than 
the nominal U.S. value of the Japanese order. For example, if the exchange 
rate becomes 80-to-1, the 5,000 million yen will become worth significantly 
more than the anticipated $50 million. In fact, they will now be worth  
$62.5 million, and WidgetCo’s cumulative revenues will be $112.5 million. 
However, if the exchange rate became 125-to-1, WidgetCo’s Japanese rev-
enue would only be worth $40 million.

If both of these possibilities are equally likely, what should WidgetCo 
do? The answer lies in the shareholder’s view of the company. The share-
holders expect the company to increase its revenues and profits steadily, and 
would likely lose much confidence if revenues came in lower than expected. 
In the case where the exchange rate becomes 125-to-1, the $40 million rev-
enue would force WidgetCo to report a loss for the year, and shareholders 
would definitely lose confidence in its earning potential.

So this uncertainty is best avoided. An upside surprise, though, would 
likely be unsustainable in the long term, since fluctuations in a foreign ex-
change rate should be random in the long term. WidgetCo’s shareholders 
will realize this, and will likely discount such extraordinary profits. They 
also may realize that the unexpected upside this time could give way to an 
unexpected downside next time.

Although WidgetCo might be lucky enough to report a short-term gain, 
it cannot rely on a discernible increase in its longer-term expected returns. 
This makes it impossible to justify taking on greater risk, and so it becomes 
apparent that management would be remiss if it did not hedge against this 
kind of foreign exchange risk. Portfolio management theory espouses that 
risk should be as low as possible for a specific rate of return, and it certainly 
makes sense in this example.
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After some deliberation, WidgetCo decides that its new policy will be 
to enter into forward contracts at the same time that each sale to Japan is 
signed—these forward contracts are arrangements with a third party to ex-
change a fixed amount of currency at a predetermined exchange rate. In this 
manner, WidgetCo’s managers can rest assured that widget manufacturing 
will continue to be a solidly reliable business.

These last two examples illustrate how a business could decide whether 
or not to seek third-party protection against risk. In the next chapter, we’ll 
look at the alternatives when it comes to actually carrying out a risk transfer 
strategy.
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Chapter 8
risk transfer

put simply, risk transfer is the act of moving risk from one entity to another. 
In more precise terms, it is the deliberate exchange of probabilistically 

different cash flows. Either way, it is most often taken to mean the move-
ment of some of a company’s risk to an external party—but it can also mean 
the shifting of a given risk to a different part of the same company, or the 
creation of a new subsidiary within that company for the specific purpose 
of managing that risk.

The most traditional way in which companies transfer risk is through 
the purchase of various kinds of insurance, with the three most common 
types being workers’ compensation, general liability, and property/casualty 
insurance. When a business buys an insurance policy, some or all of the risk 
associated with any event covered by that policy is effectively transferred 
from the business to the insurer. The concept of insurance has been around 
for a long time: a form of marine insurance is mentioned in the Code of 
Hammurabi, written some 3,800 years ago.

The second common risk transfer mechanism is through derivative 
products such as futures, forwards, swaps, and options. Strictly speak-
ing, a derivative transaction alters the characteristics of a company’s cash 
flows through a financial obligation in a way that may adjust the nature or 
amount of risk to the company. Unjustly maligned as dangerously volatile 
transactions for hardened speculators, largely due to their involvement in a 
number of disaster stories in the 1990s, derivatives actually have a pedigree 
comparable with insurance and have been safely used to manage risk at 
many corporations.

Risk transfer revolved around either insurance or derivatives for many 
years—in fact, for centuries. Since the late 1980s, however, there has been 
a proliferation of risk transfer products that combine the features of both. 
These products are known collectively as alternative risk transfer (ART) 
products. While they have yet to realize their full potential, they hold the 
promise of risk transfer rationalization that we cited as a major benefit of 
ERM back in Chapter 4.
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Insurance and derivatives may at first seem an unlikely pairing. People 
generally (inaccurately) associate insurance with risk reduction and deriva-
tives with risk enhancement. The blending of elements from both categories 
into new financial instruments is therefore an uncomfortable idea for many. 
A more accurate perspective is to think of insurance as a source of capital 
that becomes available if some event occurs (contingent capital) and deriva-
tives as a means of risk manipulation.

The combination of capital reserving and risk manipulation can allow 
companies to change their risk profiles in powerful ways. Modern corpora-
tions are coming to realize that by outsourcing risks that they had once 
regarded as a normal part of business operations, they can reduce their 
risk management expenses, simplify their administration, and even increase 
shareholder value.

a Brief history of art

Alternative risk transfer has no formal definition, but can be broadly un-
derstood as a range of non-traditional risk transfer products. Most of these 
can be placed into one of two categories: unconventional vehicles used to 
cover conventional risks, and vehicles based on instruments from the capital 
markets. A selection of these products is given in Table 8.1.

The ART market has its roots in a deeper trend: the convergence of the 
capital markets and banking industries. ART products cannot be created 
without a high degree of interaction between the insurance industry and the 
capital markets, which has traditionally been in short supply. Prior to the 
1970s, insurance companies were banks’ customers, and vice versa. There 
were few firms that offered any kind of integration of insurance and capital 
markets techniques.

Signs of change emerged during the early 1980s, as large companies be-
gan to seek alternatives to costly traditional insurance. An increasing number 
began practicing self-insurance through Self Insured Retentions (SIR), Risk 
Retention Groups (RRG), captives, and rent-a-captives. It should be noted 
that self insurance is not the same thing as no insurance; a self-insuring cor-
poration explicitly assumes a given risk and establishes reserves for negative 
contingencies. Companies practicing self-insurance typically use it to cover 
well-defined, high-severity, and low-frequency events. Rather than pay pre-
miums to an insurer over several years, they save the money in their captive, 
to be disbursed against the occasional catastrophe—saving themselves the 
insurer’s margin. Technically speaking, this is risk financing rather than risk 
transfer, but it is often referred to as an ART practice because it is used as an 
alternative to conventional insurance.
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taBle 8.1 ART Products

Unconventional vehicles used to cover conventional risks:

Self-Insured Retentions (SIR)—retentions of capital set aside for use under negative 
contingencies.

Risk Retention Groups (RRG)—self-insurance capital pooled by a number of  
small-to-medium sized companies.

Captives—subsidiary companies set up solely to insure to the parent company. These 
are often located offshore to exploit tax advantages.

Rent-a-Captives—captives shared among several medium-sized companies; funds 
are managed centrally.

Earnings Protection—policies triggered by a specified earnings shortfall within a given 
financial period.

Finite Insurance—insurance policies extended over a multi-year time period in 
order to smooth profit and loss. This kind of insurance often involves very little risk 
transfer, but has the effect of reducing capital requirements and/or taxes.

Integrated risk and multi-trigger policies—policies covering a basket of different 
risks, some of which are not conventional insurance risks; sometimes called 
insuratization.

Multi-Trigger Policies—policies triggered only if a number of different specified events 
occur within a given timeframe.

Multi-Year, Multi-Line Policies—policies covering a basket of different risks, spread 
out over a specified number of years.

Vehicles based on instruments from the capital markets:

Insurance-linked bonds—bonds whose interest and/or principal are wholly or partially 
forfeit if a specified event occurs. These are most popular as a way of transferring 
natural catastrophe risk from reinsurers to the capital markets.

Securitization—the process of packaging risks into debt or equity instruments that 
can be traded in financial markets.

Cat-E-Puts—(Catastrophe Equity Put Options) options allowing a company to 
issue and sell equity at a predetermined price in the event of a specified cata-
strophic event.

Contingent Surplus Notes—notes providing access to capital to their holders in the 
event of a loss event.

Credit Default Swaps—derivatives under which the buyer pays premiums to the 
seller, who makes a payment to the buyer in the event of a credit default.

Weather Derivatives—policies triggered by specified meteorological events of prede-
termined magnitude.
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The next step in the emergence of ART was largely the result of 
Hurricane Andrew, which caused a huge amount of damage to South Florida  
in August of 1992. Even though it narrowly missed hitting Miami, this 
hurricane was the most expensive meteorological event up to that time, 
causing an estimated $15.5 billion in overall losses. Insurers and reinsurers, 
with aggregate reserves estimated at less than $250 billion, were not well 
prepared for this event. Several went bankrupt, while those that survived 
had to raise the premium they charged dramatically.

The aftermath of Hurricane Andrew brought the idea of securitization 
to the forefront of risk transfer thinking. It became clear that a company did 
not need to cover its risks through conventional insurance or even through 
self-insurance: it could instead package its risks and sell them on the open 
market. Mortgage-backed securities had been traded since the late 1970s, 
and items such as auto loans, home loans, and credit cards were securitized 
not long after. These instruments transferred financial risks—mostly retail 
credit risks—away from product providers and into the hands of capital 
market investors.

The possibility of doing the same with insurance risk was now a seri-
ous consideration. While the claims associated with Hurricane Andrew were 
huge, they represented only a tiny fraction of the multi-trillion dollar value 
of capital markets. Securitization also provided a way for large single risks 
(such as natural catastrophe risks) to be split up and spread among many 
investors, who could hold the individual pieces of the risk in a more diversi-
fied portfolio than a single insurer could.

A number of vehicles aimed at facilitating this transfer sprang up in the 
mid-1990s. In 1995, the Chicago Board of Trade, one of the world’s largest 
derivatives exchanges, began to market futures on Property Claims Services’ 
indexes of catastrophe insurance losses. The same year, the Catastrophe Risk 
Exchange, a bulletin-board enabling insurers and reinsurers to swap units 
of risk of different types and from different geographies under standardized 
contracts, opened for business. Two years later, the United Services Auto-
mobile Association (USAA) kick-started the market in catastrophe-linked 
bonds, whose repayments change in amount and/or timing if a catastrophic 
event occurs. USAA obtained $400 million in coverage by issuing hurricane-
linked bonds to investors. Seven years later, a total of more than $3.5 billion 
worth of insurance risk had been sold in capital markets.

The implied threat to the traditional insurance business went largely 
unheeded. The kinds of risk involved in early securitization deals—those 
associated with massive natural catastrophes—were risks that most insurers 
didn’t have enough capital to take on. If anything, they presented a way for 
them to offer coverage in markets that hadn’t previously been viable. Many 
insurers also assumed that securitization would be a passing fad, and thus 
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was not worth worrying about. However, the volume of ART transactions 
has continued its upward climb. In 2012, reinsurance sales in the capital 
markets rose above $190 billion.1

Furthermore, ART deals offered protection for non-catastrophic risks 
that could conceivably have been covered by insurance. For example, 
weather is a major contributor to the volatility of earnings for companies 
in many varied industries, ranging from clothing to tourism to agriculture. 
Until recently, it was a risk that companies typically just had to live with. 
From the mid-1990s onward, however, companies began to write insur-
ance against weather based on average temperature (e.g., average degree 
days) or other weather-related measures. One early success for the market 
was a substantial policy that Boston’s Logan Airport bought as protection 
against snowfall of greater than 44 inches—an amount that would signifi-
cantly impact airport revenues. That policy paid out to the tune of some 
$2 million following the winter of 1995 to 1996, when snowfall totaled 
107 inches.

Although the Logan Airport case was not the debut of weather insurance, 
its outcome did much to increase demand for such coverage. Predictably, 
other companies hoped to benefit in the same way, which drove up demand 
for weather insurance for the winter of 1996 to 1997. This increased demand 
was countered by the insurance companies’ newly raised premiums. That 
helped to spawn the popularity of capital markets alternatives—notably, 
weather derivatives, which also served to provide protection, but did not 
rely on a single, capital-rich provider.

To the surprise of those who predicted a swift demise for the emerging 
ART market, groundbreaking deals continued to be struck over the 
course of the late 1990s. In July 1998, Honeywell purchased an unusually 
comprehensive integrated risk policy, covering substantial financial and 
insurance risks. In October of that year, British Aerospace purchased an 
innovative earnings protection policy, which effectively guarantees that 
there will be no shortfall in the company’s expected $3.9 billion of leasing 
income over the next 15 years.

Since then, ART has continued to develop at considerable speed, and it 
is probably fair to say that the majority of industry executives today are of 
the opinion that more and more ART transactions are likely to occur in the 
near future. This further growth of ART will be supported by a convergence 
of banking and insurance that goes beyond risk transfer instruments;  
the industries as well as the instruments are uniting. During the 1980s, large 
insurance and reinsurance companies such as AIG and Swiss Re developed 
significant capital markets and derivatives businesses. In April of 1998, the 
high-profile merger between Citicorp and Travelers highlighted the business 
potential for such combinations.
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The integration of banking and insurance businesses, either through 
mergers and acquisitions or expansions, will likely result in more supplier 
resources for the ART market. These companies possess the essential com-
petencies required for ART transactions: the insurer’s skill at quantifying 
the likelihood and magnitude of a risk, together with the bank’s experience 
in packaging, underwriting, and placing securities. They also have the ad-
vantage of greater capitalization than most insurers, which enables them to 
take on some of the risk. This can prove key in getting complex deals off 
the ground.

advantages of art

So what does ART have to offer, besides an alternative for companies that 
don’t like insurance? The answer, as suggested earlier, is the rationalization 
of risk transfer across the organization—a fundamental benefit of ERM. 
The traditional management of risk in silos, where different risks are man-
aged by different organizational units, has resulted in risk transfer programs 
that have not been rationalized either from the point of view of corporate 
policy or of economics.

From a policy perspective, a typical company might have in place a 
very conservative (and expensive) program for eliminating currency risks, 
but have no risk transfer strategies for other risks such as computer out-
ages, which could potentially be more significant. Even within companies 
where these functions are part of the same department, these policy deci-
sions are generally made independently. This is largely due to the decen-
tralization of risk transfer, with little or no policy coordination from senior 
management.

The financial objectives of these risk transfer activities are also dis-
tinct from an economic perspective. For example, a company’s treasurer 
may want to use financial derivatives to eliminate all exposures to currency 
movements and to minimize the cost of issuing debt. The credit risk man-
ager might prefer to reduce the company’s credit exposure to emerging mar-
kets, and the insurance risk manager would focus on reducing premiums 
paid while maintaining the same coverage for general liability and property 
damage.

The key problem with this approach is that risk transfer activities will 
likely be inconsistent from a policy perspective, which may lead to insig-
nificant risks being over-hedged and critical exposures going unremarked.
Enterprise risk management enables companies to measure, manage, and 
transfer risks on a much more integrated and rational basis. With specific 
reference to risk transfer, ERM is useful for:
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 ■ Establishing more consistent risk transfer policies, such as prioritizing 
risk exposures that have the greatest impact on the company’s earnings 
volatility. This ensures that the most important risks receive the most 
immediate attention.

 ■ Incorporating the full effects of diversification, so that only the compa-
ny’s net exposures are considered in risk transfer. A company that trans-
fers out gross exposures without considering diversification is bound to 
over-hedge.

 ■ Establishing an economic framework in which the costs and benefits of 
various risk transfer strategies can be evaluated. As a rule, the company 
should only transfer out risks if the cost of risk transfer is lower than 
the cost of risk retention, unless it deems the retention of certain risks 
to be entirely unacceptable.

Table 8.2 provides a simple example of how enterprise risk manage-
ment can rationalize a company’s risk transfer strategies. In this example, 
the company’s economic capital requirements for credit, market, and op-
erational risks are $50, $30, and $40, respectively. Diversification benefits 
amount to $20, resulting in a total economic capital of $100. If the cost of 
capital is 15 percent, the total cost of risk retention is $15.

Now assume that the company is considering an ART strategy that can 
reduce its risk levels by half. That is, the ART strategy will reduce the eco-
nomic capital required by half and reduce the cost of risk retention to $7.50. 
If the risk transfer costs only $5, there will be a reduction of $2.50 in the net 
cost of risk. That suggests the ART would be a good move.

Such a decision framework captures all of a company’s sources of risk 
on a consistent basis, incorporates the effect of diversification, and evaluates 

taBle 8.2 Cost-Benefit Analysis

Economic w/o ART Capital w/ ART

Credit Risk 50 25

Market Risk 30 15

Operational Risk 40 20

Diversification Effect –20 –10

Total Economic Capital 100 50

Cost of Risk at 15% 15 7.50

Risk Transfer Cost 0 5

Net Cost of Risk 15 12.50
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the cost-benefit of risk transfer. The same framework can be used to evaluate 
risk transfer using traditional insurance and derivative products as well as 
ART, and so is useful for comparing and contrasting their various effects.

ART has other advantages, too: focus; customization; cost reduction 
and simplified administration; coverage of non-traditional risks; and earn-
ings stability. Let’s briefly consider these.

focus

An emerging business paradigm is that a company should do what it knows 
how to do best, and outsource the rest. The average company, for example, 
does not manufacture its own computers or build its own office furniture, 
unless it happens to be a computer manufacturer or furniture maker. It fol-
lows that, since most companies are not in the business of managing finan-
cial and insurable risks, they would be wise to transfer risk to an outside 
party. This selective delegation of risk translates to more efficient use of 
capital for the business as a whole.

Customization

An ART policy is to a traditional insurance policy what an over-the-counter 
(OTC) derivative is to an exchange-traded derivative. ART deals are 
 company-specific and made to order, unlike more standardized insurance 
policies. Thus, a company buying an ART product is not obliged to pur-
chase coverage that it is unlikely to need, and can easily arrange for extra 
coverage in areas in which it has unusual levels of vulnerability.

This is particularly helpful for companies with unusual portfolios of risk 
that might not be adequately covered by traditional insurance. For example, 
a company that wishes to transfer some or all of its lending risk, counter-
party risk, operational risk, or settlement risk can only do so through one 
form of ART or another. Given the recent focus on operational risk man-
agement, companies will likely identify more non-traditional risks that they 
want to transfer out.

Cost reduction and simplified administration

If a company uses integrated risk policies or multi-line insurance, it may be 
able to use the natural hedges created by non-correlated risks to reduce the 
overall cost of the policy, in comparison with the aggregate cost of the same 
kinds of insurance purchased separately. A multi-line policy covering both 
currency and catastrophe risks will typically cost less than the combined 
prices of a stand-alone currency policy and a stand-alone catastrophe policy, 
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since the occurrence of natural disasters is usually largely uncorrelated with 
fluctuations in exchange rates.

Another advantage of using an integrated risk policy or a multi-line 
finite policy is the reduction in insurance-related administrative duties. If 
all coverage is purchased from the same company, there is less paperwork, 
fewer contacts to be dealt with, and no need to compare multiple policies 
for overlaps.

earnings stability

We’ve already noted that shareholders and analysts have become increas-
ingly sensitive to earnings volatility in recent years. Given the choice of 
two securities that perform similarly over the long term, investors will pick 
the one that exhibits less variation in periodic earnings. Earnings can be 
smoothed to some extent by more conventional hedging, but it would typi-
cally take a great many separate (and costly) hedges to achieve the same 
degree of homogenization as ART products can.

pitfalls of art

Despite these many benefits, ART is not a panacea. In particular, ART can-
not completely eliminate risk any more than any other form of risk transfer 
can. As noted in Global Institutions, National Supervision and Systemic 
Risk, the landmark 1997 report2 produced by the Group of Thirty (G30): 
“Of course, there is no way to eliminate risk or failure completely. The busi-
ness of market intermediation is to accept an appropriate amount of risk 
and manage it effectively. A financial system that attempts to eliminate risk 
rather than managing it well would be costly and inefficient.”

This holds equally true for the companies working within that system: 
they cannot eradicate all risks without greatly hampering their operations 
and financial performance. There are limits to the utility of risk transfer, 
whatever form it may take. Even if a company could transfer out most 
of its credit, market, and operational risk does not mean that it should. 
The transfer itself would generate new risks: most obviously counterparty 
risk to the provider of the risk transfer service. The amount of risk that a 
business should transfer, and the means it should use to transfer that risk, 
are largely dependent upon the specific needs and characteristics of that 
company.

Though most companies hold at least some conventional insurance, 
many have yet to use any ART vehicles. The usual rationale is inertia; if 
one’s company has done fairly well with conventional insurance coverage, 
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there is little incentive to try ART. Some executives have chosen not to con-
sider use of ART on the grounds that it is new and therefore risky.

Certainly, there is a degree of truth to this. ART does not yet have 
a long history, and so some of its methods inevitably need to be refined. 
Some risks are impossible to quantify with precision, and so insurance-
linked bonds may be needlessly expensive to issue or provide insufficient 
coverage for a given event. There are also potential cost issues. An ART 
product may require a larger initial outlay than a conventional insurance 
policy, though this is not always the case. The complexity and custom-
ized nature of ART instruments may also make the deal-making and 
legal documentation processes somewhat lengthier than companies are 
used to.

The greatest barrier to ART adoption, however, is largely cultural: the 
purchase and effective utilization of ART may require a company’s employ-
ees to drastically alter the ways in which they define, measure, and manage 
risk. Although such a paradigm shift is ultimately in the best interests of the 
company as a whole, the adjustment process will take time.

If a company comes to the conclusion that ART would be a good solu-
tion, there is a certain amount of education that its executives would be 
wise to acquire before proceeding, including a basic understanding of the 
product, the seller, and the regulatory and legal environment.

Understand the product

The nature of the ART market means that the majority of ART products are 
still much less standardized than conventional insurance policies. Though 
this can be a great advantage, in terms of customizing an instrument to 
the individual needs of the buyer, it can also make it difficult to determine 
fair prices and reasonable terms. Moreover, the insurance contract needs 
to be developed to facilitate the efficient processing of potential claims and  
settlements. To make sure that an appropriate product is purchased at an 
appropriate price, the following questions must be answered:

 ■ How exactly does this product work? How are the triggers determined? 
What would the payoff be, given a range of contingencies?

 ■ What is the net impact on the company’s economic capital requirements 
with this product?

 ■ Have similar deals been transacted in the past? If so, how were they 
priced? Have their purchasers been satisfied with the results?

 ■ Would it be possible to obtain the same coverage through conventional 
insurance? Would it cost more or less? Would there be tax or regulatory 
advantages to choosing one over the other?
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Know the seller

Most ART providers were founded in the mid- to late-1990s, and have 
thus had relatively little time to establish expertise or reputations for 
themselves beyond those inherited from their parent companies. Even the 
more established providers are unlikely to have experience setting up all 
the available variations on ART, due to the great diversity of existing 
products. It is therefore prudent to make a careful assessment of the ca-
pabilities of any potential ART counterparty. Some illuminating questions 
include:

 ■ Has this entity transacted any ART deals in the past? If so, were they 
similar to the one currently under consideration? How have these previ-
ous deals performed to date?

 ■ Are there former or current customers of this provider who might be 
willing to offer informed assessments of the entity’s skill in ART?

 ■ If this company has not packaged ART deals in the past, does it possess 
the competencies necessary to put such a policy together? In particular, 
does it have the experience necessary to bridge both insurance and capi-
tal markets?

 ■ How does this company measure and assess risk? What methodologies 
and models does it use? Does it outsource the risk measurement under-
pinning the protection it writes? If so, how reliable is the company to 
which the risk measurement is outsourced?

 ■ Does this company possess sufficient capital and/or reinsurance to re-
imburse claims that may arise? Are its reinsurers, if any, also capable of 
sustaining potential losses?

There may be many additional questions to ask, depending on the cir-
cumstances of both the company and the risk transfer market. As a rule, the 
more that is learned about the prospective deal, the less chance there is of 
making a costly mistake.

regulatory and accounting standards

One of the more salient problems with ART is the confusion regarding its 
regulation. Capital markets, banks, and insurance companies have tradi-
tionally been governed according to more or less separate, and frequently 
mutually exclusive, sets of rules and guidelines.

It was the breakdown of the barriers between these various markets 
and institutions in the 1990s that allowed ART vehicles, which exist at their 
intersection, to proliferate. A single ART transaction may be brokered by 
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an insurance company, packaged by an investment bank, and placed with 
investors in the capital markets; this means it may be subject to scrutiny by 
three regulators and one accounting standards board.

In fact, the treatment of ART products is generally convoluted, with 
multiple regulatory, legal, and accounting standards coming into play for 
any novel product or application. Some ART techniques (such as self- 
retention or captives) are well established. However, many others, such as 
earnings protection and catastrophe bonds, are still in their infancy, and it 
is likely that more new products will join them over time. Dealings in such 
products must be undertaken with an unusual level of expert legal and ac-
counting advice.

a looK to the fUtUre

It is hard to tell what will happen to ART in the years ahead. Although a 
large number of major players, in both the insurance industry and the capi-
tal markets, are firmly convinced that ART is the wave of the future, there 
also remain many who believe that ART is a craze—an overly complex so-
lution to a simple problem which will pass within the next few years. The 
key issue appears to be whether ART products can be executed more cost 
efficiently than conventional insurance.

Let us paint an optimistic picture. A harder insurance market than that 
of the 1990s increases the premiums charged for conventional coverage and 
makes ART look inexpensive by comparison. Companies adopting ERM 
programs turn to ART as the most efficient means for risk transfer. Their 
use of these products leads to impressive returns and earnings stability, en-
couraging other businesses to try out similar products. Increased demand 
encourages expansion of existing ART practices, and new banks and in-
surers enter the ART market, some in joint ventures between insurers and 
banks. Large corporations that own both banks and insurance companies 
realize that ART offers them much greater opportunity than simple cross-
selling does.

The increased use of ART creates a need for standardized legal treat-
ment, and both national and international governing bodies adopt guide-
lines for straightforward ART regulation. Even as the market for today’s 
ART products grows, the older ART providers begin offering new vehicles, 
securitizing a greater variety of risks than ever before. Investors, made newly 
aware of the need for hedging created by increased capital markets volatil-
ity, become increasingly eager to purchase these products to diversify their 
portfolios. ART becomes standard practice for companies in virtually every 
industry.
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This view is largely based on the impressive growth of the ART market 
in the 1990s, even in the midst of an unusually soft market for traditional 
insurance. The trend toward enterprise risk management should further 
support the development of integrated risk transfer products. It only makes 
sense that as companies take an enterprise-wide approach to managing their 
risks, they will look for new integrated risk transfer solutions that will help 
them meet their risk management objectives.

Furthermore, it is likely that demand for ART will increase as the field 
of risk management matures. Companies will increasingly come to under-
stand that managing risk does not necessarily mean eliminating risk. They 
will also learn to differentiate between risks that are at the core of their 
business competencies, and risks that can be more efficiently transferred out. 
When they reach this point, businesses will finally be able to devote all of 
their attention to their true task: doing business.

In the last decade, the advancement of the ART markets has resulted in 
a proliferation of new products and services. For instance, consider the rise 
of finite risk products, which are, typically, multi-year contracts that allow 
clients to reduce the cost of capital with more stable earnings. As such, they 
are powerful tools for managing loss volatility—the ability to control loss 
volatility is important, because it allows firms to more accurately allocate 
cash flows and other resources. Insurance is a particularly useful approach 
to the management of loss volatility because it allows for the distribution of 
losses over time, as well as among those insured. Popular finite risk products 
include: loss portfolio transfers; spread loss covers; adverse development 
covers; and time and distance covers.

Finite risk products are generally more expensive than more traditional 
methods of insurance, but for good reason—they help to protect against 
those black swan events that are normally excluded from other types of 
insurance because they have little historical precedence, which makes loss 
projections very difficult to calculate. According to Kate Westover, vice pres-
ident of Alternative Risk Transfer Services at Innovative Captive Strategies, 
Inc., “finite risk methodology is a necessary alternative to traditional insur-
ance rating techniques.”3

Another notable product is contingent capital, which is a bond—debt, 
essentially—that turns into equity when certain triggers are set off, or in 
the case of a defined event. In the short-term, contingent capital helps to 
keep the cost of capital at low levels, because it is generally classified as 
debt, but, like finite risk products, also serves as a cushion against black 
swan events. In this manner, contingent capital can go quite some way 
in helping to mitigate the too-big-to-fail problem by allowing banks and 
other financial institutions to re-capitalize without needing to touch tax-
payer funds.
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Case stUdy: honeywell

In February 1997, Honeywell Inc. took an “intrepid step forward transfer-
ring its risks”4 by blending its property and casualty exposures and foreign 
exchange translation risks in a single policy insured by American Interna-
tional Group and brokered by J&H Marsh & McLennan. “Our objective 
was to significantly reduce our overall cost of risk, as well as our administra-
tive costs,” says Larry Stranghoener, Honeywell’s CFO and vice president.5 
Mr. Stranghoener was looking for a policy that would limit the volatility of 
Honeywell’s financial results under the assumption that, as was discussed 
earlier in this chapter, stock markets punish earnings volatility with some-
times significantly lower stock prices.

By taking an integrated view of their risk exposure and using alterna-
tive risk transfer methods, Tom Seuntjens, director of risk management at 
Honeywell, estimates that Honeywell was able to save more than 20 percent 
over its traditional risk management practices. It was able to cut the number 
of insurance carriers it used from 17 down to 10, and noted real savings in 
staff time and overhead because of simplified transactions.6

Honeywell has been pleased with the policy’s performance thus far, and 
is now considering adding a weather risk transfer element to help offset the 
risk of mild winters on sales of its thermostats. Honeywell is also evaluating 
the possibility of adding interest rate risks and foreign exchange transaction 
risks to the mix.7 Furthermore, it is deliberating movement in the direction 
of full enterprise risk management. “We believe it makes sense from a risk 
management standpoint to evaluate our total risk profile, not just hazard 
and financial risks, but also our operational and strategic risks. Once we do 
that, the next logical step is to find a comprehensive way of mitigating those 
risks. It’s still too early to say if we will go this way, but I think we already 
have the reputation for being aggressive and innovative in this area.”8

Case stUdy: BarClays

In an effort to meet the higher required levels of contingent capital, British 
banking giant Barclays has recently rejuvenated its ART strategies by offer-
ing a wave of 10-year contingent capital bonds—in 2012, it sold $3 billion 
worth of these products to investors across Asia, Europe, and the United 
States. The attractiveness of the bonds can be attributed to its 7.6 percent in-
terest rate, which is remarkable in today’s historically low rate environment.

Still, this higher yield comes attached with a corresponding higher 
risk; should Barclays incur losses that bring its core Tier 1 equity ratio to 
7 percent or lower, the value of the contingent capital bonds drops to zero, 
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and investors lose all their money. Potential investors are concerned by this 
stipulation, worrying about the asymmetrical risk/return profile of these 
bonds. Robert Montague, of ECM, notes how “some investors prefer get-
ting written off to being converted to equity. . . . These instruments share the 
same downside risk as equity, but none of the upside.”9

While some banks have followed in Barclays footsteps—including Credit  
Suisse and UBS—many have instead turned to other forms of ART products. 
While regulators are encouraging banks to engage more with contingent 
capital, Barclays’ current shareholders hold mixed views of it; in the case 
that these bonds are converted into equity shares, the ownership interests of 
existing shareholders will inevitably be diluted.

It is too early to tell whether Barclays’ latest move will prove to be a 
success or a failure. However, what is obvious at this stage is the fact that in-
creased regulatory capital requirements and an uncertain economic climate 
have driven banks to be more innovative in their risk transfer strategies, 
which has pushed the growth of ART applications to a much higher level.





127

In risk management, as in many other business disciplines, you manage 
what you measure. As discussed in Chapter 3, risk measurement is one of 

three components of the basic risk management process—the other two be-
ing risk awareness and risk control.

Risk measurement analytics are therefore an invaluable part of the risk 
management process. Trying to manage risk without appropriate analyti-
cal tools is like trying to fly a plane without instrumentation—while the 
weather is good, everything is fine and the organization may not experience 
substantial losses. But in bad weather, the organization can be put in grave 
danger without any sense of where it lies.

Increased awareness of the challenges of ERM has therefore led to in-
creased development of advanced analytical and reporting tools. Since the 
early 1990s, volatility-based models such as Value-at-Risk (VaR) have been 
applied to the measurement and management of all types of market risk 
within an organization. Value-at-risk can be defined as the maximum po-
tential loss that a position or portfolio will experience within a specific con-
fidence level over a specific period of time. In market risk management, the 
use of VaR models has become standard practice for estimating potential 
loss and establishing risk limits.

Similar models, along with models of corporate default, have more re-
cently been applied to credit risk management; some companies have even 
begun experimenting with the application of these techniques to operational 
risk management. This has supported the quantification and management of 
credit, market, and operational risks on a more consistent basis.

The same techniques can also be used to evaluate the merits of risk trans-
fer products such as derivatives, insurance, and ART products, as well as in 
the quantification of risk exposures and risk-adjusted profitability. Take risk 
transfer—a company’s management can increase shareholder value through 
risk transfer if the cost of transferring out a given exposure is lower than 
retaining it. For example, the all-in cost of risk transfer might be 12 percent 

Chapter 9
risk analytics
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and the cost of risk capital 15 percent. Alternatively, management might 
want to reduce the company’s risk exposure from a VaR of $300 million 
to a VaR of $200 million. Risk analytics can be used to determine the most 
cost-effective way to do that.

Various analytical tools are available for managing risk at the enterprise 
level. Each of these can be grouped into one of two broad categories. The 
first focuses on risk control. These are designed to ensure that the risks be-
ing taken by an enterprise conform to its overall risk appetite. The second 
category is oriented around risk/reward optimization. These analytics are 
intended to support the enterprise in determining which risks it should take 
(i.e., identifying those that offer a high return relative to their risks) and 
which it should avoid (i.e., low returns relative to risk).

rIsk Control analytICs

We will review three major forms of risk control analytics: scenario analysis, 
economic capital, and risk indicators (early warning systems).

scenario analysis

One of the most fundamental techniques of risk control is scenario analysis. 
A scenario analysis is a top-down, what-if analysis that measures the impact 
that a certain event (or combination of events) will have on the enterprise. 
An example of a scenario analysis would be to assess the financial impact of 
market and economic conditions similar to the 2008 global financial crisis. 
A stress test is a form of scenario analysis focused on specific risk factor(s). 
Stress testing should be implemented in combination with regularly per-
formed risk assessments, as well as on an as-needed basis. Stress testing 
should be tailored to the institution’s unique combination of size, business 
model, and risk/return characteristics, and should be regularly evaluated to 
ensure its effectiveness and relevance.1

The stress testing framework should address the possibility of specific 
negative outcomes, including those resulting from severe turmoil in the capi-
tal markets and macroeconomic conditions. By incorporating a range of 
sensitivity and scenario analyses, and reverse and enterprise stress testing, 
stress tests can assess the risk impact of given scenarios on the capital and 
liquidity of the entire institution.

Stress tests are an important supplement to other risk management tools 
because they can help institutions to identify underestimated or previously 
unconsidered areas of vulnerability and risk. In order words, they allow 
institutions to quantify tail risks or loss estimations beyond those provided 
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by probabilistic risk models. They are meant to capture the impact on the 
enterprise given changes such as:

 ■ The effects of interest rate movements (e.g., what impact might a 
300-basis-point upward shift of the yield curve have on the enterprise?)

 ■ Changes in the default rates in a portfolio (e.g., what happens if loan 
defaults increase by 20 percent?)

 ■ A decrease in liquidity (e.g., what happens to our liquidity position if we 
have limited access to wholesale-funding markets for 90 days?)

 ■ Changes in unemployment (e.g., what happens if unemployment rises 
to 10 percent?)

 ■ Credit downgrade (e.g., what is the financial impact, including collat-
eral requirements, if our credit rating is lowered two full notches?).

 ■ The effects of movements in commodity prices (e.g., what happens if oil 
prices increase by 20 percent?)

 ■ Changes in gross domestic product (GDP) (e.g., what happens if GDP 
falls by 5 percent?)

The results of stress testing are consequential enough for it to be a sig-
nificant part of new regulations mandated by the Federal Reserve as well as 
the Dodd-Frank Wall Street Reform and Consumer Protection Act.

For example, the Comprehensive Capital Analysis and Review (CCAR), 
an annual process by which the Federal Reserve performs analysis of the cap-
ital adequacy of “U.S.-domiciled, top-tier bank holding companies (BHCs) 
with total consolidated assets of $50 billion or over,” specifically requires 
stress testing as a part of capital analysis.2 During the CCAR process, par-
ticipating BHCs must submit proposals to the Federal Reserve which outline 
their plans for managing capital, adhering to specific minimum capital ra-
tios, and meeting basic Basel III requirements (further details in Chapter 12). 
Should the Fed reject the BHC’s plans, the BHC must then produce a revised 
version within 30 days, which is subject to further approval by the Fed.

In return, the Federal Reserve will supply the BHCs with stress test 
scenarios that include a broad collection of variables to assess the BHC’s 
losses and resulting capital ratios. One such scenario comprises of a reces-
sion over a nine-quarter forecast period. Using past recessions as a basic 
model, this stress test forecasts the BHC’s performance in the case that, for 
example, domestic and foreign GDP and house prices decrease by more than 
20 percent, asset prices fall, and unemployment rises, among other stressed 
assumptions.3

The Dodd-Frank Act provided the legislative framework for the stress 
testing requirements discussed above. Enacted in October of 2012, the 
Act calls for both annual supervision by the Federal Reserve, as well as  
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semi-annual stress tests to be conducted by BHCs themselves (among other 
chosen financial institutions with more than $50 billion in assets).4 To in-
crease the comparability of the stress test results, the Federal Reserve re-
quires all participating BHCs to project their earnings and capital ratios 
in three possible macroeconomic scenarios—a baseline, an adverse, and a 
severely adverse scenario. All three scenarios outline trajectories of real GDP 
growth, inflation, foreign exchange rate, interest rates, and asset prices for a 
total of 26 variables that determine economic conditions and activities over 
a nine-quarter forecast period.

For example, the severely adverse scenario details a decrease in real 
GDP by 5 percent, an unemployment of 12 percent, and a fall in home 
values by more than 20 percent.5 BHCs are required to forecast their net 
income and equity capital for the specified time frame to assess their own 
capital standing under these specific conditions.6 With a minimum tier 1 
common ratio of 5 percent, all of the BHCs (save for Ally), passed the stress 
test, as demonstrated in the graph below (Figure 9.1).7 The Federal Reserve 
also provides other shock scenarios for the BHCs deemed more susceptible 
to counterparty risks (such as those with heavier involvement in derivatives 
and other types of inter-bank leading and trading).

The results of these stress tests are meant to provide transparent infor-
mation regarding the capital and liquidity resources of each institution to 
assess their ability to weather harsh macroeconomic shocks. However, it is 
important to note that scenario analysis and stress testing are not meant to 

FIgure 9.1 Stress Tested Tier 1 Common Ratio
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capture the absolute worst that might happen (things can always get worse). 

Rather, they focus on the most severe events that seem plausible in the minds 
of senior management.

One of the shortcomings of stress testing is that it focuses on extreme, 
adverse events and does not capture the impact of less extreme, but more 
probable, adverse events. One analytic approach that addresses this prob-
lem is the simulation of a range of scenarios for a particular risk factor or 
set of risk factors, such as interest rates.

A specific and common form of simulation is Monte Carlo simulation. 
A computer performing Monte Carlo simulation is basically a machine for 
generating what-if scenarios—random scenarios based on parameters speci-
fied by the user. For example, a Monte Carlo simulation of interest rate 
movements could be constructed by using the historical interest rate volatil-
ity to parameterize each scenario. Monte Carlo simulation has been used 
in the measurement of a variety of different types of risk, including credit, 
market, insurance, and operational risks.

economic Capital

Another common risk control measure is economic capital. At the enterprise 
level, economic capital represents the amount of financial resources that the 
institution must theoretically hold to ensure the solvency of the organization 
at a given confidence level and given its enterprise risk profile. Economic 
capital is therefore a function of two quantities: the organization’s so-called 
solvency standard and its risk.

The solvency standard is the desired creditworthiness of an organiza-
tion and can be inferred from its (desired) debt ratings. For example, an 
institution that has a target solvency standard of 99.9 percent would de-
fault, on average, only once every 1,000 years. This is roughly equivalent 
to an institution awarded an A rating by Standard & Poor’s credit-rating 
service.

A higher solvency standard implies that more economic capital is held 
for a given level of risk: put the other way, the greater the risk that an in-
stitution bears, the greater the financial resources it must have in order to 
maintain a given solvency standard. A widely accepted theoretical frame-
work for relating the amount of capital a financial institution needs to hold 
against a given level of risk is based on Robert Merton’s model of default,8 
which essentially says the following:

 ■ A company’s shareholders own the right to default on payments to 
debt-holders, and will do so if the value of the firm’s equity (net assets) 
drops to zero;
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 ■ Debt holders charge shareholders for default risk by demanding a 
spread over the risk-free rate on the funds they provide; and

 ■ The probability of default is a function of the current level and potential 
variability (the probability distribution) of a firm’s net asset value.

The calculation of an organization’s economic capital is generally 
done bottom up. That is, the economic capital is calculated separately for 
each type of risk, and then aggregated, taking into account the effects of 
diversification, to come up with the overall economic capital for the entire 
enterprise. The basic process is as follows:

 ■ Generate stand-alone distributions of changes in the enterprise’s value 
due to each source of risk;

 ■ Combine the stand-alone distributions, incorporating diversification 
effects;

 ■ Calculate the total economic capital for the combined distribution at 
the desired target solvency standard; and finally

 ■ Attribute economic capital to each activity based on the amount of risk 
generated by the activity.

risk Indicators

A third form of risk control analytics is risk indicators, or early warn-
ing systems. These are designed to give timely information about changes  
in risk conditions to allow management to take appropriate action to miti-
gate risk. Early warning systems can use either external market data or 
internal data.

External systems make use of market and economic data to indicate 
changes in the amount of risk to which an institution is exposed. Data com-
monly used this way include interest rates, foreign exchange rates, credit 
spreads, unemployment rates, changes in GDP, the volatilities of these fac-
tors, and so on. This information can be monitored with respect to their 
levels and trends, as well as translated into the economic impact on an or-
ganization, such as increases in funding costs.

Internal systems make use of institution-specific data to indicate  changes 
in risk levels. The risks that are being measured may be either tied directly 
to the bottom line (e.g., credit card default rates) or associated less directly 
with an increase in risk levels (e.g., increased concentration in the lending 
book, or increased line utilization which may indicate higher probability of 
customer default). In either case, advance warning will allow management 
to establish policies and procedures to reduce exposure to the specific risks 
identified by the early warning systems.
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rIsk optImIzatIon analytICs

The goal of risk management is not to reduce an institution’s risk to zero, or 
even to minimize risk. Without risk, there is no return. Rather, it is to ensure 
that the enterprise is well compensated for the risk that it takes, subject to 
the constraint that the risks taken fall within the institution’s overall risk  
appetite. The risk optimization analytics discussed below can be used to 
help maximize returns relative to risks.

risk-adjusted return on Capital

Risk-adjusted return on capital (RAROC) can be calculated for an institu-
tion as a whole, or separately for each of its business activities (e.g., by prod-
uct, customer, or business unit). Since the amount of economic capital that is 
required to support each of the enterprise’s activities is proportional to the 
risk generated by that activity, economic capital can be used as a standard 
measurement of risk. Combining the economic capital required to support 
the risks of an activity with the activity’s expected economic returns yields 
a ratio that represents the amount of return the institution expects per unit 
of risk it takes:

RAROC = 
Risk−adjusted Return

Economic Capital

The risk-adjusted return is based on net income or expected return.  
RAROC using net income provides an indication of actual profitability, 
while the use of expected return provides a measure of normalized profit-
ability. This is particularly relevant when applying RAROC to credit risk-
related activities, since expected losses are often used in the calculation of 
return, rather than actual losses.

The primary use of RAROC is to compare the risk/return of different, 
and potentially quite diverse, business activities. This is particularly useful 
when capital is scarce and an institution needs a way to choose between 
investments. In addition, an institution can evaluate its RAROC against its 
cost of equity capital (Ke), to identify business activities that are adding 
shareholder value (RAROC is greater than Ke) and those that are destroying 
shareholder value (RAROC is less than Ke).

economic Income Created

One disadvantage of RAROC as a performance metric is that it does not 
capture the quantity of return that an activity generates. For example, 
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suppose that a business unit currently has a RAROC of 25 percent, well 
above the parent institution’s hurdle rate of 15 percent. If RAROC were the 
primary performance metric, the unit would not want to generate additional 
business that did not meet or exceed its current RAROC of 25 percent, as 
the additional business would move the average RAROC below its current 
level. This is obviously problematic, as the institution’s management would 
like the subsidiary unit to pursue all opportunities that return the corporate 
hurdle rate of 15 percent or more.

It would therefore be desirable to use a metric that captures the quantity 
of return that a unit or activity generates in this case. Economic Income 
Created (EIC) is a risk optimization tool that can be used as just such a metric:

EIC = Risk−adjusted return − (Hurdle rate × economic capital)

Any business whose return on marginal economic capital is greater 
than the hurdle rate increases EIC. EIC is thus a better mechanism for set-
ting  performance targets and executive compensation payouts, as it clearly 
encourages business managers to pursue all above-hurdle, marginal growth 
opportunities (whereas RAROC targets can have the adverse effect of dis-
couraging growth in businesses with high historical RAROC performance).

shareholder Value and shareholder Value-added  
raroC and eIC 

Shareholder Value and Shareholder Value-Added RAROC and EIC are 
measures of performance in a given period of time. While they give a sense 
of performance in the current period, they do not directly measure the eco-
nomic value of businesses over the longer term. Shareholder value modeling 
provides the translation from these annual measures to measures of the in-
trinsic economic value of a business as an ongoing concern.

Shareholder value (SHV) models must capture the full economic value 
of a transaction or business activity, which is to say the present value of all 
future cash flows. Shareholder value-added (SVA) measures the degree to 
which shareholder value exceeds the value of the capital invested. Borrow-
ing from the popular dividend discount model for equity analysis, formulas 
for these two measures are shown below:

SHV = Discounted Value of Cash Flows

= × −
−
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 SVA = Discounted Value of EVAs

= × −
−

−








EC

RAROC g
Hurdle g

1

The new factor introduced by SVA analysis is the measurement of 
the future growth prospects of a business, g. This is inherently difficult 
to estimate, particularly for time horizons well into the future. While it 
would be more useful, and accurate, to use detailed cash flow projec-
tions for each unit, most organizations employ a medium-term horizon 
of three to five years in determining the growth rate. Note that the ratio 
involving RAROC, hurdle, and growth (g) in the SHV equation is con-
ceptually similar to a market-to-book ratio and can thus be benchmarked 
externally.

SVA is designed as a decision-support metric. At the firm-wide level, 
SVA analyses are generally used to support decisions about internal re-
source allocation, as well as decisions on acquisitions, divestitures, and 
joint ventures. SVA employs many of the same conceptual factors that are 
used in the construction of the performance metrics described above, but 
differs from them in that it captures both tangible and intangible changes 
in value.

For example, changes in regulation or competition that may affect 
the long-term growth prospects of a business may not affect its contribu-
tion in a recent period (as measured by EIC). However, they will alter its 
value contribution to the firm over a longer time horizon (as measured 
by SVA). So much for the models applicable at the enterprise level. Let’s 
now review the models used in the evaluation of market, credit, opera-
tional, and insurance risks. Once again, volumes have been written about 
the technical details of these models. We will confine ourselves here to 
sketching out the properties of the various analytics, though the inter-
ested reader is strongly recommended to explore these subjects in more 
detail.

market rIsk analytICs

Interest rate models

Broadly speaking, there are two uses for interest rate or term structure 
models: pricing interest rate-dependent instruments and interest rate risk 
management. In particular, such models are useful in predicting the 
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dynamics of cash flows that are contingent on interest rates. Such cash 
flows are often path-dependent (that is, they vary according to the behav-
ior of interest rates, not just their level); a classic example is prepayment 
of mortgages.

Value-at-risk models

Value-at-Risk (VaR) is one of the most common forms of market risk 
measurement. There are three broad approaches to calculating VaR, each 
with its own strengths and weaknesses: the parametric approach uses vola-
tilities and correlations of risk factors; the Monte Carlo simulation method 
uses a simulation model to generate a large number of possible outcomes; 
and the historical simulation technique uses previously observed price and 
rate movements.

The primary advantage of parametric VaR is that it can be calculated 
quickly and is computationally simple, which makes it useful when ana-
lyzing portfolios with many different assets and risk factors. However, it 
assumes that asset returns are linearly related to risk factor returns, and 
that the risk factor returns are normally distributed. Thus, parametric VaR 
ignores non-linear price sensitivities, such as gamma for options and con-
vexity for bonds. In addition, parametric VaR models (usually) assume that 
price movements are normal. Both of these factors cause underestimations 
of the potential future volatility of portfolios.

Monte Carlo VaR, on the other hand, does not make the assumption 
that asset returns are linearly dependent on price. In calculating portfolio 
profit and loss, Monte Carlo simulates normally distributed future scenar-
ios, with the variances of risk factor returns as a parameter, and uses them to 
re-evaluate the portfolio. More complex versions fully reprice the portfolio 
assets. As a result, Monte Carlo has some disadvantages; it is generally the 
form of VaR that takes longest to calculate, and it still assumes that risk fac-
tor returns are normally distributed.

Historical simulation VaR is the only method that removes both 
the assumptions of normally distributed risk factor returns, and asset 
returns that are linearly dependent on price. Under historical VaR, the 
daily fluctuations actually observed in risk factors in the past are used to 
simulate the impact on the valuation of a portfolio of assets. In doing so, 
historical VaR produces better estimates of the actual distribution of risk 
factor returns, using full repricing; however, it repeats the exact returns 
observed over some historical period. This means the model’s predictions 
are based solely on market fluctuations that were actually observed and 
take no account of those that are possible (and potentially important) 
but have not actually happened. As such, historical VaR is not practical 
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for new securities or securities that have not been observed in stressed 
markets.

asset/liability management models

VaR models are suitable for portfolios that are composed of liquid 
instruments. However, illiquid portfolios and structural positions (such as a 
bank’s natural asset/liability mismatch position) have some characteristics 
that make VaR models (particularly parametric VaR models) sub-optimal 
for risk measurement. These characteristics include longer liquidation peri-
ods due to low liquidity, non-linearity of customer behavior, and embedded 
options within the assets and liabilities.

Asset/Liability management (ALM) models represent an improvement 
over VaR for illiquid portfolios for several reasons. First, they allow more 
sophisticated interest-rate and foreign-exchange modeling. Monte Carlo 
and parametric VaR permit very unusual yield curve movements that are 
unlikely to occur in reality. Historical simulation may or may not suffer 
from this problem, depending upon how the simulation is constructed. 
ALM models generally use more sophisticated mechanisms for capturing 
yield curve behavior, such as inversion between short-term and long-term 
rates, and are therefore more likely to yield accurate results.

ALM models also offer better accounting than VaR for long holding 
periods. VaR models use a very short holding period and volatility measure-
ment period (generally either a one- or 10-day holding period, with vola-
tility measurement done daily). This approach makes sense for short-term 
trading exposures. However, there are long-term relationships between risk 
factors that may not manifest themselves in the short term. Issues such as 
the mean reversion of interest rates or covered interest rate parity for foreign 
exchange mean that the risk factors do not necessarily change in a purely 
random or independent manner. ALM models are generally parameterized 
over a longer horizon and are therefore more likely to capture the effects of 
long-term relationships between risk factors.

A final advantage of ALM models is better treatment of embedded op-
tions and path-dependent products. The bulk of traded products have rela-
tively simple relationships to risk factors such as interest rates and foreign 
exchange rates. Illiquid portfolios, particularly the structural balance sheets 
of banks, may include asset and liability positions with complex relation-
ships to risk factors. For example, assets such as U.S. residential mortgages 
effectively bundle prepayment options with debt, and as a result, have a 
relatively complex relationship to interest rates. ALM models are designed 
to capture this complex behavior and appropriately value the change in as-
sets and liabilities due to changes in risk factors.
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CredIt rIsk analytICs

A large variety of analytics are available for supporting credit risk 
measurement. Most of the available tools focus on estimating the components 
of expected loss for individual credit exposures. These analytics include:

 ■ Credit-scoring models, which estimate the expected default frequency 
of a borrower or counterparty at a point in time.

 ■ Credit migration models, which focus on how the credit quality of ex-
posures changes over time.

 ■ Credit exposure models, which estimate the Loan Equivalent Exposure 
of credit transactions.

 ■ Credit portfolio models, which assess the risk/return profile of a portfo-
lio of credits and take the impact of diversification into account.

Credit-scoring models

One of the key inputs when measuring credit risk is the likelihood that a 
given credit exposure will default over a given period of time—this is often 
called the expected default frequency (EDF). The most common analytical 
tool used to perform this estimation is a credit-scoring model. There are 
three basic types of credit-scoring models: empirical models, expert models, 
and Merton-based models.

Empirical models are constructed by analyzing the historical default 
experience for similar credit exposures. For example, an empirical model 
might be based upon an analysis that uses income, outstanding debt, and 
length of employment to predict the default frequency of a credit card 
customer. Fair Isaac’s FICO score is an example of an empirical model  
applied to a consumer borrower base.

Expert models attempt to capture the judgment of credit experts in the 
form of a model. In most cases, credit experts are senior individuals  within 
the organization who are seen as having strong credit assessment skills. 
These models tend to be employed when the credit assessment process is 
considered to be complex and difficult, and/or when the analysis of a vast 
amount of quantitative and qualitative information is required.

Finally, Merton-based models use finance theory and market infor-
mation to develop implied default rates of companies. Credit Monitor, a 
product developed by the KMV Corporation (now part of Moody’s), is 
an example of a credit-scoring tool that falls into this category. The basic 
finance theory used by such models is the Merton model of a firm’s capital 
structure described above: a firm defaults when its asset value falls below 
the value of its liabilities. A company’s default probability then depends 
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on the amount by which assets exceed liabilities and the volatility of those 
assets.

Market information (such as the volatility of a company’s stock price) 
can be used to estimate the volatility of a company’s assets. By making 
some assumption as to the shape of the distribution of changes in asset 
value (assuming that they are normally distributed), we can estimate the 
probability that the value of a company’s assets will be lower than the value 
of its liabilities. This probability is then used as the basis for assessing the 
probability that the company will default.

Credit migration models

The credit grading models described above are useful for developing a  
point-in-time estimate of the default frequency of a company or entity. 
However, credit quality can and does change over time. If an institution has 
long-term credit exposures, it is essential to understand how credit quality 
can change in the future.

The problem of estimating long-term default probabilities is compli-
cated by the reality of credit migration—the fact that companies’ fortunes 
and creditworthiness will very likely change from one year to the next. Thus 
the EDF, per annum, of a long-term exposure is not necessarily equal to 
the one-year EDF. It would only be the same if creditworthiness remained 
constant. Similarly, very short-term credits may also have different EDFs 
than one-year exposures.

The primary objective of credit migration models is to attach cumula-
tive default probabilities over a number of years to internal grades. There 
are several ways of doing this, just as there are several ways to tackle the 
EDF-based calibration of a credit grading scale. These methods can be clas-
sified into three categories according to the way that the relevant data are 
used and/or sourced: the cohort study approach, the migration matrix ap-
proach, and the benchmarking approach.

Under the cohort study approach, the credit portfolio is divided into 
cohorts based on origination year, geography, and risk grade. Then, multi-
year EDFs are estimated by using the multi-year cumulative default rates 
actually observed historically for different grades of credit. This is similar 
to the historical method of calibrating the one-year EDF, and suffers from a 
similar problem: there is frequently not enough reliable data. This is particu-
larly true for longer time periods, as many grading scales have not been used 
consistently for very long. Nonetheless, the cohort study approach is often 
used by credit card and mortgage lenders because marketing programs and 
product features vary each year. These variations can have a material impact 
on the credit performance on each cohort.
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Another way of estimating multi-year EDFs is through the use of mi-
gration matrices. The main idea is to avoid having to measure default rates 
directly by observing the rates at which grades change—in other words, the 
rates at which credits migrate between grades. Migration rates are much 
higher (and thus, easier to measure accurately) than default rates, particu-
larly for higher-quality credits. Together with the previously calibrated EDFs 
for each credit grade, a table of migration probabilities implies a complete 
series of long-term EDFs.

This process is most easily described by example. To find the two-year 
EDF for an A+ borrower, for instance, we would first measure the probabil-
ity that, within a year (or some other period), an A+ company will remain 
an A+ company (e.g., 85 percent). In addition, we need the probability that 
it will become an A (10 percent), the probability that it will become an  
A- (4 percent), and so on. The probability of default in the first year will be 
the two-basis point characteristic of an A+. The second-year default prob-
ability, however, will be the weighted average of the EDFs associated with 
each of the different grades to which the credit might migrate. The weights 
are assigned according to the probability that an A+ company will change 
to that grade in a year.

There are two approaches when it comes to going further than the sec-
ond year. One is to repeat the same kind of analysis over longer time hori-
zons (that is, to compare the current grades with the potential grades two 
or more years from now). Another is to develop a migration matrix that 
provides information on the probabilities of a borrower having a certain 
grade a year later, given its current grade. Neither approach is technically 
simple, but both can achieve satisfactory results.

Counterparty Credit exposure models

The trading of financial instruments, such as foreign exchange forwards, 
forward rate agreements, and swaps, often generates potential credit risk 
exposure. The credit risk is generated when market conditions move in  
one party’s favor, and so the contracts that it has engaged in have a positive 
mark-to-market value, or replacement cost. If the other party to the trade 
(the counterparty) defaults and cannot honor its side of the contract, the 
first party is exposed to the current mark-to-market amount.

Because this exposure is contingent upon the default of a counterparty, 
a credit risk framework is usually used to evaluate the risk. However, unlike 
the many forms of credit risk where the exposure is known (such as term 
loans), the exposure to a counterparty is in this case driven by market risk 
factors such as interest rates or foreign exchange rates. Analytical models 
are needed to estimate potential exposure to a counterparty.
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The simplest approach is to use a percentage of the notional value of 
a contract as the expected exposure for calculating credit risk, potentially 
varying by type of contract and term of contract. This approach is gener-
ally too simplistic, and can substantially misestimate risk. An improvement 
is to use the present market value of the contract, although this does not 
take into account the potential for greater (or lesser) exposure in the future.  
Fortunately, potential credit exposures for most (but not all) instruments 
can be calculated using formulas that take as inputs the volatility of the 
value of the contract and the maturity of the contract.

These formula-based approaches work well for single-payment 
contracts, such as foreign exchange forward contracts or forward rate 
agreements. However, they generally do not work well for multiple-payment 
contracts such as interest rate swaps. In these cases, a Monte Carlo simulation 
approach would be more accurate; in using a Monte Carlo approach, the 
expected and maximum credit exposures can be estimated given a large 
range of potential rate and price movements.

CredIt portFolIo models

The credit risk analytic models we have described thus far in this chapter are 
focused on the assessment of individual credit risk exposures. In addition, 
credit portfolio models are used to aggregate the credit risk of individual 
exposures, and to determine how losses behave at the portfolio level. There 
are three general approaches to modeling credit portfolios: financial models, 
econometric models, and actuarial models. We will provide an overview of 
these models.

Financial and econometric models

Financial models such as the RiskMetrics Group’s CreditMetrics and KMV’s 
Portfolio Manager rely on the Merton model of a firm’s capital structure.  
As described previously, this assumes that a firm defaults when its asset value 
falls below the value of its liabilities. A borrower’s default probability then 
depends on the likelihood that the value of assets will drop below the value of 
liabilities, which in turn is a function of volatility of the value of those assets.

The asset value is usually modeled as lognormally distributed, which 
means that changes in asset value are normally distributed. The default 
probability can then be expressed as the probability of a standard normal 
variable falling below some critical value, representing the point at which 
the value of liabilities exceeds the value of assets. The distribution of pos-
sible losses on the portfolio is estimated through Monte Carlo simulation.
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Econometric models such as McKinsey & Company’s CreditPortfolio-
View attempt to model the default rate for a borrower (or group of similar 
borrowers) in terms of the behavior of macroeconomic variables. To put it 
simply, the default rate of each sector (representing a group of similar bor-
rowers) is determined by changes in macroeconomic variables such as inter-
est rates, gross national product, and so on. The portfolio loss distribution 
is again calculated by Monte Carlo simulation.

actuarial models

The CreditRisk+ model developed by Credit Suisse Financial Products makes 
use of mathematical techniques that are commonly used for loss distribu-
tion modeling in actuarial (insurance) literature. CreditRisk+ is based on an 
analytical, closed-form formula for default risk—in other words, a formula 
which takes average default rates and volatilities as inputs and provides 
a distribution of credit portfolio losses as the output. As such, it requires 
relatively little data and can be evaluated very quickly compared with the 
computationally intensive and slow Monte Carlo simulations used by the 
financial and econometric models. The main problem with this approach is 
that it assumes that the bank already has useful default data, which is not 
always the case.

It has been shown (by Ugur Koyluoglu of Oliver, Wyman and Company 
and Andrew Hickman of ERisk) that these models are largely equivalent—
provided that their assumptions and input data are phrased in compatible 
ways. In practice, however, the models’ incompatibility is not easy to 
overcome. A user might end up with quite different risk results when the 
same portfolio is analyzed using such dissimilar models. This can, in fact, 
be a useful way to pin down the real risks of the credit risk portfolio by 
quantifying its loss sensitivity to different parameters and assumptions.

operatIonal rIsk analytICs

There are two basic approaches to estimating operational risk: top down 
and bottom up. The top-down approach generally applies to the entire en-
terprise, while the bottom-up approach analyzes operational risks generated 
at the activity level, which are then aggregated to determine a measure of 
operational risk for the enterprise. Let’s examine these individually.

top-down approaches

There are two different techniques that are employed in the top-down 
approach. The first is the use of analogs—a technique which first strips away 
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all specific risks that can be identified, such as business risk, credit risk, or 
market risk, while classifying any remaining risk as operational risk.

This estimated operational risk is then benchmarked against public 
companies whose operations are comparable to that of the enterprise. Since 
these public companies are often selected for their nature as pure play ana-
logs of the business operations of the enterprise, the amount of equity nec-
essary to support operational risk (adjusted for size differentials) can be 
based on these external benchmarks. For example, the equity required for 
the IT function can be estimated by benchmarking the equity levels of pure 
IT companies.

The second technique uses historical loss data to provide an empirical 
distribution of operational risk losses. A loss database is used as the basis for 
parameterizing this loss distribution, and is then scaled up or down to suit 
the size of the enterprise’s operations.

Bottom-up approaches

One bottom-up technique for estimating operational risk is through self 
assessment. This is basically a business- or expert-based risk assessment 
of a particular activity, as it includes estimates of probability, severity, and 
control effectiveness. Risk assessment will be discussed in more detail in 
Chapter 23.

Another bottom-up technique is to build a model of the cash flows of 
an activity or operation. The inputs to the model are risk factors that affect 
the profitability of the activity, and Monte Carlo simulation could be used 
to generate a distribution of value for the activity. These types of models 
are effective in situations where business relationships can be explicitly tied 
to external market risk factors. An example of a business for which this  
bottom-up approach works well is mortgage origination, where the amount 
of volume that is generated by the business unit can be directly tied to 
changes in interest rates.

grC systems

The Sarbanes-Oxley Act of 2002 (SOX) has its roots in the Enron and 
WorldCom disasters—both of which inspired scrutiny of federal securities 
laws, financial reporting practices, and internal controls at an unprecedent-
ed level.

Essentially a corporate-fraud bill, SOX places much stricter guidelines 
on corporate self-assessment measures in an effort to bolster the public’s 
failing confidence in the corporate governance and financial systems of 
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publicly traded companies. President Bush, who signed the Act into law on 
July 30, 2002, deemed it “the most far-reaching reforms of American busi-
ness practices since the time of Franklin Delano Roosevelt.”9 Notably, SOX 
requires that a regulatory board be given the power to monitor the account-
ing industry with the aim of rooting out corrupt executives.

As part of the effort to meet these stringent new measures, many com-
panies have developed governance, risk, and compliance (GRC) systems that 
integrate organization processes to capture a more holistic view of core and 
supporting functions. Section 404 of SOX mandates that public companies 
provide information in their annual reports with respect to the internal con-
trol structure and procedures for financial reporting. GRC systems support 
these internal control requirements by recording all material transactions 
from beginning to end, which ensures a certain level of transparency across 
business and financial activities.

The key feature of a successful GRC system is that it provides a large 
database of information with respect to business processes, financial ac-
counting and reporting procedures, regulatory and policy requirements, and 
other documentation. As such, GRC systems can be useful in supporting the 
following processes:

 ■ SOX compliance testing
 ■ Internal audit planning and reporting
 ■ Risk-control self-assessments
 ■ Development of key risk indicators
 ■ Enhancing operational risk controls, such as cyber security

The popularity of GRC systems has escalated since the inception of 
SOX, so much so that it has its own market; many vendors now provide 
advanced software products that automate governance, risk, and compli-
ance functions. A recent report by Gartner outlines the basic capabilities of 
typical GRC system products:10

 ■ Controls and policy mapping. GRC systems help organize the various 
policies and controls into a cohesive library that compares current com-
pany data with industry standards and regulations. The most useful as-
pect here is that the vendor provides the external information on the 
industry, which can save and time and resources for the client.

 ■ Survey capabilities. This also includes vendor-supplied content on in-
dustry trends, to provide companies with a basis for comparison when 
using the GRC system in conducting internal surveys. Companies 
may find this handy when considering policy distribution and control  
assessments.
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 ■ GRC asset repository. Similar to the controls and policy mapping ca-
pability, GRC systems are able to organize information technology (IT) 
assets into systematic categories based on the business functions that 
they support. GRC systems also allow companies to extract data from 
external asset repositories.

 ■ Workflow. GRC systems generally come equipped with vendor-provided 
workflow templates—though they also have workflow designing func-
tions, to allow companies more flexibility.

In order to support the analytical models and systems discussed in this 
chapter, institutions need to establish the appropriate data and technology 
infrastructure and capabilities. This is the subject of the next chapter.
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Chapter 10
Data and technology

as discussed in earlier chapters, organizations of all types—both financial 
and non-financial—have, in recent years, become much more apprecia-

tive of the importance of risk in all its various incarnations. Quite apart 
from the arguments for risk management as a good thing in its own right, 
it is becoming increasingly rare to find an organization of any size whose 
stakeholders are not demanding that its management exhibit risk awareness.

Faced with this pressure, but also with a discipline whose successes are 
frequently intangible and non-intuitive—for example, reduced probability 
of a significant loss—management often turns to one of the few aspects of 
risk management that is easily measured in dollars and cents: investment in 
risk management technology. Chairmen hailing the benefits of such invest-
ments have for some years been a staple feature of financial institutions’ 
annual reports; the trend is now repeating in the non-financial sectors.

This heavy investment is at least partially justified. We noted in Chapter 2  
that it is critical to balance the yin and yang—soft and hard issues—if risk 
management is to be truly effective, and the hard side of risk management 
is inextricably intertwined with technology: for carrying out the analytics 
described in the last chapter, for gathering the data required as inputs to the 
analytics, and for reporting the data produced as their outputs.

But it is also easy for investment in technology to become an end in 
itself. Less emphasis has been paid to the value for money achieved in risk 
management technology projects—even though, in some cases, hundreds of 
millions of dollars have been spent with little to show for it. In this chapter, 
we’ll consider the evolution and components of risk management systems 
and the keys to a successful implementation.

early SyStemS

The first implementations of risk management systems were, in many 
ways, steps into the unknown. The boom in trading during the 1980s 
and 1990s led to sharply increased demand for systems that could price 



148 EntErprisE risk ManagEMEnt

instruments like bonds, equities, and derivatives quickly and accurately. 
The next stage was for systems that could carry out risk modeling of those 
individual instruments and trading portfolios—in other words, systems 
that implemented stress test, simulation, and value-at-risk (VaR) models 
described in  Chapter 9.

Project managers were faced with the task of building these systems 
using huge amounts of data covering the terms and conditions of each 
of the instruments being analyzed, live market data, time series data 
for the construction of scenarios, and limits against which exposures 
might be compared. Most of this data was scattered, inconsistent, and 
error prone. The toughest to manage was the terms and conditions 
data: traded products are hugely variable and complex, especially when 
non-standardized products such as swaps and structured products are  
considered. All of this complexity is reflected in the terms and conditions 
that describe these contracts.

Project managers typically had to choose between two main data 
sources when gathering terms and conditions data. The first source was 
the accounting system, in which all of the holdings of the bank could 
be found. However, this typically stored only a subset of the attributes 
required for risk calculations. The alternative source was in the front of-
fice trading systems. All the attributes for each deal could be found here, 
but the deals were typically split over a proliferation of position-keeping 
systems and spreadsheets.

In general, in the earliest projects, decisions were made to extend the 
data stored in accounting systems to include all the attributes required for 
risk management, and then to source risk data from the back-office system. 
Conceptually, this approach makes sense. Why rebuild multiple interfaces 
to trading systems when the majority of the data is already available in a 
single location?

Unfortunately, this method hit two major problems. First, the process 
of extending the accounting system was often far more protracted than had 
been estimated, resulting in significant project overruns. Second, each time 
a new instrument type was traded, that instrument had to be implanted in 
the front-office system and mapped into the back-office system. Finally, the 
data model of the back-office system had to be extended and mapped into 
the risk management system—a lengthy process during which these new 
risks go unmeasured.

The basic problem was that project managers had tried to take advan-
tage of the existing interfaces that had been built out of front-office systems. 
These interfaces had been designed for accounting purposes rather than risk 
management purposes, and so adapting them to risk management was a 
complex, extensive process. A new approach was required.
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Data management

Data warehouses had achieved considerable success in the retail sector in 
the 1980s, where they had been used for a number of purposes, including 
the storage and management of customer information. The application of 
data warehouses to risk engine integration is conceptually appealing, a fac-
tor which helps to explain their significant, if short-lived, success.

The idea was as follows. Rather than extend the back-office system 
and all of the interfaces into the back office to transform risk data, why 
not simply build new interfaces into a custom-built database from which 
the risk engine could extract data for analysis? There were other clear 
advantages to this approach. By aggregating high-quality, clean, and com-
prehensive data into a single database, it would be possible to link other 
applications to the same database, such as performance measurement sys-
tems, customer relationship management systems, and even profit and loss 
(P&L) engines.

However, the need to aggregate all risk data into a single location was 
partly driven by the technical inadequacy of the risk engines. The novel 
nature of risk management meant that risk engines were typically built by 
financial engineers whose understanding of mathematical finance was, in 
general, considerably greater than their understanding of technology.

As a result, the risk engines were often structured so that all of the 
data had to be mapped into a single batch and the risk analysis carried out 
in a single run. Such applications have been described as monolithic black 
boxes. A more logical approach would have been to recognize that a risk 
analysis could be split into multiple components, each analyzing a subset of 
the book using consistent assumptions, with a final component aggregating 
the results.

Many financial organizations embarked on extremely ambitious ware-
housing projects, to the delight of software vendors and implementation 
consultants. The vast majority of these projects failed to live up to 
expectations; some of them just plain failed. There were three main reasons  
for this.

First, these projects were often technology-driven, with business users 
providing very little, if any, direction. In many cases, the projects had no  
clear business objectives. As a result, they consumed significant budget 
and corporate resources without producing tangible results. A second 
major problem was the time required to build and maintain the many 
interfaces with source systems. The third problem was the sheer ambition 
of the projects. Ultimately, the data types required for risk management are 
extremely complex and varied, and are not conducive to being stored in a 
single database.
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The failure of data warehouse projects prompted some critics to liken 
the approach to boiling the ocean. An obvious reaction to the cost and 
time overruns in many data warehouse projects was to change the scope of 
the warehouse project. Rather than having a single warehouse attempting 
to hold all of the risk data in an organization, teams realized that a more  
effective approach was to implement a series of data marts, each of which 
resembled a mini-warehouse. Each data mart could then specialize in the 
data required for a single area of functionality.

Thus, rather than attempting to consolidate all data in a single location, 
a series of data marts would be set up containing subsets of data. One might 
hold market risk-relevant data from the trading room, for example, while 
another would hold credit risk information. A third would be set up to 
hold extracts from each of the two source marts to enable enterprise-level 
calculations. This approach reduced the scale of the database implementations 
to more manageable levels, although the extensive duplication of stored 
data magnified the scope of the reconciliation problem in many cases.

Data marts effectively solved the problem of warehouse projects over-
running due to lack of specific, clearly defined business objectives. They did 
nothing, however, to deal with the time taken to develop interfaces and to 
reconcile the data stored in the marts. Nor did they solve one of the essen-
tial problems of any risk system implementation (or indeed, any technology 
implementation). Namely: garbage in, garbage out.

Time series data, for example, typically contains a small amount of bad 
data. Corruption or poor data entry can result in the price of a stock that 
typically hovers around $45 being recorded one day at $450. This kind of  
error can cause significant problems in risk calculations, and so data-cleansing 
algorithms must be implemented to search out and fix such errors. These 
algorithms work either by comparing price data from multiple sources or 
by comparing a given value against historical ranges within user-defined 
tolerances.

Another example of the need for data cleansing is found in counterparty 
data. Most financial institutions store information about counterparties us-
ing a huge variety of names and codes. For example, Chase Manhattan Bank 
might be recorded in systems as Chase, Chase Manhattan, Chase Manhattan 
Bank, and a variety of other versions. In order to aggregate exposures to 
Chase Manhattan, the risk engine must understand that Chase and Chase 
Manhattan Bank are the same entity.

Several partial solutions have emerged to deal with data cleansing. The 
first class of solutions takes the form of clean data sources. These range from 
Interactive Data or Asset Control, who can provide cleaned and comprehen-
sive databases of terms and conditions, through to vendors such as Olsen & 
Associates, Reuters, or Telekurs, who provide clean historical or live market 
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data. The second class of solutions comprises algorithms or interfaces for 
cleaning specific data types, for example, HMD Risk.

InterfaCe BuIlDIng

The majority of the time and effort expended on a reasonably planned risk 
management system implementation project goes into interface construction. 
If the risk data is being extracted from front-office trading systems, it will 
be necessary to build interfaces from each of the trading systems to the 
risk engine. In many of the early implementations there were few tools 
or packaged interfaces available to developers, so each had to be coded  
manually.

Each interface was made up of a number of distinct stages. First, a cus-
tomized extraction program pulled the data out of the trading system—
many trading systems do come with such extract interfaces, but these 
may need modification to provide all the data required for risk analysis. 
Second, the risk data must be transformed into the format required by the 
risk engine. While a coupon rate may be stored as “7% ANNU ACT/365” 
in a trading system, the same data might need to be reformatted to  
“0.07ANNACT-365” for a risk system. The rules for such a transformation 
have to be specified for every attribute of every piece of data going into the 
risk system.

Clearly, each interface is specific to a particular trading system and a 
particular risk system. If either is updated or replaced, the interface will have 
to be rebuilt. Similarly, if an organization starts trading instruments not pre-
viously coded into the interface, it will have to be extended. Problems arose 
because many early interfaces were poorly documented, so although they 
might have been well designed and understood by the original developer, 
they were often completely incomprehensible to anyone else.

In situations where the original interface builder had left the organiza-
tion, interface modifications became extremely time consuming. To solve 
these problems, vendors of risk management systems started to sell mapping 
tools alongside their principal offerings. Simultaneously, many integration 
consultants began offering experienced resources and similar tools to aid 
the process.

Mapping tools typically provide several features to their users. First, 
and most importantly, they make interfaces transparent, so that it is rela-
tively simple for future developers to extend an interface. Each of the rules 
required to transform a given attribute of a given instrument from a given 
source system is stored in a database and clearly documented. It is sim-
ple to locate, understand, and modify all of the individual rules. Second, 
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 mapping tools can make interfaces reusable, since the transformation rules 
are specific to a trading system-risk system pair. Integration consultants 
have led the efforts to develop and resell such interfaces. Still, even with the 
support of mapping tools, risk management implementations still typically 
take many months, and sometimes years.

mIDDleware

Another focus of efforts to reduce implementation time was a reduction in 
the total number of interfaces required. In a typical trading organization, 
there are a number of front office trading systems and a number of systems 
that require extracts from the front office. These include the risk systems, 
the accounting systems, management information systems, performance 
measurement systems, and more. The number of interfaces that must be 
built between each of these systems is obviously a function of the number 
of systems that provide data and the number that consume data. Once there 
are two or more providers and two or more consumers, it becomes more 
efficient to implement messaging-oriented middleware (MOM) between the 
consumers and providers.

MOM, of which Tibco and MQ Series are prominent examples, uses 
a variety of models for inter-process communication and offer significant 
benefits for enterprise risk management, including guaranteed delivery and 
interface transparency and robustness due to rule-based routing, error logs, 
and audits.

Conceptually, it seems reasonable that implementing MOM will save 
time and effort when there are two or more consumers and providers of 
data, since fewer interfaces will need to be built. In many cases, however, 
MOM projects did not enhance risk management projects, since there is 
often only one consumer for any given type of risk data. Even looking at the 
broader picture, where there are many consumers of front-office data, the 
implementation of MOM is still not always the most practical move. This 
is because the consumers of data usually require different data from each 
other so, in essence, the implementation of MOM falls victim to the same 
factors that sank many warehouse implementation projects.

Given that MOM provides more reliable delivery than other channels, 
it does ensure that the data in a risk system is generally more consistent 
with the data in the source systems. Ultimately, however, this is not per-
fect, and reconciliation will still be required as long as duplicate data is 
stored, or functionality duplicated, in two locations. Eliminating the need 
to reconcile the two sets of data requires a further advance: distributed 
architecture.
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DIStrIButeD arChIteCtureS 

Advances in application design during the 1990s made it feasible to 
build distributed software applications. These shift the processing from 
centralized application servers (which require the relevant data to be 
extracted from the source and moved to the server) to an environment 
where processing is moved out to the source data. This is achieved by 
using enabling technologies that hide the location of distributed objects 
from the application servers, which in turn allows the implementation 
of much more modular and scalable solutions. The implementation of 
these frameworks usually delivers many network services (e.g., security), 
which overcome the additional overheads of working within the distrib-
uted environment.

Component-based software models are nothing new but the ability to 
deploy applications rapidly in a distributed environment using these tech-
nologies is. It allows the development process to concentrate on solving 
the business problem rather than the complexities of implementation. 
These software tools effectively facilitate the encapsulation of source data 
with its processing logic into distributed objects that exist throughout 
the enterprise. This results in a single transaction—an insurance policy, 
for example—having a single point of persistence throughout the enter-
prise, rather than multiple ones with all the associated reconciliation 
issues.

Leaving the data management in the source system and moving the 
functionality there removes the need for complex data-reconciliation pro-
cesses and changes the problem into one of synchronization: the need to 
ensure that data is viewed at the same time point and object version if the 
results are to be accurately aggregated.

An example of this would be a pricing component that produces a dis-
tribution of values for a set of transactions in a set of trading systems under 
a given set of scenarios. In order to aggregate these distributions correctly, 
one must ensure that the scenarios, the transactions included and the pricing 
algorithm are consistent across all the pricing calculations. These challenges 
can be addressed with standard technology components, rather than the 
bespoke business logic required in the centralized approach.

With distributed object technology, the implementation of the data-
specific functionality is hidden from the application server processes. 
This delivers great scalability to the architecture, which can grow with 
the organization. Risk calculations, as we have learned, tend to be 
computationally intensive. The ability to distribute the additive components 
of a calculation across not only processors, but also machines, opens up 
whole new vistas of performance.
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This architectural model implicitly requires the development of an  
enterprise-wide object model, but not an enterprise data model. From a 
data-centric view, we are still left with the business object mapping tasks 
that are specific to each source system. This may sound like a return to the 
cumbersome point-to-point interfaces of ancient times, but the interfaces 
here are not between applications but between source data and business 
object. These are usually less complex to implement and do not need to be 
forced into a single representation which meets all requirements.

Key faCtorS for a SuCCeSSful ImplementatIon

The development and implementation of risk management systems to analyze 
enterprise-wide risks require substantial resources, yet they are a requirement 
for any enterprise risk management program. A successful effort can provide  
management with important information to help them control risks and 
make better business decisions. A failed effort can result in not only wasted 
money but also wasted time and organizational resources. There are key 
success factors that can increase the probability of success, including:

 ■ Appointing a seasoned risk professional as the project leader, as op-
posed to leaving it to the technical staff

 ■ Clearly defining the user requirements, including a prototype report 
that lays out the functionality and reporting specifications

 ■ Establishing consistent standards for data and programs so that the risk 
management systems can communicate with other systems both inside 
and outside the company

 ■ Using structured and modular programming techniques so that the 
risk management systems are scalable with new products and new 
methodologies

 ■ Developing a clear project plan with specific responsibilities, milestones, 
timing, and expected performance

 ■ Applying chunking methodologies where the project is broken into in-
dividual components that can be developed and tested

 ■ Making the appropriate changes in personnel, vendors, and approach 
based on how the project is executed relative to expectations

One clear reason for the failure of many risk management projects is 
that they attempted to modify systems to address business problems that fall 
outside their intended core functionality. Examples include the misguided 
data warehouse projects and attempts to extend back-office systems to be a 
single repository of all risk data.
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In many cases, this is because vendors have oversold the systems. Apart 
from the clear economic incentive, vendors often underestimate the tasks as-
sociated with extending their systems beyond their core competencies. The 
overselling process often takes the form of promised functionality that is in 
development. Potential buyers of such systems should pin down the core 
functionality offered by each system and discount future development. If 
the core competence of a system is market risk management for a trading 
room, then it should not be applied for enterprise level risk management, 
and vice versa.

Also, many businesses have chosen and attempted to implement systems 
that are inappropriate for their size, sophistication, and resources. Most 
risk management systems are designed for a specific group of target 
organizations—insurance risk management systems, for example, are very 
different from trading risk management systems.

Similarly, the systems designed for the large, multinational finance pow-
erhouses who can dedicate a team of dozens to the implementation project 
are different from the systems and application service providers (ASPs) dedi-
cated to smaller players with more modest budgets. Early on, the choice 
was between buying an off-the-shelf system from a vendor or building one 
in house. Typically the largest institutions built in-house while the majority 
bought vended systems. That choice has now evolved into a buy-and-build 
versus ASP choice. The largest players have the budgets to buy sophisticated 
risk engines, which come equipped with toolkits that allow limited amounts 
of extra development. The majority of financial and non-financial institu-
tions may attain superior service in a fraction of the time by leveraging the 
implementations already carried out by ASPs.

Another critical factor is that a risk management system is unlikely to 
succeed unless it has the backing of senior management. Risk management 
systems by their very nature touch on a large number of businesses. Such 
systems are politically sensitive, since the performance measurement and re-
muneration methods of many institutions are linked to parameters set in the 
system. As such, it is essential to secure the support of senior management.

Fortunately, this is relatively simple. It is fairly straightforward to 
provide approximate risk results from relatively little effort—the first  
20 percent of the implementation venture can yield enough information for 
senior managers to make informed strategic decisions. That opens the way 
for further, more detailed work.
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Chapter 11
Stakeholder Management

In order to appreciate the significance of good stakeholder management, we 
need only reflect on the high turnover rate of customers, employees, inves-

tors, and other stakeholders at a company. On average, U.S. companies lose 
half of their customers over five years, half their employees over four years, 
and half their investors in less than one year.1 These high turnover rates have 
an enormous impact on a company’s profitability.

When people think about a company’s stakeholders, they often think 
only about those who hold its equity, and perhaps those who hold its debt. 
However, a truer picture is that any group or individual that supports and 
participates in the survival and success of a company counts as a stakeholder. 
The obvious stakeholders are employees, customers, suppliers, business 
partners, investors, stock analysts, credit analysts, and special interest groups. 
Regulators should also be included if regulatory approvals and examinations 
are critical to an organization’s business success—as, for example, in the  
financial, energy, and pharmaceutical industries.

Stakeholder management should involve providing key risk informa-
tion to these stakeholders. The board of directors and regulators need to be 
assured that the company is in compliance with internal policies and exter-
nal laws and regulations. Stock analysts and rating agencies are increasingly 
asking for risk management information on a company’s investment and 
derivatives activities. For financial institutions and other complex organiza-
tions, they may even request line-of-business information with respect to 
profitability and risk. Institutional and individual investors need financial 
and risk information to make the appropriate investment decisions. The 
informational needs of key stakeholders are becoming more complex, and 
management must respond to improve risk transparency to these groups.

In stakeholder communication, it is important to bear in mind 
the unique needs of individual groups during the development of risk 
management presentations and reports. For example, boards of directors 
need summary information that highlights key risk information about the  
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company’s compliance with regulations and board-approved policies. Stock 
analysts are more concerned about return on equity capital, so they need 
risk-adjusted profitability information—ideally by line of business to help 
facilitate comparisons with their own models. Rating agencies require 
information about capital plans and underlying risk exposures (particularly 
risk concentrations) in order to determine the relationship between a firm’s 
risk taking and capitalization. Regulators are tasked with ensuring the safety 
and soundness of regulated entities in the context of the entire industry, 
which means they should be supplied with information about economic 
capital, risk management controls, and proper disclosure.

Each of these groups is essential to the success of the company, so the 
company must communicate relevant information to each group and ensure 
that it is taking steps to make sure that their particular needs are being 
met. According to a 2013 PwC global survey, 80 percent of CEOs said that 
customers and clients have the most significant influence on business strategy.2 
This was followed by government and regulators (50 percent), industry 
competitors and peers (45 percent), creditors and investors (38 percent), and 
employees (36 percent). It is clear that key stakeholders have a significant 
influence on business strategy. By extension, they should have a significant 
influence on risk management. 

The needs of boards of directors and investors are discussed in more detail 
in Chapter 5 on corporate governance. In the rest of this chapter, we will 
discuss the risk management requirements of six key groups of stakeholders— 
employees, customers, regulators, rating agencies, shareholder service 
providers, and business partners.

eMployeeS

Employees should be viewed as major assets of a company, especially in 
those that depend heavily on intellectual or human capital. A company seek-
ing to extract the maximum value from its employees must carefully manage 
both upside and downside risks throughout the duration of an employee’s 
tenure with the firm, beginning with recruiting and ending with the em-
ployee’s retirement, termination, or resignation.

Companies stand to gain more than warm feelings if they get it right. In 
2011, Fortune magazine found that firms listed in its “100 Best Companies 
to Work for in America” outperformed their peers in cumulative stock re-
turns by around 229 percent over a span of 14 years, starting from 1998.3 
As such, effective employee management not only saves unnecessary cost 
due to employee turnover, but also generates value for the company and its 
shareholders.
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Employee turnover is no longer just a question of hiring and firing. 
Companies today have to manage an increasing number of free agents—
individuals who see themselves less as employees and more as hired guns. 
These free agents may or may not be on the payroll; what is important is that 
their incentives are not automatically aligned with those of the company. 
These individuals are having an increasing impact on today’s working 
world. In 2011, more than 40 percent of the American work force—at least 
63 million people—consisted of free agents, defined as those who work for 
themselves, or could if they wished.4

Finally, companies operating in unionized industries have to face ad-
ditional risks specific to unions—strikes, wage contracts, and morale issues. 
Union strikes upon contract renewal have become more prevalent in recent 
years, particularly in the airline and auto manufacturing sectors. Such inci-
dents are both disruptive and costly, since strikes not only disrupt a firm’s 
operations, but are also likely to destroy workers’ morale and damage the 
company’s image. For example, the 54-day strike of General Motor workers 
in 1998 caused plants to shut down and halted production; the strike cost 
GM $2.2 billion in lost sales, and may have taken an even greater toll over 
the long term, due to losses in market share and reputation.5

It is important to acknowledge that employees’ needs and employers’ 
desires do not necessarily match. Since employees have a high impact on busi-
ness profitability, it is important to manage them effectively. This might seem 
obvious, but Peter Drucker succinctly captures the difficulties of this concept:

All organizations now say routinely, “People are our greatest asset.” 
Yet few practice what they preach, let alone truly believe it. Most still 
believe, though perhaps not consciously, what nineteenth-century 
employers believed: people need us more than we need them. But, 
in fact, organizations have to market membership as much as they 
market products and services—and perhaps more. They have to 
attract people, hold people, recognize and reward people, motivate 
people, and serve and satisfy people.6

We can consider employment as a series of stages:

 ■ Recruiting and screening
 ■ Training and development
 ■ Retention and promotion
 ■ Firing and resignation

There are different needs at each of these stages, and different employee 
management strategies are therefore required.
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recruiting and Screening

First, companies face the challenge of hiring the right employees. Employees’ 
skills, experience, attitude, and potential determine their performance and 
productivity, and hence their contribution to the profitability of the firm. 
The risk of not hiring the right employees is tremendous. In an extreme 
case, such as that of a rogue trader, one mistake in hiring can bring down an 
entire company. For many years, companies such as Fidelity Investments and 
Disney have instituted background checks as part of their pre-employment 
screening process. Today it has become standard practice for even small to 
midsize firms.

Many companies would benefit from putting more resources and em-
phasis into recruiting. As the job market has become more competitive, 
companies have had to take more time and effort in hiring the right 
employees, who spend less and less time at any given company. The logical 
conclusion of this is the rise of the free agent, who may be integral to a 
company’s operations, but may work for a number of different employers in 
quick succession, or even simultaneously. Not surprisingly, compensation is 
often cited as the top incentive for employees; however, other benefits should 
be considered as appropriate, and can make a real difference in hiring where 
cash alone cannot.

training and Development

If hiring the right employees is important, keeping them is crucial.  
Employee turnover is costly; not only may valuable people, skills, and 
information be lost, but they may be lost to competitors. Then, of course, 
there is the cost of recruiting and training new employees. According to 
one study, the cost of replacing a worker is somewhere between 1 and  
2.5 times the salary of the open position; the more sophisticated the 
position, the higher the cost.7

Training offers value to both employees and employers. In addition 
to on-the-job training, Andersen Consulting (now Accenture), the world’s 
largest consulting firm, spent around $600 million, that is, 3 percent of 
net revenue, on formal continual learning programs for its consultants in 
2012.8 Some firms go beyond job-related learning programs. The grocery 
chain Wegmans Food Markets offers lifestyle and wellness programs to its  
employees, engaging more than 2,000 employees in a free smoking-cessation 
program that was first implemented in 2009.9 Career development is also 
important. It provides a direction that an employee can follow and a goal 
for which he or she is motivated. With proper implementation, such pro-
grams can improve retention, productivity, and morale.
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retention and promotion

According to Fortune Magazine, “swimming pools and surging pay may give 
employees a lift, but continual training and humane treatment get the best 
ones to stick around.”10 In addition to the training and career development 
discussed above, companies have to value and recognize their employees. 
This may include a culture of professionalism among co-workers and sub-
ordinates, appropriate delegation of responsibilities and project ownership, 
and awards and public announcements.

In the words of former General Electric boss Jack Welch, “you have to 
get rewarded in the soul and the wallet.”11 Promotion has to be based on 
meritocracy and not bureaucracy. The talent pool at GE is constantly refined 
by promoting the best performers and weeding out the worst. Talented ex-
ecutives are also nurtured in a rigorous meritocracy, where performance is 
lavishly rewarded and failure mercilessly punished.

Firing and resignation

Massive layoffs reduce company morale and increase employee resignation. 
Managed firing, on the other hand, can increase employee motivation and 
improve company performance. At GE, for example, the company gets rid 
of the least effective 10 percent of its workers each year.12 Leading consult-
ing firms are increasingly adopting the up or out practice. If employees do  
resign, companies should find out why, by use of tools such as exit interviews. 
While negotiating with departing employees in order to retain them is a 
highly desirable goal, a number of studies have suggested that the use of 
counteroffers often do not yield the expected benefits. Therefore, companies 
should leverage information gathered in exit interviews so they can identify 
and fix the root causes of employee discontent.

CuStoMerS

People may be a company’s biggest asset, but not many in business would 
claim that their prime focus was on anything but their customers. After all, a 
company cannot survive without customers; hence there is obviously a great 
need for customer management.

Despite this, customer turnover is extremely high in most industries: 
on average, U.S. corporations lose half of their customers every five years. 
At least part of the reason for this is that many corporations do not really 
embrace customer management as a central concern, and many CEOs still 
take a primarily sales- or product-driven perspective on their businesses.  
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This may not continue to be a viable approach as customer power 
increases—a trend that many pundits expect to be an inevitable conse-
quence of e-commerce and social media.

There are numerous aspects and strategies of customer management. 
We will discuss some of the major ones relevant to risk management here:

 ■ Acquisition and retention
 ■ Loyalty and satisfaction
 ■ Knowing the customer
 ■ Handling crisis

acquisition and retention

It is essential that a business should attract new customers and even more 
crucial that it keeps them. Even small differences in customer retention can 
translate into large shifts in a company’s competitive position—particularly 
when it can cost five times as much to acquire a new customer as to retain 
an existing one.13

Long-term customers are profitable for other reasons, as well. For in-
stance, they buy more, are less price-sensitive, and bring in more new cus-
tomers than recently acquired customers do. In some industries, reducing 
customer turnover by as little as 5 percent can increase profitability by more 
than 50 percent.14

Good customer management does not mean that a company should 
attempt to obtain all possible customers in an effort to maximize revenues. 
Rather, companies need to identify and retain the right customers, who will 
help the company to increase its overall profitability, and not necessarily 
total revenues.

Consider a supermarket chain—at first sight a volume business, if ever 
there was one, which makes winning customers seem all-important. However, 
not every customer is profitable to the store. In fact, even customers who 
buy a great deal are not profitable if they “cherry-pick”—seek out deeply 
discounted items. The supermarket doesn’t particularly want to retain these 
customers’ business and so it might, for example, increase its range of luxury 
goods to attract shoppers who do not mind paying a premium, and scale 
back discounting campaigns.

loyalty and Satisfaction

Customer retention is one result of effective customer relationship 
management—or, to put it another way, of customer satisfaction. Not only 
does a company lose the business of dissatisfied customers (normally to 
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 competitors) but it may also lose the business of the potential and existing 
customers that the dissatisfied customers warn off.

A 2009 survey conducted by Genesys states that “nearly two-thirds 
of consumers who have ended relationships turn to a competitor,” which 
substantiates the importance of maintaining a high level of customer 
satisfaction.15 In the United States, firms reported an aggregate loss of more 
than $80 billion as a result of customer disatisfaction.16 The financial sector 
seems to be the most adversely affected industry, with a reported loss of 
more than $44 billion.17

Ensuring customer satisfaction is not just a question of protecting 
against negative consequences. On the contrary, customer satisfaction 
positively creates shareholder value. In 2007, researchers at the University 
of Michigan found, using data from the American Customer Satisfaction  
Index, that companies with the highest customer satisfaction ratings beat 
the S&P 500 by more than 106 percent in terms of stock returns.18

Unfortunately, customer satisfaction does not correlate well with 
customer loyalty: a customer may be satisfied but still leave. As many as  
85 percent of customers who defect have nonetheless been satisfied by the 
prior relationship.19 Clearly, it is not sufficient just to attain high levels of 
customer satisfaction. What’s also important is whether customers feel they 
have received enough value to keep them loyal.

Consider the American car industry: while it has a general customer 
satisfaction index of about 80 percent, the customer repurchase rate is sig-
nificantly lower, ranging from about 30 to 40 percent for industry leaders 
such as Toyota, Ford, and BMW.20 Loyalty is better measured in terms of 
customer retention and rate of repeat purchasing. Delivering zero-defect 
products is not enough in today’s business: understanding customers’ needs 
and satisfying them are pre-requisites for success.

Know your Customer

Know your customer is a variant on know your business, the first les-
son learned in Chapter 2. Companies that know their customers and act 
strategically on that knowledge can improve customer satisfaction and re-
tention. Listening to customer opinions through a consumer hotline or 
surveys is one way to ensure that customers’ voices are heard; data mining 
is another.

Amazon.com, for example, collects customers’ purchasing behavior, 
stores it in a giant data warehouse, and analyzes it to provide more person-
alized service to each customer. Comparison of multiple purchasers’ orders 
allows it to recommend other books that customers may be interested in 
after only their first purchase at the web site.
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Just as with other business issues, it is important to know how far to go. 
Privacy is becoming an increasingly significant issue; if information is used 
improperly or left unprotected, knowing customers too well may introduce 
the risk of unnecessary losses and lawsuits.

handling Crisis

Crises can occur no matter how efficient a firm’s risk management—this 
should not be a cause for despair. Every crisis contains within itself the roots 
of failure, but also the seeds of success.

Consider Johnson & Johnson’s Tylenol poisonings in 1982 and 1986. 
Each of these incidents cost the company more than $100 million directly, and 
could have cost it much more in reputational damage. However, J&J’s swift 
responses allowed the company to turn these tragedies into opportunities, 
including setting industry standards for safety features in customer goods 
packaging. Customers, along with the general public, regarded Johnson & 
Johnson more highly after the incidents.

The keys to crisis management are to make contingency plans in ad-
vance and to avoid compounding the problem by trying to cover it up or 
deny responsibility. If a crisis occurs, the company must act fast, be honest, 
and keep customers and the general public informed. Today, it is no longer 
realistic to believe that the truth will never come out, or that financial dam-
age can be postponed indefinitely; attempting to cover up a debacle may 
result in greater reputational damage to the company than openly admitting 
any mistakes that have been made. The company’s response should focus on 
long-term benefits rather than on minimizing immediate losses.

regulatorS

One stakeholder group that has become increasingly important for firms 
across most industries is that of the regulators—especially after the financial 
crisis of 2008. Some argue that the fear caused by the most recent economic 
turbulence has caused a wave of overzealous regulation that smothers rather 
than protects, heavily burdening U.S. companies that are used to a more 
laissez-faire attitude in regulation. Others argue that the lack of regulation, 
or effective regulation, is what allowed the financial crisis to happen in the 
first place. Among the most highly regulated industries are financial services, 
pharmaceutical companies, healthcare companies, and energy firms (par-
ticularly those that deal in nuclear energy).

In the aftermath of the 2008 financial crisis, and the new regulatory 
requirements, boards are taking a much more active role in risk oversight. 
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 Recent surveys have indicated that risk management has replaced account-
ing issues as the top concern for corporate boards. Moreover, boards are 
more focused on risk areas that may have not received sufficient attention 
in the past. For example, a study of CEOs conducted by PwC in 2009  
revealed “70 percent of CEOs in the United States and around the world 
said their boards were more engaged in assessing strategic risks as a result 
of the crisis.”21

The new regulatory requirements have mainly focused on risk man-
agement practices, executive compensation programs, capital requirements, 
and disclosure rules. Consider the 2010 updated SEC disclosure require-
ment, which mandates that companies disclose the role of the board with 
regards to risk management in their proxy and annual statements. This new 
requirement is an attempt to enhance market transparency into the gov-
ernance and risk management practices of publicly traded companies. In 
addition, the SEC requires companies to provide a risk assessment of their 
compensation programs.

The Dodd-Frank Act, also of 2010, was designed to target the root 
causes of the financial crisis; namely, the lack of transparency, the taking 
on of excessive risks, and the too-big-to-fail conundrum. While its objec-
tives are commendable, the document itself is an unwieldy 848 pages long. 
The Economist wryly quips that the only people who have ever read the 
document in its entirety are “[their] correspondent in New York” and the 
Chinese government.22 The bulk and complexity of the Dodd-Frank Act, 
and similar regulations, highlight the tendency that some lawmakers seem 
to have in trying to establish a rule for all potential issues. Critics of rules-
based regulations argue that they are costly and ineffective, and suggest that 
“principles-based” regulations (similar to those in Canada and Europe) are 
more useful.

Regulators have particularly scrutinized the banking industry—banks 
are now required to hold more capital and liquidity reserves, and are also 
subject to new regulatory bodies, such as the Consumer Financial Protection 
Bureau. Other new requirements for banks include more stringent stress 
testing and a living will requirement (essentially an orderly liquidation plan).

The new regulatory environment has created significant challenges for 
banks. From an enterprise risk management (ERM) perspective, the alloca-
tion of economic capital is one of those challenges. In the past, economic 
capital levels calculated by internal models were almost always higher than 
regulatory capital requirements, but now, we often see the reverse. What 
are banks to do? Do they continue to allocate economic capital as per their 
business needs, or do they allocate regulatory capital and simply treat the 
excess as cost of doing business? Another challenge is how to balance the 
need to fulfill regulatory requirements against what’s best for the company 
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in terms of sound business practices. As discussed throughout this book, 
the rationalization of risk, audit, and compliance activities is one of the key 
benefits of ERM. This rationalization has become even more critical in the 
current regulatory environment.

The largest banks in the United States are further strained by the need 
to address too-big-to-fail concerns; after the financial meltdown of 2008, 
neither regulators, lawmakers, nor the general public want to see massive 
bank bailouts in the future. Interestingly, some banks are not waiting to see 
what the regulators will come up with, but instead are moving actively to 
shape regulation while it’s still in the works. For instance, in May of 2013, 
a group of banks, including Wells Fargo & Co., Bank of America Corp, and 
Citigroup Inc., presented their own proposal on the amount of equity and 
debt they would be willing to hold against large bank failures. They would 
agree to holding “combined debt and equity equal to 14 percent of their 
risk-weighted assets.”23 Since this is a lower level than the 15 to 16.5 percent 
mandated by international requirements, it remains to be seen whether or 
not the regulators will concede to the banks.

ratIng agenCIeS

The importance of ERM as a criterion for credit ratings from external rating 
agencies has become visibly more relevant over the last decade, particularly 
in the years since the financial crisis. This makes intuitive sense—a credit 
rating represents the probability of default or the relationship between 
capital and risk. ERM provides organizations with enhanced capabilities 
to protect its capital base from unexpected loss. Rating agencies and bond 
investors should be concerned not only about the accuracy of the credit rat-
ing but also the durability of that rating. In 2005, Standard & Poor’s (S&P) 
developed a series of ratings criteria related to ERM practices. Through this  
ERM evaluation, S&P rates companies as (in order of superiority) “excellent,” 
“strong,” “adequate,” “adequate with strong risk controls,” “adequate with 
positive trend,” or “weak.”24 This rating process consists of a comprehensive 
examination of the different aspects of an ERM strategy including “risk 
management culture, risk controls, extreme-event management, risk 
and capital models, and strategic risk management.” The ratings of each  
subcategory are combined to estimate an overall rating on the firm.25

First, S&P examines the risk management culture at the firm. It looks 
for indications of how large a role risk management plays in the decision 
making process by evaluating the governance structure, the overall tolerance 
for risk, the role of a risk executive, and the caliber of the risk management 
professionals at the firm, amongst other aspects.26
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When evaluating the risk control processes for a firm, the rating agency 
determines how well the firm identifies, monitors, and manages different 
types of risk, as tailored to each firm. These risk areas include credit, mar-
ket, insurance, and operational risk.27 In addition, S&P examines a firm’s 
extreme event management in terms of their stress-testing framework, con-
siderations of a wide spectrum of possible adverse events, any early-warning 
indicators, and a regularly practiced extreme-event management process.

Finally, during the examination of a firm’s strategic risk management 
framework, S&P assesses the firm’s methods for strategic asset allocation, 
product risk and reward, optimizing risk-adjusted results, determining nec-
essary adjustments to dividend payments, as well as a retained risk profile. 
In addition, S&P considers a firm’s approach to risks that are currently  
immaterial but could affect a firm in the future—these risk areas could arise, 
for example, as a result of changes in regulation.28

Did companies with higher ERM ratings from S&P perform better dur-
ing the global financial crisis? S&P addressed this question by examining the 
stock price performance of 165 North American and Bermudan insurance 
companies that it had provided with ERM ratings.29 Overall, companies 
with superior ERM ratings performed better in both 2008 and 2009. For 
example, the average stock price of excellent ERM firms dropped by about 
30 percent in 2008, compared to an average stock price decline of about  
60 percent for weak ERM firms. In 2009, the average price stock of excellent 
ERM firms recovered by about 10 percent, while the average stock price of 
weak ERM firms continued to decline by about 10 percent.

ShareholDer ServICe provIDerS

As individual and institutional ownership of companies expands, firms 
that provide professional advice and other services have emerged to cater 
to this vastly important group of stakeholders. Institutional Shareholder 
Services (ISS) is a global leader in the provision of corporate governance 
solutions, advising organizations that have shares in multiple companies 
(such as hedge funds and mutual funds) on how to cast their votes. CtW 
Investment Group, another such company, works with union-affiliated 
hedge funds and “[enhances] long-term shareholder returns through ac-
tive ownership.”30

Both companies have considerable influence in the companies whose 
shareholders they advise. As required by the Dodd-Frank Wall Street  
Reform and Consumer Protection Act, public companies must now hold 
“an advisory vote on executive pay.”31 This greatly enhances the powers 
of proxy advisory companies like CtW and ISS, so much so that when ISS 
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recommends “in favor of a proposal . . . shareholder vote for that proposal 
[increases] by 15 percentage points.”32

In a specific case, in April and May of 2013, CtW put tremendous pres-
sure on both Goldman Sachs and J.P. Morgan by pushing forward  proposals 
to split the role of CEO and Chairman. These proposals were ultimately 
suspended after negotiation between CtW and the two investment bank-
ing giants. The roles remain combined for them, though CtW director Diet 
Waizenegger says that he does not mean to completely back down just 
yet.33 Notably, CtW’s proposal for J.P. Morgan was also supported by “two 
major proxy advisory firms—Institutional Shareholder Services and Glass 
Lewis.”34

The actions of CtW, ISS, and Glass Lewis reflect the movement of U.S. 
corporate culture toward greater board independence—this shift is not, by 
any means, limited to the financial sector. After the death of co-founder 
Steve Jobs, technology behemoth Apple, which previously did not have a 
chairman position at all, created one that was distinct from the CEO role 
for Arthur Levinson. Similarly, in early 2012, Myron E. Ullman III, who had 
served as both CEO and chairman of J.C. Penney, ceded the role of chair-
man to Thomas J. Engibous, an outside board member.

The number of companies that have split the CEO/Chairman role has 
grown by 15 percent since 2006—a 2012 survey conducted by Russell  
Reynolds Associates demonstrates that 44 percent of S&P 500 companies 
“now have separate executives holding the chairman and CEO roles.”35 Board 
independence is enhanced significantly with separate roles for CEO and 
chairman that allow for greater transparency regarding the CEO’s actions. 
An independent chairman is able to drive the board agenda and provide 
more independent monitoring of executive management performance. CtW 
and other companies hold a remarkable amount of sway over the nature 
of corporate culture, which makes it important for companies to maintain 
good relationships with them.

In late 2011, ISS expanded the factors it considers in recommending 
withheld votes (or votes against directors) to specifically include material 
failures of risk oversight. ISS’s 2012 annual survey revealed that for issuers, 
the second biggest concern was risk oversight,36 so in 2012, ISS then further 
updated its policy by adding risk oversight as a consideration with regard to 
when votes should be cast for directors, committee members, or the entire 
board.

As of early 2013, ISS is updating its scoring methodology for governance 
related risk to focus on quantitative measures that identify “correlations  
between governance factors and key financial metrics.”37 ISS will give firms 
a numeric score on their governance-related risk based on its corporate 
governance with respect to the “board of directors, executive compensation, 
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audit, and shareholder rights.”38 Considering ISS’s significant influence over 
publicly traded companies, this adjustment greatly underscores the growing 
importance of the role of the board in ERM (see Chapter 22 for further 
discussion).

BuSIneSS partnerS

Strategic alliances have become a critical tool for almost any company  
operating in today’s fast moving, networked economy. An alliance can help 
a company to speed up product cycles, obtain access to a new market, share 
the financial risks of developing a new technology, or profit from economies 
of scale.

Many companies have jumped eagerly onto the bandwagon, with 
the number of strategic alliances growing by 50 percent in the past three 
years.39 However, there are abundant risks inherent in striking alliances. 
Consider that 40 to 60 percent of alliances ultimately fail to achieve 
their goals40 and 70 percent of joint ventures end in a sale by one of the 
partners.41 Failed ventures waste a company’s resources, causing them to 
fall behind competitors and sometimes lead to reputational damage. There 
are other perils to the alliance approach, too, including the risks of loss of 
intellectual capital, conflicts of interest, and legal disputes over intellectual 
property rights.

How can the potential pitfalls of strategic alliances best be avoided? 
Careful attention must be given to risk management at each stage of the 
alliance process:

 ■ Evaluating the pros and cons of an alliance
 ■ Finding the right partner
 ■ Monitoring progress as time goes on

evaluating an alliance

All alliances should be formed with a specific, value-creating goal in mind. 
They should never be born of desperation. For instance, some alliances are 
executed in the hope that a stronger company can be used as a crutch; this is 
likely to lead to the weaker company being bought out by the stronger at an 
unfavorable price. Others link one weak company with another weak com-
pany in the hope of magically becoming more competitive, which is likely to 
turn into a case of the blind leading the blind.

Of course, all of these goals can be achieved by means other than stra-
tegic alliances, including internal development, market-based transactions, 
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or vertical or horizontal integration. Hence, not only must the goal be 
 achievable through a strategic alliance, but it must be best achieved through 
a strategic alliance.

In general, an alliance is suitable in cases where a considerable amount 
of control is needed (which could not be achieved through market trans-
actions), but where internal development would be expensive or difficult. 
Alliances, for example, allow potentially incompatible partners to work  
together without the integration risks of a full-blown merger.

On the other hand, they also carry the potential for loss of intellectual 
capital. Alliance partners may be very close in one area of their business, 
but this may be a temporary or narrow arrangement. Before entering any 
alliance, a company should assess the degree of risk involved in sharing in-
formation with their prospective partner, which will vary depending on the 
nature of the intellectual capital, the capabilities of the alliance partner, and 
the nature of the alliance.42

An example of an instance where an alliance would likely be the best 
solution is the case of an auto manufacturer determining how it can best 
obtain the more than 15,000 parts needed to assemble a car. Building 
the parts internally, buying them in the open market, or buying up the 
part manufacturers would all be unwieldy, uneconomic, and impractical  
solutions. An alliance, however, allows the car and parts manufacturers to 
share information, where advantageous, and establish a reliable stream of 
transactions, while leaving the management of individual processes to the 
teams that understand them best.

Finding the right partner

Choosing an inappropriate alliance partner is a virtually certain route 
to a failed alliance. Since an alliance partner must be compatible in a 
large number of ways (from cultural fit to competitive position to legal 
status), it is crucial that the evaluation at all steps of the selection process 
is carried out by people who can appropriately screen potential partners 
on all of these dimensions. All members of the decision-making team 
need to agree on what the goals of the alliance are in order to make a  
coherent decision.

The first step is to determine a concrete set of criteria for evaluating 
potential partners, to ensure that important factors are not overlooked, pro-
vide support for the eventual decision, and screen out unsuitable candidates. 
Questions to ask in setting the criteria include:

 ■ Do the two firms have similar interests and goals?
 ■ Do they have complementary resources and skills?
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 ■ Are both dealing from positions of strength, or could one be exploit-
ing the other? Do they have similar work-styles, cultures, and business 
practices?

 ■ Can they trust each other?

The criteria should then be weighted to indicate those that are most 
important. The next step is to develop a ranked list of potential partners to 
meet with. Not all the criteria—work style, for example—can be evaluated 
in advance, but those that can be should be while plans should be developed 
for evaluating the others as soon as possible after contact is made.

After meeting with each company, all members of the selection com-
mittee should grade the potential partner on each criterion. This should 
be done immediately after each meeting, while it is still fresh in people’s 
minds, not after an entire round of meetings. While it can be argued that 
the latter approach allows a better perspective on the relative strengths 
of candidates, in practice, any delay is likely to reduce the quality of the 
assessment.

While the selection discussion should begin with an examination of 
which company received the highest overall score, strong feelings on the 
part of team members should be taken into account. If the number one 
candidate is strongly supported by selection committee members except for 
a few members who hold strong reservations, while the second place candi-
date is universally accepted, but somewhat less enthusiastically supported, 
then the second place candidate may in fact be the better choice.

Monitoring progress

The importance of regular status checks cannot be overemphasized, al-
though it is forgotten surprisingly often. Indeed, in many alliances, it seems 
to be the case that more attention is given to the selection of an alliance 
partner than to maintenance of the subsequent relationship.

Realistically, however, there will be routine differences of opinion or 
reorientation of work efforts. It is also likely that major reassessments of al-
liances may be called for, since partners’ goals and needs often change over 
the multi-year lifespan of most alliances.

Evaluating the success of the alliance is quintessentially a difficult task 
because the needs and goals of the alliance may sometimes conflict with 
the needs of either, or even both parent firms. While it is important to regu-
larly evaluate the alliance and take corrective steps as soon as possible, one 
should not be overzealous. Like any relationship, alliances often go through 
growing pains, particularly once the honeymoon phase at the beginning of 
the alliance wears off.
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What’s more, alliance projects often break new territory, meaning that 
standard financial measures of success are usually inappropriate at the outset. 
Indeed, early on, any evaluation of the alliance should focus on the quality of 
the relationship, rather than the results; quality of the collaboration, equal-
ity in the relationship, productivity, and knowledge acquired should all be 
evaluated. If these are found to be lacking, concrete steps for improving them 
should be put in place.

Sometimes a company makes the mistake of viewing work on an alli-
ance as a project of secondary importance, and assumes that if something 
more pressing comes up, a member of the alliance team can simply be staffed 
on the new project. This is a dangerous view because the intellectual capital 
and harmonious working conditions upon which an alliance depends are 
easily destroyed by the removal of the members who have created them. 
The alliance manager and the alliance team should be individuals who are 
committed to staying at the firm and with the alliance. A high turnover rate 
among the alliance staff is almost always a recipe for disaster for an alliance, 
just as it can be disastrous for a company.

While the key stakeholders for each company will differ, and this chapter 
discussed the requirements of six major groups—employees, customers,  
regulators, rating agencies, shareholder service providers, and business 
partners—management should explicitly address the risk management and 
reporting requirements for all key stakeholders.

Stakeholder management, perhaps more than any other aspect of 
ERM, requires cooperation at many levels, and in many departments of 
the organization. Top executives, business managers, risk managers, human 
resources, investor relations, marketing, and public relations must all be 
involved in ensuring that the company maintains good relationships with its 
stakeholders.
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chApteR 12
credit Risk Management

the effective management of credit risk is a challenge faced by all com-
panies, and a critical success factor for financial institutions and energy 

firms faced with significant credit exposures. Most obviously, banking insti-
tutions face the risk that institutional and individual borrowers may default 
on loans. Banks must therefore underwrite and price each loan according to 
its credit risk and ensure that the overall portfolio of loans is well diversified.

However, both financial and non-financial institutions also face credit 
risk exposures besides the default risk associated with lending activities. 
For example, the sellers of goods and services face credit risk embedded 
in their accounts receivable. Investors may see significant decreases in the 
value of debt instruments held in their portfolios as a result of default 
or credit deterioration. Sellers and buyers of capital markets products 
will only get paid on any profitable transaction if their counterparties 
fulfill their obligations to them. Furthermore, the increasing mutual de-
pendence involved under arrangements such as outsourcing and strate-
gic alliances exposes companies to the credit condition of their business 
partners.

Given this multiplicity of phenomena, there is obviously a need for a 
clear definition of credit risk. Credit risk can be defined as the economic loss 
suffered due to the default of a borrower or counterparty. Default does not 
necessarily mean the legal bankruptcy of the other party, but merely failure 
to fulfill its contractual obligations in a timely manner, due to inability or 
unwillingness.

A consultative paper issued in 1999 by the Basel Committee on Banking 
Supervision recognized that “the major cause of serious banking problems 
continues to be directly related to lax credit standards for borrowers and 
counterparties, poor portfolio risk management, or a lack of attention to 
changes in economic or other circumstances that can lead to a deteriora-
tion in the credit standing of a bank’s counterparties.”1 While this quote fo-
cuses specifically on the banking industry, the need to establish sound credit 
risk management practices for customer receivables, investment activities, 
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and counterparty and business partner exposures is relevant to any given 
industry.

Credit risk management deals with the identification, quantification, 
monitoring, controlling, and management of credit risk at both the transac-
tion and portfolio levels. Although the level and volatility of future losses 
are inherently uncertain, statistical analyses and models can help the risk 
manager quantify potential losses as input to underwriting, pricing, and 
portfolio decisions. Before we can do this, however, we will need to define 
some key concepts in credit risk management.

Key cRedit RiSK conceptS

exposure, Severity, and default

The credit loss on any transaction, whether a straightforward loan or com-
plex swap, can always be described as the product of three terms:

Loss = Exposure × Default × Severity

Loss is the actual economic loss to the organization as a result of the 
default or downgrade of a borrower or counterparty—that is, as a result of 
a credit event. Exposure is the loan amount, or the market value of securities 
that the organization is due to receive from the counterparty at the time of 
the credit event.2 This is the amount at risk. Default is a random variable 
which is either one (if the transaction is in default) or zero in the context 
of a single borrower or counterparty, but it may also represent the overall 
default rate of a portfolio. Severity is the fraction of the total exposure that 
is actually lost—the severity of a loss can be reduced by debt covenants, net-
ting and collateral arrangements, and downgrade provisions.

expected Loss

Another key concept is expected loss (EL), which represents the anticipated 
average rate of loss that an organization should expect to suffer on its credit 
risk portfolio over time. This is effectively a cost of doing business, and 
should thus be reflected directly in transaction pricing. The expected value 
of credit losses is equal to the product of the expected values of each of its 
components:

EL = Expected Loss = E(Loss)

= E(Exposure) × E(Default) × E(Severity)
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E(Exposure) is the expected exposure at the time of the credit event; it 
depends strongly on the type of transaction and on the occurrence of future 
random events. For loans, exposure is usually just the amount of the loan. 
Where a trading exposure to a counterparty is involved, the expected ex-
posure must usually be modeled. For example, it is usually necessary to use 
a simulation model in order to find the expected exposures of long-dated 
transactions such as swaps or forwards.

E(Default) is the expected default frequency and reflects the underly-
ing credit risks of the particular borrower or counterparty. It can either 
be estimated from the borrower’s or counterparty’s public debt rating or 
by calibrating the organization’s own credit-grading scale. While each indi-
vidual transaction is obviously either performing or in default—there is little 
middle ground between the two states—there is an expected frequency of 
default within an overall portfolio.

E(Severity) is the expected loss in the event of default. It is a function of 
facility type, seniority, and collateral. The severity is equal to the lost princi-
pal and interest, together with the cost of administering the impaired facil-
ity; it is expressed as a percentage of the exposure at the point of default. 
Since there is insufficient public data on recovery rates, and these tend to 
vary with the type of transaction, they must usually be estimated from the 
organization’s own recovery data. Recovery rates for publicly traded bonds 
can be obtained from the major rating agencies.

The EL for a portfolio is simply the sum of the ELs of the individual 
transactions:

EL ELPortfolio Transaction= ∑

Unexpected Loss

Unexpected loss (UL) is a more important measure of risk than expected 
loss. EL is, as the name suggests, a reasonably predictable average rate of 
loss. Organizations do not have to hold capital against expected loss, as-
suming that they have priced it into the relevant transaction(s) correctly and 
have established the appropriate credit reserves. On the other hand, unex-
pected loss represents the volatility of actual losses that will occur around 
the expected level. It is the existence of UL that creates the need for a capital 
cushion to safeguard the viability of the organization if losses turn out to be 
unexpectedly high.

Statistically speaking, UL is defined as the standard deviation of credit 
losses. It is derived, mathematically speaking, from the components of EL:

UL = σ (Credit Losses) = Var1/2 (Credit Losses)
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If all transactions were to default at the same time, we would simply 
add up the UL of individual transactions to determine the overall UL of a 
portfolio. However, this is obviously extremely unlikely to happen, unless 
there are common factors driving the credit performance of all the transac-
tions in the portfolio.

It’s improbable, for example, that individual borrowers from different 
geographical locations would all default on their credit card debts at ex-
actly the same time, although changes in the national levels of interest rates 
would likely be an important common factor. Similarly, a shared geographi-
cal location or industrial sector is likely to be important common factors for 
corporate borrowers.

The degree to which individual default behaviors are related is known 
as the default correlation. Broadly speaking, the more diverse (less corre-
lated) the transactions in the portfolio are, the less likely it is that many of 
them will suffer a credit event simultaneously. Hence, the unexpected loss 
on a portfolio is dependent on its level of diversification as well as on the 
unexpected losses associated with individual transactions. This is measured 
in terms of the default correlations among transactions. Thanks to diversi-
fication, the unexpected loss on a portfolio will be less than the sum of the 
unexpected losses of its component transactions. In fact, it is:

UL UL ULportfolio i j
j

N
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i

N

= ( ) ( )
==
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where (UL)i is the unexpected loss on the ith transaction in the portfolio and ρij 
is the default correlation between the ith & jth transactions in the portfolio. The 
higher the correlation between a new transaction and the portfolio, the more 
risk it adds to the portfolio. One of the key objectives for a risk manager is, 
therefore, to ensure that portfolios are sufficiently diversified—thus reducing 
the unexpected loss on the portfolio—by ensuring that credit exposures are 
not overly concentrated in any obligor, industry, country, or economic sector.

A word of caution on default correlation—as with general asset price 
correlations, default correlations increase significantly during market crises. 
As such, the benefit of credit portfolio diversification may not be realized 
during periods when it is most needed. Risk managers should stress test cor-
relation assumptions (i.e., setting them at or near historical highs) to mea-
sure the sensitivity of UL to various levels of default correlation.

Reserves and economic capital

A credit loss reserve represents the amount set aside for expected losses 
from the firm’s total portfolio of credit exposures. For example, bad-debt 
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provisions might be made to cover anticipated losses over the life of a loan 
portfolio. A reserve is a specific element of the balance sheet, while provi-
sions and actual losses are treated as income statement items.

A firm must also earmark some capital to guard against large unex-
pected losses, however. This capital is known as economic capital, which is 
the amount that is required to support the risk of large unexpected losses. 
The amount of economic capital3 required is determined from the credit loss 
distribution, which we will describe below.

Economic capital is an important concept for equity holders as well as 
debt holders. For equity-holders, economic capital can be used as a yard-
stick against which returns from different risk-taking activities can be con-
sistently measured. For debt-holders, the economic capital can be viewed 
as the capital cushion against unexpected loss that is required to maintain 
a certain debt rating. It is determined in a similar way to the solvency tests 
applied by rating agencies, such as Standard & Poor’s (S&P) or Moody’s 
Investors Service, when assigning credit ratings.

For example, firms rated AA by S&P default with a 0.03 percent fre-
quency over a one-year horizon. If a firm has a AA target-solvency standard, 
its economic capital can then be determined as the level of capital required to 
keep the firm solvent over a one-year period with 99.97 percent confidence. 
Since this is a probabilistic quantity, it will depend on the distribution of 
credit losses (see Figure 12.1).

Credit loss distributions are skewed because credit losses can never 
be less than zero. That would imply that borrowers pay back more than 
they owe when conditions are better than expected, which clearly does not 

FigURe 12.1 Illustration of Expected Loss, Unexpected Loss, and Capital Multiplier 
on the Loss Distribution
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happen.4 In most economic environments, one would expect relatively low 
levels of losses (at any competent institution, anyway). However, when times 
are worse than expected—for example, a recession causes a high level of 
defaults—credit losses can be much higher than average, and thus generate 
a longer, skewed tail. The distribution is leptokurtic, that is, the probability 
of large losses occurring is greater for a given mean and standard deviation 
than would be the case if the distribution was normal.

The loss distribution can be estimated by:

 ■ Assuming that it conforms to one of the standard textbook distribu-
tions, such as the beta or gamma distribution, and parameterizing the 
distribution to match the portfolio’s mean and standard deviation

 ■ Analyzing publicly available information for peer firms, that is, their 
capital relative to their historical loss volatility (this requires some sim-
plifying assumptions)

 ■ Using numerical techniques or simulation to estimate and aggregate the 
yearly loss level of the portfolio over many business cycles.

Once the UL has been calculated and the loss distribution esti-
mated, the desired debt rating (or target solvency standard) has to be fac-
tored into the economic capital calculation. This is done by introducing 
a capital multiplier (CM), which represents the number of multiples of 
UL required to create a capital cushion sufficient to absorb a loss at 
the confidence level implied by the institution’s credit rating. It is de-
termined from the loss distribution. As mentioned above, an institution 
that is seeking a AA rating must hold enough economic capital to pro-
tect against all losses except those so large that they have less than a 
0.03 percent chance of occurring in any given year. Economic capital for 
credit risk is determined by:

Credit RiskEconomicCapital CM ULPortfolio= ×$

off-Balance Sheet credit Risk

When one thinks about credit risk, large loan losses come most immediately 
to mind. The dramatic and highly publicized credit crises of the last two 
decades include those associated with commercial real estate, less-developed 
country (LDC) debt, leveraged buyout (LBO) debt, Russian bonds, 
Long-Term Capital Management, energy trading counterparties, and the 
consumer debt problems that have plagued retail lenders (major mortgage 
write-offs in the early 1990s and sporadic credit card problems). More re-
cently, the credit losses resulting from subprime loans and mortgage-backed 
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securities have reminded lenders and investors the importance of sound 
credit risk management.

However, as discussed in the beginning of this chapter, credit risk is not 
limited to banks and other financial institutions. In every market and every 
business, transactions with counterparties inevitably lead to credit expo-
sures, which can result in economic loss and/or business interruptions. The 
most significant credit exposures faced by an organization may not even ap-
pear on the balance sheet; nowadays, organizations frequently assume credit 
risk from various off-balance-sheet financial instruments such as foreign ex-
change transactions, forward transactions, swaps, options, special-purpose 
entities, and financial guarantees. Two examples of off-balance-sheet credit 
exposures are provided below to illustrate how off-balance-sheet items can 
create credit risk exposures.

credit Risk of options A basic call option provides its holder with the right, 
but not the obligation, to purchase an asset at a predetermined price. Once 
the buyer pays the option premium, the seller of an option never has any 
credit risk exposure, because the buyer has no obligations to fulfill and 
there is therefore nothing to default on. The best-case scenario for the 
seller is that the option expires worthless and thus no future payment 
needs to be made.

However, the buyer of the option can be exposed to credit risk, since the 
seller is obliged to pay up if the option becomes profitable for the buyer and 
is exercised. As such, the buyer’s credit risk exposure at any given time is the 
value of the option at that time, since that is the economic loss (or replace-
ment value) that would be incurred if the option seller were to default. Op-
tions always have positive value until expiry (since there is always a chance 
that they will become profitable before the expiry date) and so the buyer of 
a basic option is always exposed to some credit risk until the option expires. 
The Black-Scholes option-pricing formula allows one to calculate option 
values, and hence the credit exposure.

credit Risk of Swaps A swap is a financial agreement under which two coun-
terparties exchange cash flows, based on one or more price indices. Let’s use 
an interest rate swap to illustrate the challenges associated with the estima-
tion of credit risk of derivative products.

There are two principal difficulties in estimating credit risk for interest 
rate swaps:

 ■ There is little public information about severity in the event of default 
by swap counterparties. This is due to the paucity of defaults involv-
ing swap transactions. It appears that under U.S. bankruptcy law, swap 
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counterparties would have the lowest claim on the defaulted party’s 
assets. However, the lower claim status of swap transactions is often 
mitigated by other credit protections, such as downgrade triggers and 
collateral requirements.

 ■ The crucial element in the assessment of credit risk is the exposure 
amount or the mark-to-market value of a swap (which is usually close 
to zero at inception). Any exposure is generated later by the effect of 
price movements. The credit exposures of swaps and most other deriva-
tive transactions are indeterminate, in that they can be an asset or a 
liability, depending on movements in the underlying price or rate. For 
example, if interest rates fall, the party receiving a fixed rate in an inter-
est rate swap has essentially acquired an asset, and they will then have 
credit exposure to the counterparty. If rates were to rise, however, the 
situation could easily reverse.

A number of different approaches have been taken with regard to the 
estimation of swap exposures. The most straightforward is the addition of 
a fixed percentage (add-on) of the swap’s nominal amount to the current 
mark-to-market value. There are two difficulties with this approach. First, 
how should the add-on percentage be estimated? Second, the relevant ex-
posure is not that of one particular swap but rather the total (net) exposure 
over all transactions with any given counterparty.

Sophisticated derivative dealers and users apply a simulation-based ap-
proach to the quantification of swap exposures. The basic concept behind 
simulation is that if we knew what the yield curve would be at the time of 
the counterparty default, we could value the swap and hence estimate the 
exact exposure amount.

Of course we have no idea when a counterparty might default, or what 
the yield curve might look like at that point in time. However, if we can 
model the possible evolution of the yield curve, we can generate a multiplic-
ity of potential paths for interest rates over the remaining life of the swap 
and estimate the exposure for each separate path. We can then come up with 
an estimate of the most likely exposure and the potential variation in the 
exposure.

The success of this procedure clearly depends on the quality of the 
model used for the evolution of the yield curve. The basic procedure is indi-
cated schematically in Figure 12.2.

Consider, for example, a plain vanilla swap with a notional principal 
value of $1 million, a maturity of five years, and a fixed-rate coupon of  
6 percent. The short-term interest rate, which is also the floating coupon of 
the swap, starts out at 5 percent.5 The results of the simulation procedure 
are illustrated in Figure 12.3, which displays the expected exposure and 
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FigURe 12.2 Basic Procedure
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FigURe 12.3 Exposure Simulation for a Plain Vanilla Swap
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the 97.5 percent confidence bound on the exposure (the Maximum Likely 
Exposure or MLE).

Notice that the expected exposure rises until approximately the mid-
point of the swap’s term, at which point it falls back toward zero. On the 
final day of the swap the exposure will, in fact, be zero. A similar approach 
can be used for foreign exchange and commodity derivatives. In addition to 
the yield curve, a simulation model would estimate the price movements of 
the underlying price indices.
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the cRedit RiSK MAnAgeMent pRoceSS

Figure 12.4 provides an overview of the credit risk management process. 
There are five stages: policy and infrastructure; credit granting; monitoring 
and exposure management; portfolio management; and credit review. Let’s 
examine each of these in turn.

policy and infrastructure

This stage relates to the establishment of an appropriate credit risk envi-
ronment; the adoption and implementation of credit risk policies and 
procedures; the development of methodologies and models, supported by  
appropriate systems; and the definition of data standards and conventions. 
It is the foundation on which management will build to ensure adequate 
controls are in place for managing credit risk.

An organization should have documented credit policies, methodolo-
gies, and procedures to ensure that credit risks are identified, measured, 
monitored, controlled, and regularly reported to senior management and 
the board of directors. These documents should reflect the firm’s perspective 
on the prudent management of credit risks and take into account the nature 
and complexity of its activities, its business objectives, its competitive and 
regulatory environment, and its staff and technology capabilities.

Regulatory bodies take such policies very seriously. For example, the 
U.S. Federal Reserve System Trading Manual says:

“Credit risk management should begin at the highest levels of the 
organization, with credit risk policies approved by the board of directors, 
some form of credit risk policy committee of senior management, a credit 
approval process, and a credit risk management staff which measures and 
monitors credit exposures throughout the organization.”6

There is no ‘one-size-fits-all’ structure in credit risk management, but 
generally credit policies should address such topics as:

 ■ Credit risk philosophy and principles
 ■ Credit analysis and approval processes

FigURe 12.4 The Credit Risk Process at a Glance
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 ■ Credit rating systems and linkage to reserve and economic capital 
requirements

 ■ Underwriting standards and risk-adjusted pricing guidelines
 ■ Measurement of exposure of on- and off-balance sheet items
 ■ Delegation of lending authority and exposure limits
 ■ Target portfolio mix and use of risk transfer strategies
 ■ Credit monitoring and auditing processes
 ■ Exception and problem credit management
 ■ Risk measurement and reporting activities

The policies adopted by senior management and the board need to be 
communicated to all employees involved in the credit process, implemented 
in a timely and consistent manner, and monitored to ensure compliance. 
They should be revised at least annually to take into account internal and 
external changes, such as new financial products, new markets and custom-
ers, and changes in regulatory environment.

credit granting

The second stage refers to the extension of credit to customers or coun-
terparties. It encompasses credit analysis/rating of counterparties; credit 
approval by appropriate authorities; pricing and terms and conditions of 
transactions; and proper documentation.

An accurate, consistent system of risk rating is the essential underpin-
ning of sophisticated credit risk management. A credit rating represents a 
firm’s overall assessment of a given credit risk. It is the foundation for a set 
of critical activities—assigning loss provisions and risk capital, developing 
risk-adjusted profitability and pricing models, setting exposure limits, and 
managing the firm’s risk/reward tradeoff.

Just as publicly available debt ratings are assigned by rating agencies 
(such as Moody’s and Standard & Poor’s) on the basis of data about the 
creditworthiness of a corporation, internal risk ratings summarize a firm’s 
assessment of the probability of economic loss resulting from a credit-
sensitive transaction. In developing the rating process, a firm should decide 
whether to rate the counterparty/issuer and/or to rate the specific transaction. 
The former would result in the same rating for all transactions related to 
one counterparty; the latter, in a rating that incorporates the characteristics 
of the transaction, such as collateral or guarantee. The latter approach is 
more refined, but the disadvantage is that it is more difficult to evaluate 
accurately. Some firms assign both counterparty and transaction ratings.

Risk rating systems should be designed so that it is possible to strike 
a balance between effectiveness (accuracy, consistency, and timeliness of 
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ratings) and efficiency (cost of assigning the ratings with a given frequency). 
Risk rating can be carried out on the basis of anything from pure judgment 
to deterministic modeling. In general, it will be a combination of both, 
including:

 ■ Analysis of company financials, industry trends, and credit outlook.
 ■ Use of a vendor-supplied or internal credit rating model.
 ■ Use of external rating agencies credit ratings.7

A credit rating should be assigned to each on- and off-balance sheet 
credit exposure of the firm at origination. In addition, the system should be 
responsive to changes in credit risk characteristics of a counterparty/issuer/
transaction. Exposures with deteriorating credit characteristics should be 
put on a credit watch list that is reviewed regularly by senior management 
and the board of directors.

A consultative paper issued by the Basel Committee on Banking Super-
vision in July 1999 outlines the factors to be considered in a bank credit-
approval process.8 These elements can be generalized to credit granting in 
general and would include an assessment of:

 ■ The nature of the credit with respect to size, structure, maturity, and so on.
 ■ The current risk profile of the borrower or counterparty and its sensitiv-
ity to economic and market developments.

 ■ The borrower’s repayment history and current capacity to pay its obli-
gations, based on historical financial trends and cash flow projections.

 ■ A forward-looking analysis of its capacity to pay obligations based on 
various scenarios.

 ■ The reputation of the issuer or counterparty.
 ■ The product knowledge and legal capacity of the counterparty to as-
sume the liability.

 ■ The proposed terms and conditions of the credit, including collateral 
and covenants designed to limit changes in the future risk profile of the 
counterparty (however, these should not be used to compensate for a 
lack of analysis or for poor information).

 ■ Where applicable, the adequacy and enforceability of collateral or 
guarantees.

The credit-granting criteria listed above are obviously closely linked 
to the risk rating system, since they represent the basis for rating assess-
ment. Granting credit involves accepting risks in order to produce profits, 
or transfer some risks to another party (for example, transferring market 
risk by entering into a swap agreement). With respect to loans, many banks 



Credit Risk Management 187

have found that they can significantly improve their ROA (return on assets) 
simply by setting pricing floors by risk rating.

The delegation of credit-granting authority should be designed to en-
sure an appropriate balance between the efficiency of credit operations and 
the effectiveness of credit review and approval. Lending authority is nor-
mally expressed in terms of notional transaction size, risk rating, and/or 
economic capital usage.

Monitoring and exposure Management

Both individual and portfolio exposures should be monitored on a regular 
basis. Single-entity credit exposures should be monitored against established 
limits to prevent undue exposure to an individual counterparty. Moreover, 
aggregate exposures by industry, country, and economic sector should be 
monitored against limits to ensure appropriate portfolio diversification.  
Indicators such as credit spreads and stock price volatilities should be 
tracked for early warning signals of potential adverse credit events. Large 
individual and aggregate credit risk exposures should be reported to senior 
management and to the board of directors.

A basic requirement of effective credit risk management is updated 
credit exposure information. For example, a firm might have different 
transactions with a single counterparty that are conducted by more than 
one of its business units. In order for management to measure the current 
exposure to the counterparty, the individual transactional exposures must 
be aggregated. Exposure measurement of business activities in this way 
is important for a number of purposes; risk reporting; comparison with 
policy limits; and determination of required level of credit reserves and 
economic capital.

There are two types of credit exposure: current exposure and potential 
exposure. Current exposure is defined as the amount at risk today—it is the 
loss that would be suffered here and now if all the credit transactions were 
to be settled and all the credit assets were to be sold immediately. This defini-
tion should make obvious the fact that current exposure takes no account of 
any future changes in market prices.

Potential exposure, on the other hand, depends on the type of transac-
tion and on the occurrence of future random events. For loans or receivables 
where there is no line of credit, potential exposure and current exposure 
are the same, absent any loan amortization or principal payment. For other 
transactions, such as swaps or credit lines, potential exposure needs to be 
modeled or estimated, since it is a function both of time to maturity and of 
the volatility of the underlying instrument. Furthermore, credit enhance-
ments, such as collateral and third-party guarantees, downgrade triggers,9 
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and netting agreements10 can be used to reduce a firm’s counterparty credit 
risk. The calculated exposures should reflect these risk-reducing features if 
they are legally enforceable in the relevant jurisdictions.

Different approaches can be taken to exposure calculations. The calcu-
lation might be based on current exposure; maximum potential exposure; 
average expected exposure; or some rule of thumb, such as an add-on as a 
percentage of notional value. In addition, the exposure can be measured in 
terms of notional amounts, or in terms of economic capital requirements, 
with the latter being more representative of the risk involved in the 
transaction. Economic capital exposure is such that each dollar of economic 
capital represents an equal exposure to credit loss volatility. The selection of 
the appropriate exposure calculation(s) for a business depends on the level 
and complexity of credit risk, as well as the business applications for the 
exposure calculations.

The important concept to remember in exposure measurement is 
consistency. One challenge that a firm faces is the development of consistent 
measures for credit exposure throughout its portfolio. Since the exposures 
need to be aggregated in order to obtain a meaningful view of the total 
portfolio, and in order to compare exposures against approved limits, all 
transactional exposures must be measured in a consistent manner.

A concentration of credit risk is the single most important cause of 
major problems. One senior credit officer I met in the early days of my career 
put it succinctly when he said: “Concentration kills.” Concentrations arise 
in a credit portfolio as a direct consequence of business specialization. 
It is this specialization that allows a firm to achieve market leadership 
and gain competitive advantage, and as such, concentration cannot be  
eliminated entirely. However, it can be controlled through the use of 
exposure limits.

The establishment of exposure limits is an important element of credit 
risk management that ensures appropriate diversification of a firm’s credit 
portfolio. Limits should be defined for single counterparties, groups of con-
nected counterparties, products, industries, and even for countries or geo-
graphic regions in which the firm currently holds, or could potentially hold, 
credit exposures.

Credit limits are useful in all areas of the firm’s activities that involve 
credit risk. They should reflect management’s appetite for a credit risk, and 
be meaningful constraints on business activities in order to mitigate risk. 
They should not, therefore, be so high that they are never breached, or so 
low that are breached too often. Actual credit exposures should be regularly 
compared with the established limits, and procedures should be in place 
for taking appropriate action within a defined period when limits are ap-
proached or exceeded.
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Risk limits serve four main interrelated credit processes:

 1. Risk control: The presence of limits prevents the firm from engaging in 
business activities that are too risky, such as extending too much credit 
to a single counterparty or industry. They ensure that the firm enters 
into new products and markets only once the proper risk management 
prerequisites are in place. Limits are also set to control activities in areas 
where the firm does not think it should be active because it is likely to 
be competitively disadvantaged. As such, the limits reflect not only a 
business judgment that the risk/reward tradeoff is inadequate, but also 
serve to manage operational risks. For example, smaller credit limits 
might be allocated in countries where business and contract laws are 
questionable.

 2. Allocation of risk bearing capacity: Like any other scarce financial re-
source, credit limits must be rationalized across products and business 
activities. Limits should be set to reflect management’s determination 
of the risk/reward tradeoffs made by potentially placing bets in a con-
centrated manner. A good example of the dangers of risk concentration 
is the case of the 1998 default of Power Company of America (PCA, 
a power-trading company). On June 24, 1998, a freak combination 
of factors led to power prices in the Midwest skyrocketing from their 
typical level of $30/MWh to an astounding $7,500/MWh. One of PCA’s 
suppliers, Federal Energy Sales failed to deliver. PCA had to default as 
well, and was subsequently forced into bankruptcy by $236 million of 
outstanding claims. Had credit concerns stopped PCA from doing busi-
ness with Federal earlier in 1998, as other companies had, its exposure 
to the company might not have been as lethal. An effective limit man-
agement process might have made for a very different story.

 3. Delegation of authority: The credit limit system ensures that credit de-
cisions are made by people with the requisite skills and appropriate 
authority. The delegation of credit authority is usually granted from 
the board of directors through the credit policy. From that point the 
firm’s senior management may further delegate credit authority to the 
business units. This process may extend further still, with delegation to 
the individual personnel within business units. The delegation of credit 
authority through explicit credit limits ensures that central manage-
ment retains control over credit risks, while providing business and  
risk-taking flexibility on a day-to-day basis.

 4. Regulatory compliance: Regulators across all industries are increas-
ingly focused on the corporate governance and audit procedures of the 
companies they monitor. For companies with significant financial risk 
exposures, the application of VaR measures has become an accepted 
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standard. For companies that are credit risk intensive, such as banks 
and brokerage firms, regulatory authorities can be expected to maintain 
close scrutiny of credit risk controls, including exposure limit manage-
ment processes.

A credit risk reporting process provides relevant information to senior 
management and the board of directors so they can effectively perform their 
oversight and fiduciary function. Effective and timely reporting of the firm’s 
key credit exposures helps to ensure that risk management objectives are 
met, and facilitates appropriate management decisions and actions.

Credit risk reporting should be prepared by the risk management func-
tion and should typically include information on portfolio trends, risk-adjusted 
profitability, large and complex transactions, aggregate credit exposures 
against policy limits, and key exceptions. In practice, the effectiveness of 
the firm’s credit risk reporting process will be highly dependent on the 
quality of data resources and management information systems. In fact, 
the greatest challenge faced by most institutions will be the integration of 
various databases and systems to obtain a comprehensive credit portfolio 
perspective.

In July 1999, the Basel Committee on Banking Supervision published a 
paper: “Best Practices for Credit Risk Disclosure.” According to this report, 
credit risk information should be:

 ■ Relevant and timely: Information should be provided with sufficient fre-
quency and timeliness to give a meaningful picture of the institution’s fi-
nancial position and prospects. To be relevant, information should also 
keep pace with financial innovation and developments in credit risk 
management techniques such as credit risk modeling.

 ■ Reliable: Information should be reliable. Typically, it is more difficult 
to obtain precise measurements of credit risk than of market risk. This 
is because the estimation of default probabilities and recovery rates is 
usually less precise than the measurement of price movements in liquid 
markets. Moreover, credit ratings assigned to a counterparty usually 
include an element of judgment, which in turn depends on the quality 
of the credit staff.

 ■ Comparable: Market participants and other users need information 
that can be compared across institutions and countries, and over time. 
As such, it is useful to apply industry standards for credit exposure 
measurement, as well as map internal credit ratings to those established 
by the rating agencies.

 ■ Material: Disclosures should be adapted to the size and nature of an 
institution’s activities, in accordance with the concept of materiality. 
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Information is defined as material if its omission or mis-statement could 
change or influence an assessment or decision made by a user relying on 
that information.

portfolio Management

Until recently, credit risk would typically stay on a firm’s balance sheet until 
the settlement of transactions or the maturity/sale of financial assets. The 
introduction of active portfolio management, loan securitization, and risk 
transfer strategies has advanced the concept of credit portfolio management. 
With these tools, a target portfolio with optimized risk and return character-
istics can be defined. The actual credit portfolio can then be steered toward 
this target by the use of portfolio management strategies. Such strategies 
may include the outright purchase or sale of assets; alternatively, part of the 
portfolio might be securitized or hedged through credit derivatives. Credit 
portfolio management can be used not only to optimize the risk/return of 
the credit portfolio, but also to free up scarce capital and credit limits in 
order to grow origination activities.

A portfolio management function should be responsible for optimiz-
ing the risk/return characteristics of the overall credit portfolio. The risk 
profile of a credit portfolio can be optimized through the use of origination 
targets, pricing, and risk transfer strategies. Origination targets determine 
which kinds of credit exposure the organization can safely take on, given the 
existing portfolio, while pricing can be used to ensure that it is adequately 
rewarded for taking on such exposures. Risk transfer strategies allow it 
to reduce or eliminate risks that are deemed undesirable and/or inefficient 
within the firm’s portfolio, and also allow it to take on, or increase, desirable 
risks. The credit policy should document the financial vehicles that can be 
utilized—for example, securitization, derivatives, insurance products, sales 
of assets, and alternative risk transfer products. It should also specify the 
permitted transactions and applications of portfolio management and risk 
transfer techniques.

An innovative trend in wholesale banking has been the disaggregation of 
origination, portfolio management, and servicing activities. The rationale for 
this transformation in wholesale banking is nearly identical to the rationale 
underlying the same trend in mortgage banking a decade earlier. One part of 
this rationale is that corporate lending is generally a low-margin activity, and 
as such unprofitable unless bundled with non-credit transactions. The com-
bination of poor economics, high capital consumption, and unfavorable tax 
treatment11 conspires to suggest that these loans, if they are to be made at all, 
should be sold to investors. The packaging of loans into collateralized loan 
obligations (CLOs) and commercial mortgage-backed securities (CBMS) also 



192 EntErprisE risk ManagEMEnt

provides market discipline for three key components of a company’s credit 
risk management process: underwriting, pricing, and documentation. First, 
the company’s credit underwriting is confirmed as rating agencies review the 
creditworthiness of individual loans when they rate the various tranches of 
the deal. Second, investors will provide market feedback on appropriateness 
of the initial loan pricing when they bid on the supported securities. Finally, 
legal review will establish a check on the quality of loan documentation and 
collateral protection embedded in the loan contracts.

credit Review

In order to ensure compliance with the established credit policies and pro-
cesses, a formal credit review should be implemented as a separate credit 
risk process, or as part of the overall audit process. This involves a thorough 
review of a sample of transactions and documentation, testing of systems 
and data integrity, the enforcement of underwriting standards, and compli-
ance with specific policies and procedures. The credit review group must be 
independent from the origination group; it may even be independent from 
the risk management function.

It is essential to define a disciplined process that ensures transactions 
are monitored and individual businesses comply with underwriting and 
credit standards. It also ensures appropriate checks and balances, as well 
as compliance with the organization’s credit policies and procedures. 
Moreover, trouble indicators, such as unapproved limit excesses or double-
rating downgrades, should be reported and addressed. An effective credit 
review process not only helps to detect potential credit problems, but also 
ensures the identification of exceptions or violations to credit policies and  
procedures.

The frequency of the reviews and specific actions to be undertaken for 
policy violations should be defined up front by the risk management func-
tion and approved by senior management and the board. These actions 
include re-rating the counterparty or transaction, revising the terms and 
conditions of the transaction, selling the asset to another market player, or 
executing a risk transfer strategy. It is good practice to document and report 
policy exceptions and establish a defined timeframe for resolution.

BASeL ReqUiReMentS

Regulatory requirements are a key driver of industry practices, and none 
more so than the capital adequacy system developed by the Basel Committee 
on Banking Supervision. The members of the Basel Committee, established 



Credit Risk Management 193

by the central bank of the Governors of the Group of Ten countries in 
1975, are banking supervisory authorities. Today, the expanded group con-
sists of senior representatives of bank supervisory authorities and central 
banks from Belgium, Canada, France, Germany, Italy, Japan, Luxembourg, 
the Netherlands, Sweden, Switzerland, the United Kingdom, and the 
United States.

The Basel Committee’s guidelines on capital allocation against credit 
risk have done much to shape the credit markets and the development 
of credit risk management. In 1988, the Committee introduced a capital 
adequacy system for banking institutions that stipulates an 8 percent 
capital charge against the risk-weighted exposure of all balance sheet 
assets. The risk weightings were assigned by asset class, ranging from  
0 percent for U.S. Treasuries to 100 percent for corporate loans and bonds. 
The Capital Accord became a global benchmark for regulatory credit risk 
capital standards, and as such, a major driver for the behavior of banking 
institutions.

However, by the mid-1990s the Capital Accord was being disputed by 
a large number of practitioners who argued that it had some major pitfalls. 
For example, the risk weightings were seen to be too crude and arbitrary, 
with the effect that the Accord recognized no difference between lending to 
an AAA-rated corporation and to a double-B rated OECD country. Also, 
the Accord paid little heed to the term structure of credit risk. Consequently, 
a one-year loan was treated in the same way as a 20-year loan, despite the 
fact that there is clearly more chance of default over 20 years than over  
12 months. Nor did the original Accord allow for the use of collateral or 
portfolio diversification effects.

To acknowledge the fact that the financial markets had changed sig-
nificantly in the last decade, and that risk management tools had improved 
significantly, the Committee developed a new capital framework during the 
late 1990s. The new framework consisted of three pillars: minimum require-
ments, supervisory review process, and effective use of market discipline. 
To quote from the introductory report: “It is designed to improve the way 
regulatory capital requirements reflect underlying risks. It is also designed to 
better address the financial innovation that has occurred in recent years. . . . 
The review is also aimed at recognizing the improvements in risk measure-
ment and control that have occurred.”12

The Basel II framework motivated many financial institutions across the 
globe to adopt more advanced risk management tools for credit risk and other 
risks. Sophisticated banks were able to use internal models and ratings rather 
than public ones, subject to supervisory review and approval. Credit risk was 
only one part of the new capital guidelines, since the Committee had included 
capital charges for other risks, namely market risk and operational risk.
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“The Committee believes that the Accord must be responsive to finan-
cial innovation and developments in risk management practices. The Com-
mittee’s longer-term aim is to develop a flexible framework that reflects more 
accurately the risks to which banks are exposed.”13 Most risk practitioners 
agreed that, despite remaining technical issues, Basel II was certainly a step 
in the right direction.

The latest framework, Basel III, which was set for an early 2013 imple-
mentation in the United States—with a transitional period of up to 2019—
was designed as a response to the weaknesses in financial regulation that 
were exposed by the global financial crisis. The updated requirements of 
Basel III include:

 ■ An increase in the minimum common equity requirement from 2.5 to 
4.5 percent

 ■ A capital conservation buffer of 2.5 percent (total common equity re-
quirements now up to 7 percent)

 ■ A minimum tier-one ratio of 4.5 percent
 ■ A countercyclical buffer of between 0 to 2.5 percent
 ■ Higher capital requirements for trading and derivatives across the 
board.14

These key ratios are calculated as follows:

 ■ Common equity: Common equity items include capital instruments and 
their related shared premium accounts, retained earnings and other sig-
nificant accumulated income and reserves, and funds for banking risk.15

 ■ Capital Conservation Buffer: These items include cash dividends, fully 
or partly paid bonus shares and other capital instruments, and repur-
chases of a firm’s own shares and other capital instruments.16

 ■ Countercyclical Capital Buffer: The individual countries participating 
in Basel III set countercyclical capital buffers.

As a result, Basel III will likely prove to have a significant impact on 
both individual banks and the financial sector as a whole. In today’s harsh, 
already highly regulated business environment, it will be harder for some 
banks to meet the new capital requirements while simultaneously placing 
greater emphasis on meeting profitability and growth targets. These new 
capital requirements will also shift demand from short-term loans to long-
term loans, which may restrict the banks’ lending abilities.

Ultimately, full implementation of Basel III might create a capital short-
fall of 577 billion Euros for banks in the Eurozone, as well as increase in 
risk-weighted asset holdings by 23 percent.17 By 2019, the U.S. banking 
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sector will require $870 billion of additional Tier 1 capital, $800 billion 
for short-term liquidity and $3.2 trillion in long-term funding; as a result, 
ROE may decrease by around 3 percent in the United States and 4 percent 
in Europe.18

On the other hand, the implementation of Basel III should provide some 
important benefits to the financial industry. If the Basel III requirements 
are met on both the domestic and international levels, they will help to 
produce a more stable financial system, which will diminish the chance 
of a widespread banking crisis occurring in the future.19 By fortifying the 
banking system so that it can withstand adverse shocks, Basel III aims to 
reduce the chances that disruptions in the financial sector will cause a global 
upheaval on the level of the most recent financial crisis. It also aims to  
“improve risk management and governance as well as strengthen banks’ 
transparency and disclosures” in order to improve our ability to forecast—
and thus, avoid—such disasters.20

Basel III also addresses concerns about systemic and counterparty risks. 
In order to be able to better absorb any potential losses, banks that are 
deemed “systemically important” are required to go beyond the minimum 
requirements. In addition to the minimum capital ratio, Basel III provides 
these banks with further provisions for leverage and liquidity standards 
as a means to reduce systemic risk. The minimum Tier 1 leverage ratio is  
3 percent, which serves as an added protection beyond the risk-specific capi-
tal requirements.21 U.S. banking regulators recently announced plans that 
will require the top eight banks to increase their minimum Tier 1 leverage 
ratio to 5 percent, while their FDIC-insured bank subsidiaries will have to 
increase their ratios to 6 percent.

Of the proposed reforms that address counterparty risk, some include 
the requirement that banking institutions should “determine their capital 
requirement for counterparty credit risk using stressed inputs.” 22 Basel III 
creates further incentive for banks to manage counterparty credit risk by 
raising the capital charges for capital valuation adjustment value-at-risk 
(CVA VAR).

There also remain significant limitations to the Basel III framework, 
with regard to the extent that regulators can mitigate the risks inherent in 
the global banking system—much of this management must still be left up 
to individual banks.23 Other criticisms of Basel III condemn it for not ad-
dressing the weaknesses of the preceding Basel II framework. Specifically, 
some believe that Basel III does not solve the issue of risk weighting assets, 
which requires institutions to hold more capital against riskier assets (de-
termined by ratings given by ratings agencies).24 Writing in The Economist, 
Noah Millman explains that the financial crises of 2008 and 2009 were 
not caused by “direct exposure to sub-prime loans,” but by “exposure to 
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triple-A-rated debt backed by pools of such loans, debt which turned out 
not to be risk-free at all.”25 He claims that Basel III does not solve this 
problem, and that it might even cause further issues, since it “massively 
increases the incentive to find low-risk-weight assets with some return,” and 
start another lending frenzy.26 In the final analysis, regulatory frameworks 
such as Basel III represent necessary but insufficient standards for credit risk 
management. Banks and other credit-intensive companies must go beyond 
regulatory requirements and adopt industry best practices.

BeSt pRActiceS in cRedit RiSK MAnAgeMent

Best practices in credit risk management, as with other risk management dis-
ciplines, represent a moving target. What are considered best practices today 
will become industry standards in a few years. For credit risk-intensive busi-
nesses, a key challenge facing management is how to ensure that company 
practices are, at a minimum, consistent with industry practices, and ideally 
represent best practices. The following sections describe three categories of 
credit risk measurement and management practices:

 1. Basic practice represents the minimum controls required for effective 
credit risk management

 2. Standard practice represents the next level of credit risk applications in 
terms of sophistication

 3. Best practice represents the most advanced credit risk applications 
adopted by leading institutions

It is important to note that a company does not necessarily need to 
establish best practices for all of its risk management areas. The appropri-
ate level of sophistication in risk management processes really depends on 
the risk profile of the individual company. For example, a manufacturing 
company does not require the same level of investment in credit risk man-
agement as a commercial bank. Therefore, many companies have adopted 
what they considered to be best-in-class practices that incorporate the size, 
complexity, and risk profile of their businesses.

Basic practice

A fundamental step in credit risk management is developing common defi-
nitions of risk and exposure measurement across business units. These 
definitions include items such as counterparty names used to identify the legal 
entities involved and the associated credit exposures; risk ratings, based on 
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consistent underwriting standards; and simple exposure measurement and 
aggregation methodologies such as loan and notional amounts. At the basic 
practice level, few risk ratings are established, and those that are installed are 
mainly used to accept or decline credits. The majority of credit exposures are 
often lumped into two or so ratings. The use of credit limits are focused on in-
dividual transactions, such as maximum amounts by obligor and risk rating, 
with few, if any, portfolio risk limits. The use of credit risk models is limited to 
simple spreadsheet models, ratio analysis, and credit bureau reports.

The credit risk management function is mainly a credit policy, ap-
proval, and monitoring function. It establishes credit policies and underwriting 
guidelines on how credits should be rated and what ratings are acceptable. 
Approval by a credit analyst or committee is only required for transactions 
above a certain size. On an ongoing basis, the credit function also identi-
fies problem loans, maintains a watch list, and plays a central role in the 
workout process. The performance of the credit risk function is mainly de-
termined by the level of charge-offs and delinquent loans.

Standard practice

Building on the basic practices described above, standard-practice companies 
establish more risk ratings to better differentiate underlying credit risks, and 
explicitly link risk rating to pricing, reserve, and capital requirements. For ex-
ample, a loan with a certain rating would be priced based on a pricing model 
or pricing matrix, and is then allocated a risk-adjusted level of reserves and 
capital. Formula-based exposure measurement and aggregation methodolo-
gies are used to translate on- and off-balance sheet exposures into loan equiv-
alent amounts, while credit exposure limits are established by counterparty, 
risk rating, industry, and country. The use of credit risk models is limited to 
the credit risk management function, and may include both internally devel-
oped and vendor models. These models take into account detailed financial 
information, stock and credit spread volatility, and economic indicators.

The credit risk management function is more integrated with the loan 
origination function. Relationship managers or teams are assigned to in-
stitutional clients while product managers are assigned to retail products. 
These managers develop relationship and product plans that take into ac-
count both the profitability and the risks of individual transactions, as well 
as the overall portfolio. As such, credit analysts and loan originators work 
together to structure and price specific transactions and products in order 
to address both business and credit considerations. The performance of 
the credit risk management function is determined not only by the level of 
charge-offs and delinquencies, but is also influenced by how they contrib-
uted to the growth and risk-adjusted profitability of the business units.
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Best practice

Going beyond what has been discussed above, best-practice companies de-
velop more advanced tools and applications in each aspect of their credit 
risk management. These tools and applications include:

 ■ Integrated credit-exposure measurement: Monte-Carlo simulation 
models are used to calculate indeterminate credit exposures (e.g., swaps, 
forwards, credit lines) so they can be aggregated with loan exposures. 
This provides management with an accurate measurement of credit 
concentrations by counterparty name, industry, risk rating, country, and 
other defined credit segments. Aggregate credit exposures also incorpo-
rate the impact of netting and collateral arrangements. In addition to 
credit-exposure aggregation, the credit database can be used to identify 
unusual credit behavior or patterns.

 ■ Scenario analysis and planning: Best-practice companies develop the 
ability to measure how adverse credit events and market changes would 
affect the institution’s risk positions. It is important for management to 
assess the potential impact of multiple events. For example, how would 
a global stock market crash combined with a Mexican peso devaluation 
affect the institution’s direct credit exposures to Mexican companies, 
and to other companies with significant economic ties to Mexico? Such 
scenario analysis is then followed by the formulation of risk mitigation 
plans and leading indicators so that the company can identify the emer-
gence of various scenarios and take appropriate actions.

 ■ Advanced credit risk management tools: These tools include credit scor-
ing models that assist credit analysts in rating counterparties and track-
ing the probability of default over time; credit surveillance systems that 
provide early warning signals by monitoring stock and bond prices, 
credit spreads, company news stories, and other market and competitive 
data; credit migration models that help management to assess potential 
future credit losses and reserve and capital requirements, by project-
ing how current credit ratings would migrate over time under expected 
and stressed scenarios; pricing models that help relationship managers 
determine risk-adjusted product pricing and relationship profitability; 
and portfolio management tools that help management determine the 
optimal asset allocation based on business risk and return relationships.

 ■ Active portfolio management: Based on the information and tools 
above, best-practice companies develop strategies to optimize the risk/
return of the overall credit portfolio. This includes changing the in-
stitution’s existing credit portfolio through loan sales, securitization, 
credit enhancement, credit derivatives, and other techniques, as well as 
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defining trigger points and exit strategies for the institution’s current 
and/or projected credit concentrations. A centralized portfolio invest-
ment unit drives the active portfolio management approach. This unit 
sits between the bank’s loan originators and the secondary market; it 
assumes ownership of credit assets, and exercises profit and loss (P&L) 
responsibility for the portfolio as a whole. The portfolio unit is intended 
to act like an asset manager—that is, to make decisions about what to 
buy and sell, and at what price, based on a portfolio assessment of risk 
and return. A significant virtue of the active portfolio management ap-
proach is its transparency. Individual functions are held accountable for 
the sources of value within their control—such as pricing and produc-
tivity for origination; credit returns and economic capital utilization for 
portfolio investment; and scale and cost efficiency for servicing. This  
added transparency goes a long way toward eliminating the cross-
subsidies that often make credit a loss leader, and toward establishing 
pricing and underwriting discipline based on market developments.

Best-practice institutions are characterized by a credit culture where 
credit risks are managed at both the transaction and portfolio levels, and 
where there is an optimal balance between business and risk management 
objectives. This culture is supported by the appropriate credit training 
and incentive programs that reinforce the organization’s credit policies. 
Building a best-practice credit risk management capability is expensive: it 
requires highly skilled staff and extensive systems investments. However, 
there are significant benefits. First, credit approval and pricing decisions 
are improved at the transaction level. Second, concentrations in credit risk 
at the portfolio level are controlled to prevent large unexpected losses. 
Third, more accurate projections of credit losses and reserve requirements 
result in smoother earnings. Fourth, advanced credit metrics and report-
ing help facilitate management decisions and actions before credit prob-
lems deteriorate further. And finally, active portfolio management and risk 
transfer strategies will help to optimize the overall risk and return of the 
credit portfolio.

Ultimately, the true test for a best-practice company is not simply the  
advanced models and methodologies that it employs, but the difficult man-
agement decisions that it needs to make in the face of earnings pressure. 
A good example is the large credit write-offs of telecommunication loans 
by the large banks in 2002. Many of these banks have developed very 
sophisticated credit risk models, but nonetheless built up significant credit 
exposures to the telecommunication industry because they offered huge in-
vestment banking fees and attractive growth prospects in the previous years.

Lenders beware: concentration kills.
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cASe StUdy: expoRt deveLopMent coRpoRAtion (edc)

EDC is a Canadian crown organization with a very important mission. 
Since 1944, EDC has been helping Canadian businesses grow and prosper 
through international trade and foreign investment. Export Development 
Corporation is accountable to the Canadian Parliament through the 
Minister for International Trade and operates as a Commercial Crown  
Corporation. EDC’s purpose is to support and develop, directly or indirectly, 
Canada’s export trade and Canadian capacity to engage in that trade and to 
respond to international business opportunities. EDC is the only Canadian 
financial services company devoted exclusively to providing international 
trade-related financial services in support of Canadian export.

Patrick Lavelle (chairman at the time this case was written) explains: 
“Overall, our results are a tangible reflection of our public policy mandate: 
to support and develop, directly or indirectly, Canada’s export trade, as well 
as Canadian capacity to engage in that trade and to respond to international 
business opportunities. We do so by taking on trade risks in a financially 
sound manner, through credit insurance, bid and performance bonds and 
guarantees, and by making it easier for foreigners to buy Canadian through 
a multitude of financing options.” Mr. Lavelle added: “As Chairman of EDC, 
one of my key objectives is to ensure that we can meet our public policy 
objective by striving toward best practices in risk management.”

Lines of Business

With financial assets of about $25 CAD billion, EDC provides a wide range 
of financial products and services in support of its customers. The Corpora-
tion delivers its products and services through sector-based business teams. 
A cross-sector team dedicated to serving small and medium-sized enter-
prises and various centers of expertise provide in-depth industry and country 
knowledge in support of the business teams. EDC’s financial products and 
services can be classified into five general categories:

 1. Credit insurance services: protect EDC’s policy holders (generally, 
Canadian exporters) against non-payment by buyers and/or banks, whether 
it is due to commercial risks such as insolvency, default, repudiation of 
goods, or termination of contracts, or to country risks outside the buyers/
banks’ control such as difficulty in converting or transferring currency, 
cancellations of export or import permits, or war-related risks.

 2. Financing services: provide EDC’s customers, and enable them to pro-
vide their customers in turn, with flexible, medium- and long-term 
financing using a variety of structures (lines of credit and protocols with 
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foreign banks and agencies, note purchase arrangements, direct buyer 
loans, long-term pre-shipment financing, leveraged lease financing, and 
project risk financing packages).

 3. Contract insurance and bonding services: come into play in many in-
ternational credit commitments, particularly for capital equipment and 
projects, where those who purchase from EDC’s customers may require 
them to post bonds guaranteeing their bid, performance, or any ad-
vances received from the purchasers.

 4. Political risk insurance services: to support EDC’s customers with in-
vestments in foreign countries and to support lenders who finance 
transactions pursued by EDC’s customers abroad. Political risk insur-
ance protects the policy holder against transfer and convertibility risk, 
expropriation risk, war, revolution, and insurrection risk.

 5. Equity services: provide equity and other forms of related investments 
in EDC’s customers or their projects, or companies operating abroad or 
through participation in market- or sector-focused investment funds.

credit Risk at edc

Credit risk at EDC is broadly defined as the possibility of financial loss 
resulting from credit commitments within EDC’s business activities. Credit 
risk generally manifests itself as the risk of a payment default resulting in 
a financial loss for EDC’s direct credit commitments, or a risk event which 
could lead to a claim for EDC’s indirect credit commitments. Depending on 
the type of credit commitment, credit risk may include: financial solvency 
risk, performance risk, industry risk, unwillingness to pay on the part of the 
obligor and/or related parties who may have an influence on the possible 
loss associated with the credit commitment, and country risk of the country 
in which the obligor and/or related party is domiciled.

Since the acceptance of credit risk is such an important component of 
EDC’s policy mandate and long-term success, it is critical for senior manage-
ment that best practices are in place. As such, in the summer of 1999, EDC 
began a major initiative to establish a credit policy framework that would 
represent industry best practices. Peter Allen, CFO, and W. James Brock-
bank, VP Risk Management (who was promoted to CRO in 2001), pro-
vided the executive sponsorship for the initiative, while Christopher Clubb, 
a senior member of the Risk Management Office, acted as the overall project 
manager. The key objectives of EDC’s credit initiative included:

 ■ Articulate and document the organization’s credit philosophy and 
processes

 ■ Make significant improvements in its credit policies and practices
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 ■ Shift the role of the Board of Directors from transaction approval to 
credit policy and portfolio management

 ■ Develop a Credit Risk Policy Manual that will establish the overall 
credit risk management framework at EDC

This project represented a significant step for EDC in moving toward 
best-practice credit risk management. At the conclusion of the project, all 
parties involved felt that the project was highly successful in achieving its 
objectives. Several key success factors contributed to the positive outcome 
of the project. These key success factors include:

 ■ Board Involvement: Members of the Board, in particular Patrick Lavelle, 
chairman, and Pierre MacDonald, chair of the Board’s Risk Manage-
ment Committee, took on highly visible, engaged, and supportive roles 
throughout the project. At times, their personal commitment and partici-
pation resulted in more aggressive development of EDC’s risk manage-
ment capabilities. In addition, Robert Holt, James Patillo, and Huguette 
Labelle, the other members of the Board’s Risk Management Committee, 
played critical roles in reviewing with management the entire manual and 
recommending approval of the manual to the full Board of Directors.

 ■ Executive Management Commitment: Ian Gillespie, CEO, and Peter Allen, 
CFO, were both fully committed to the project. To ensure compliance with 
the credit policies, a policy compliance and reporting procedure was put 
in place at the end of the project. As part of this procedure, Gillespie and 
Allen would sign a “compliance certificate” each month that assured the 
Board that they were monitoring EDC’s credit activities against the poli-
cies, and that any exception was reported as required. Additionally, senior 
management agreed with the board to review the Credit Risk Policy Man-
ual on an annual basis to facilitate ongoing improvement.

 ■ Executive Management Steering Committee: The project evolved over 
the course of approximately six months. Over this time, the executive 
Risk Management Committee served as the steering committee in com-
pletion of the project. In addition, to Gillespie, Allen, and Brockbank, 
the committee is comprised of Eric Siegel, executive vice president me-
dium long term financial services, Rolfe Cooke, senior vice president 
short term financial services, and Gilles Ross, senior vice president legal 
services and secretariat.

 ■ Stakeholders Management: The Risk Management Office, led by 
W. James Brockbank and Christopher Clubb, paid significant attention to  
communication with key stakeholders. For both the Board of Directors 
and line management, they introduced each section of the Credit Risk 
Policy Manual in a phased approach to obtain buy-in. Additionally, 
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they held open house meetings with small groups of directors to further 
educate them about credit risk management objectives and practices.

 ■ Open Debate and Resolution: There were no sacred cows during the 
project. All issues were open for debate and discussed until resolution 
was reached. In one defining moment for the project, Peter Allen put 
forth a number of critical issues regarding EDC’s credit-approval 
process. These issues were fully debated until final agreement was 
reached on the appropriate policies for credit approval. This agreement 
alone resolved open issues that had caused confusion for many years.

 ■ Credit Culture Change: This project resulted in real change in EDC’s credit 
culture even before the Credit Risk Policy Manual was finalized. Credit 
risk considerations were integrated into senior management decisions at 
both the transaction and portfolio levels. Additionally, line management 
was increasingly seeking the guidance of the Risk Management Office.

edc’s credit Risk policy Manual

The following sections summarize the major components of EDC’s credit 
risk policy manual.

organizational Structure Patrick Lavelle: “Given that EDC is targeting higher-
risk markets on behalf of Canadian businesses, as well as operating in an 
increasingly uncertain global economic environment, a Risk Management 
Committee of the Board has been established to ensure that the principal 
risks of the corporation’s business have been identified and that appropriate 
systems are in place to manage our risk strategy.”

The organizational structure for risk management at EDC is shown in 
Figure 12.5.

The Risk Management Committee of the Board was established in  
May 1998. Pierre MacDonald, an independent board member, chairs the 
committee. Its immediate focus was to ensure the appropriate credit policies 
were in place. It was also responsible for reviewing and approving business 
transactions, as well as monitoring the overall risk in EDC’s risk portfolio. 
The Risk Management Committee of the Board consists of:

 ■ The Chairman of the Board of Directors
 ■ The President, and
 ■ Four Directors appointed by the Board, including Pierre MacDonald.

The Risk Management Committee of the firm and the Risk Manage-
ment Office, headed by W. James Brockbank, were established to provide a 
second and impartial perspective as to the acceptability of the assets and/or 
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exposures being recommended by the business teams. Their mandate is to 
optimize the corporation’s capacity and appetite for timely origination of 
credit exposures consistent with corporate business plans and objectives.

philosophy Statement As mentioned previously, a credit-intensive firm should 
have a documented credit risk philosophy that underpins the credit risk 
management framework. This statement presents the credit risk culture that 
exists within the organization and underlies the credit risk policies, method-
ologies, and procedures. EDC’s statement was developed by senior manage-
ment and is shown here.

edc’s Statement of credit Risk philosophy

Due to its unique business mandate, EDC’s credit risk philosophy can be 
best described as follows:

 ■ To fulfill our business mandate, we balance the dual responsibility 
of maximizing EDC’s capacity to help create enduring prosperity for 
Canada while at the same time safeguarding the corporation’s financial 
sustainability;

FigURe 12.5 EDC’s Risk Management Structure
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 ■ We are prepared to originate/underwrite credit commitments that have 
a risk profile that may be higher than what would be present at other 
Canadian credit providers, and hold portfolios of credit commitments 
at higher concentrations than at other Canadian credit providers;

 ■ At origination, we are committed to the appropriate level of due diligence to 
ensure that the risks of the credit commitment have been properly analyzed, 
fully disclosed to the authorizing and endorsing bodies, and appropriately 
characterized (e.g., rated). We apply leading-edge commercial principles to 
ensure the credit commitment has been appropriately structured, priced, 
and documented with the goal of maximizing, when applicable, the mar-
ketability of the credit commitment in secondary market activity. We price 
credit commitments with respect to market practices;

 ■ When originating credit commitments, we recognize the differences be-
tween originating commitments within our financial services programs. 
Generally, the granting of credit within the credit insurance services 
and some of the contract insurance and bonding services concentrates 
on the risk/return of pools of credit commitments, while the granting 
of credit within other EDC lines of business concentrates on the risk/ 
return of the individual credit commitment;

 ■ We strive to manage credit risk and ensure financial sustainability in 
order to continue to grow and fulfill our mandate;

 ■ We maintain reserve and capital levels adequate to absorb expected and 
unexpected losses;

 ■ We establish corporate portfolio pricing and profitability objectives that 
balance EDC’s commercial financial requirements and EDC’s public 
policy mandate to provide value-added benefits for Canada;

 ■ We establish credit limits (obligor, country, and industry) to manage 
portfolio concentrations; and

 ■ We utilize risk transfer abilities to manage credit exposures within port-
folio concentration limits and portfolio targets.

 ■ We strive to incorporate relevant credit risk management best practices 
within EDC where appropriate.

the credit Risk policy Manual EDC recognized the need to have documented 
and approved policies and procedures to ensure that all credit risks are iden-
tified, measured, monitored, controlled, and regularly reported to the Board 
of Directors. The Credit Risk Policy Manual was developed in 1999 and 
describes EDC’s perspective on the prudent origination and management of 
credit commitments of the corporation’s portfolio. The manual is designed 
to help ensure that EDC will always be in a position to provide value-added 
commercial financial solutions to companies of all sizes by using its own 
internal financial resources.
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The manual also serves to fulfill the Risk Management Committee of 
the Board’s responsibility to ensure that appropriate policies are in place to 
maintain an acceptable level of credit risk to the corporation. Credit risk 
policies remain the oversight responsibility of the Risk Management Com-
mittee of the Board, for which Management is responsible for ensuring and 
reporting adherence.

The manual is divided into three chapters. The first chapter puts the 
manual and its policies into EDC’s context by examining its mission, 
business objectives, credit risk philosophy, and credit risk principles. 
The second chapter presents EDC’s Credit Risk Policies, each of which 
are structured as follows: executive summary, purpose, policies and 
methodologies, exceptions, and reporting to management and to the 
Board of Directors.

The Policies are as follows:

 ■ Risk Rating Policy
 ■ Credit Granting Policy
 ■ Credit Exposure Measurement Policy
 ■ Country Risk Limits Policy
 ■ Industry and Obligator Risk Limit Policy
 ■ Credit Loss Reserve and Capital Adequacy Policy
 ■ Credit Monitoring and Review Policy
 ■ Credit Portfolio Management Policy
 ■ Risk Transfer Policy
 ■ Management and Board Reporting Policy

The third chapter defines the organizational structure for credit risk 
management, roles and accountabilities of various departments and com-
mittees, and responsibility of maintaining the policies.

The Board of Directors approved the manual and its policies upon 
the recommendation of the Risk Management Committee of the Board 
of Directors and EDC management. Management will provide reports to 
the Board of Directors on a regular basis, evidencing adherence to the 
policies. The manual will be subject to review and revision on an annual 
basis to reflect changes in EDC’s business environment and evolution 
in best practices in credit risk management. Management, the Risk  
Management Committee of the Board, and the Board of Directors 
acknowledge that full implementation may require several years. 
Accordingly, management will review the manual and its policies on 
an annual basis, and recommend any changes to the Risk Management 
Committee of the Board. All changes to the manual require the approval 
of the Board of Directors.
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In developing the Credit Risk Policy Manual, EDC took a significant 
step forward in implementing best practices in credit risk management at 
the organization. This development involved the active participation of 
various parts of the organization. The Risk Management Office provided 
the technical resources in drafting the credit policies, as well as gaining 
business unit support and educating board members through a series of 
workshops. Senior management, led by CFO Peter Allen in this effort, en-
gaged in healthy debate as to the appropriate credit philosophy and policies 
for EDC. The board of directors, and the Risk Committee of the Board, 
allocated significant time in reviewing and approving the credit policies. The 
EDC case study is a good example of the components of establishing a credit 
risk policy, as well as one of the key requirements for success—the active 
involvement of senior management and the board. In December of 1999, the 
Credit Risk Policy Manual was approved the Risk Committee of the Board, 
as well as the full Board of Directors.
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Chapter 13
Market risk Management

What is market risk? A general definition might be something like the 
following: Market risk is the exposure to potential loss that would 

result from changes in market prices or rates. All companies are exposed 
to some forms of market risk. The level and form of market risk exposure 
differs by industries, and by companies within an industry. The relevant 
prices or rates (sometimes called the market risk factors) might include 
equity or commodity prices, interest rates, and foreign exchange rates. For 
example, one form of market risk faced by a financial institution would be 
its exposure to changes in interest rates if the durations of its assets and  
liabilities are mismatched. Other market risks at financial institutions might 
arise from proprietary trading and market-making activities.

An international corporation, on the other hand, might be exposed to 
foreign exchange movements if its offshore revenues and expenses are de-
nominated in different currencies. Even if these were denominated in the 
same currencies, foreign exchange risk would exist when it came to repa-
triating offshore earnings into the corporation’s home currency. An energy 
firm is exposed to energy price movements if a change in an input price (the 
price of crude oil, say) is not matched by a change in an output price (the 
price of petroleum or jet fuel). Additionally, the value of an energy firm’s 
reserves is directly linked to market prices.

While different industries face specific forms of market risks, there are 
some market risks that are faced by all companies. For example, the per-
formance of a company’s investment portfolio directly impacts its financial 
performance. All companies will only stay solvent by ensuring that all cash 
obligations can be met by a combination of investment liquidity, funding 
sources, and contingent liabilities. Another example of a common market 
risk is the obligation to fund pensions and other defined benefit plans. For 
example, three years after a period of restructuring in 2009, GM still had a 
pension fund shortage of $109 billion in mid-2012.1 General Motors was not 
alone, as many large corporations have also recently announced large pen-
sion losses—in January of 2013, Ford announced an $18.7 billion shortfall.2
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In this chapter we will discuss the various types of market risk, ap-
proaches to measuring and managing it, and best practices today.

types of Market risk

There are three types of market risk—trading risk, asset/liability mismatch, 
and liquidity risk. Trading risk encompasses the risks that a company faces 
in its investment and trading portfolio(s) due to changes in interest rates, ex-
change rates, equity prices, and commodity prices. The exposures involved 
in trading risk are short term, and can typically be closed out or hedged over 
a period of several days. Trading risk is the major market risk faced by in-
vestment banks and dealers. Energy firms with market-making activities and 
non-financial corporations with a trading book would also face trading risk.

Asset/liability mismatch arises from a difference in the interest rate sensi-
tivities of assets and liabilities held on the balance sheet. This interest rate risk 
is distinct from trading risk in that it is generally less liquid and can therefore 
only be adjusted or closed out on an infrequent basis, although it can be 
hedged and re-hedged more often. Asset/liability mismatch is the major mar-
ket risk faced by commercial and retail banks, though insurance companies 
and investment banks are also faced with this type of balance sheet risk. For 
energy firms, the risk of mismatches between input and output prices can also 
be analyzed in an asset/liability management framework. The same can be 
said about managing the gap between pension assets and liabilities.

Liquidity risk is the risk that a company will be unable to obtain the 
funds to meet its financial obligations as they come due, either by increasing 
liabilities or by converting assets without incurring significant losses. As such, 
all corporations face this risk. Liquidity risk may occur even in a trading port-
folio, when either a large position is unloaded on the market or when trading 
in thin markets (as commonly found in emerging markets, for instance).

Figure 13.1 illustrates how the three major types of market risk can be 
further subdivided into individual risk types, some of which overlap: interest 
rate risk, foreign exchange risk, commodity risk, equity risk, and basis risk. 
In addition, there will frequently be other (perhaps more complex) risks that 
arise from a change in a market risk factor.

 ■ Interest rate risk: The risk of financial loss due to interest rate volatility. 
Losses could result from changes in level and/or shape of the yield curve.

 ■ Foreign exchange risk: The risk of an adverse variation in return or cost 
resulting from changes in foreign exchange rates.

 ■ Commodity risk: The risk of commodity price fluctuations.
 ■ Equity risk: The risk of equity value fluctuations.
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 ■ Basis risk: The risk of changes in the relative rates of two indices, that 
is, prime rate versus LIBOR.

 ■ Other market driven risk: In addition to the most common market risk 
types listed above, there are other market risks, such as option risks 
(e.g., prepayment of mortgage loans and securities) and exposures to 
other market prices (e.g., real estate prices).

A key measure of market risk is Value-at-Risk (VaR), which measures 
the worst loss that might be expected over a given time interval, under 
normal market conditions and with a given confidence level. VaR is use-
ful because it provides users with a standardized measure of market risk, 
expressed in terms of the money that might actually be lost. For instance, a 
bank might report that the daily VaR of its trading portfolio is $30 million 
at the 99 percent confidence level. In other words, there is only one chance 
in 100 that a daily loss greater than $30 million will occur, under normal 
market conditions; it also means in two or three days a year, losses would 
likely exceed $30 million. We will examine VaR and other useful and widely 
used techniques of market risk measurement.

Market risk MeasureMent

Gap analysis

Gap analysis is the most common and perhaps the best-understood tech-
nique for measuring interest rate risk, despite the limitations discussed 
below. It can also be applied in policy setting and risk limit definition.  

fiGure 13.1 Types of Market Risk
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Most large banking corporations present gap analyses in annual reports to 
discuss their interest rate risk exposures.

In gap analysis, the organization’s assets and liabilities are grouped into 
time buckets according to when they will be re-priced. The difference between 
repricing assets and repricing liabilities is known as the gap. A negative gap 
would result if repricing liabilities are greater than repricing assets, indicating 
a risk exposure to increasing rates. Gap analysis, however, ignores mismatches 
that exist within the various time buckets. For example, repricing assets may 
equal repricing liabilities within the next year, but over the next month there 
may still be repricing mismatches. Additionally, gap analysis is usually not an 
effective measurement tool for more complex interest rate risk factors, includ-
ing the treatment of accounts that don’t have definite maturities (e.g., checking 
and deposit accounts), administered rate accounts (prime rate loans), basis risk 
(prime vs. LIBOR), and option risk exposures (mortgage loans and securities).

Duration

Duration is a fundamental technique in interest rate risk measurement, and 
determines a financial instrument’s price sensitivity to changes in interest 
rates. Mathematically, duration is equal to the weighted-average time when 
all future cash flows are received, using the present values of such cash flows 
as weights. Duration captures the effects of differing coupon rates and mar-
ket yields for debt instruments. An important property is that it is directly 
proportional to the percentage changes in asset prices that result from a 
change in market yields. For example, an asset with a duration of five years 
would drop by roughly 5 percent for every 1 percent increase in rates. Thus, 
duration can be used to calculate an investment’s interest rate elasticity.

However, it only takes into account parallel shifts in interest rates: that is,  
those where all interest rates move by the same amount (so the three-month 
rate changes by the same amount as the five-year rate). In real life, shifts 
in the interest rate curve are often anything but parallel. To capture more 
realistic changes in the level and slope of the yield curve, other duration 
measures (e.g., key rate duration) are used to measure an instrument’s or 
portfolio’s price sensitivity to changes in various segments of the yield curve.

Value-at-risk

The concept of Value-at-Risk has rapidly become the industry standard for 
measuring and reporting market risk in trading portfolios. It translates the 
riskiness of an entire portfolio into a common standard: the potential loss 
stated in a single currency, such as U.S. dollars. This simple common standard 
makes VaR appealing and powerful; it provides a consistent and comparable 
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measure of risk across all instruments, products, trading desks, and business 
lines. In 1995, the International Swap and Derivatives Association (ISDA) 
stated that: “The measure [of market risk] thought to be appropriate by most 
of the leading practitioners is some form of Value-at-Risk.” (see Figure 13.2)

VaR is a measure of the likely loss of market value for a given portfolio 
over a predetermined confidence level and holding period. That is, there is 
some fixed probability (the confidence level) that any losses suffered by the 
portfolio over the holding period will be less than the limit established by VaR. 
There is also a fixed probability that the losses might be worse. The VaR limit 
does not, therefore, say anything about how bad losses could actually be, and 
definitely does not specify the worst possible loss—a common misconception.  
It simply suggests what loss might be suffered on a fairly bad day.

Another way of thinking about VaR is that it draws the line between 
everyday losses and exceptional losses. Clearly, this makes it useful for con-
sidering the everyday risks run by an organization. However, there is as yet 
no single industry standard for what constitutes a severe loss, and thus no 
industry standard for what actually constitutes VaR. The Group of Thirty, a 
think-tank that issued widely used standards for risk management, recom-
mends the use of two standard deviations of daily market movement for 
calculating VaR, which corresponds to a 97.5 percent confidence level for 
normal distribution. Another widely used standard, RiskMetrics,3 defines 
VaR as the 5 percent event (which corresponds with a 95 percent confidence 
level) while the BIS stipulates a 99 percent confidence interval. Individual 
institutions may choose other confidence levels; a level somewhere between 
95 and 99 percent is most common. The institution’s choice of a particular 
number is, by far, less important than maintaining a consistent level across 
the entire enterprise.

fiGure 13.2 Illustration of Value-at-Risk
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The BIS has developed specific guidelines for the parameters that deter-
mine VaR calculation for risk in the trading room (Table 13.1). These choices 
were determined by the needs of a regulatory agency rather than from the 
point of view of active risk management in a sophisticated trading operation. 
As such, the 10-day holding period is unreasonably long for all but the 
most illiquid securities. Similarly, the BIS-specified calculation method is 
simple and transparent, but less effective at predicting future volatility than 
the common approach where market behavior in the recent past is given 
more weight than the distant past. However, there is nothing to preclude 
any institution from calculating both a regulatory VaR and a management 
VaR for internal consumption—most leading players do, in fact, calculate  
both. Most commercially available VaR systems allow for such dual 
calculations as well.

The VaR methodology can also be applied to the measurement of bal-
ance sheet interest rate risk. A smaller set of risk factors than the trading 
risk VaR analysis is used, and is restricted to those associated with the yield 
curves that affect the pricing of the assets and liabilities on the balance sheet. 
Since the balance sheet represents a longer-term portfolio than those associ-
ated with daily trading, a modestly different approach is required. The main 
difference is that the changes in the risk factors are measured less frequently 
than the daily measure taken for trading risk measurement.

Calculating Var

VaR is calculated as the product of three basic factors:

 1. The size of the open position at risk, called the exposure amount.
 2. The volatility of the price of the instrument, called the price volatility 

factor.
 3. The time required to close out a position following an adverse price 

movement, called the liquidity factor.

table 13.1 BIS recommended parameters for VAR calculation

BIS Guidelines

Confidence Level 99 percent, one-tailed

Holding Period 10 days

Observation Period 1 year

Model Type No particular one, so long as it captures all material risks

Source: Basel Committee, January 1996
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The exposure amount is the net exposure of an open position. It is typi-
cally calculated for a business unit or for a portfolio that consists of related 
instruments. The process of marking positions to market is essential to the 
accurate measurement of exposure amount, and therefore, market risk. 
Proper aggregation is also crucial to the calculation of exposure amount 
(e.g., all exposures to changes in the U.S. Dollar/Japanese Yen).

The risk inherent in holding any market position is dependent on the 
volatility of the underlying market(s). The most important volatility mea-
sure is the price volatility factor, which is the best estimate of the future daily 
volatility of market prices. While historical volatility can be observed, future 
volatility can only be estimated using past data, judgement about the future 
condition of the markets, or the implied volatility from traded options.

If a company is dealing with a portfolio instead of just a single as-
set (which is usually the case), it should include the correlations between 
market movements, usually estimated by using the historical correlations 
between each pair of market prices. The company itself can do this, but it is 
also possible to obtain third-party correlation matrices that cover the most 
commonly traded market prices. Again, the correlation matrix is ideally a 
forward-looking measure, so it may be necessary to adjust historical results 
to reflect current market conditions.

The liquidity factor represents the time (in days) required to liquidate 
a position in an orderly fashion and in adverse market conditions. The fact 
that abnormally large positions and/or markets that can dry up will require 
more than a day to liquidate is often overlooked in VaR analysis. In order 
to incorporate the liquidity factor, the holding period should be adjusted ac-
cording to the market liquidity of the various instruments.

three flavors of Var

There are three main approaches to calculating VaR: parametric (also called 
the variance-covariance) approach, Monte Carlo simulation, and historical 
simulation. Each has its strengths and weaknesses; taken together, they give 
a more comprehensive perspective of risk. We will describe each of these 
approaches briefly.

the parametric approach This is the simplest approach to VaR. It makes two 
basic assumptions about price movements and the consequent changes in 
portfolio value:

 1. Changes in risk factors are normally distributed and linearly correlated; and
 2. The change in value of the portfolio resulting from a change in risk 

factor is linear.4
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The first assumption simplifies the VaR computation dramatically,  
although it is not always true in practice. Operating under this assump-
tion, all we need to measure and model is the variance and correlation 
between assets or instruments. We should then be able to predict the like-
lihood of severe market fluctuations and their impact on loss. The second 
assumption is true for some simple financial instruments, but is violated by 
many other instruments—particularly those with option characteristics. 
The VaR estimates produced by this approach will therefore be most  
accurate when the portfolio is mostly comprised of products with mini-
mal optionality (or non-linearity) and price changes are approximately 
normally distributed.

Despite its limitations, parametric VaR is often a reasonable approxi-
mation of a firm’s risk profile. For example, the portfolio that brought down 
Barings Bank was dominated by positions in Japanese government bond 
futures and Nikkei futures. Not only was this portfolio highly concentrated 
(there were only two instruments), but it also contained derivative products, 
albeit of the simplest variety. Nonetheless, parametric VaR would have re-
vealed that rogue trader Nick Leeson had placed almost $1 billion at risk! 
His final loss amounted to approximately $1.3 billion. Given the unusually 
large drop in the Nikkei following the Kobe earthquake, the highly concen-
trated nature of the portfolio, and its high proportion of derivatives, this 
loss was still remarkably close to the parametric VaR estimate—a number 
that would have been very useful to senior management at Barings.

Monte Carlo simulation This method generates a distribution of changes 
in portfolio value by revaluing the portfolio under a large number of 
scenarios. Each scenario represents one way that the portfolio’s value 
might evolve over time, with the collection of risk factors changing in 
a different, randomly chosen way each time. The overall effect of these 
random changes on the portfolio value can then be found, using the 
volatility and correlation information described above. A combination 
of the portfolio values found under each scenario gives an estimate of 
its likely behavior.

Recall that the parametric approach to VaR rests on the two assump-
tions of normality and linearity. The Monte Carlo approach relaxes the 
assumption of linearity. To understand the distribution of changes in value 
for non-linear instruments such as derivatives, consider Figure 13.3.

Panel A describes the payoff function of an option as the value of the 
underlying changes; here it is non-linear. The next panel is the normal distri-
bution of the underlying risk factor. Panel C combines the two by describing 
the distribution of value changes of the derivative product. In simulation, we 
generate the data for B randomly and re-compute the value of the derivative 
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product using A to obtain C. Note that C looks rather non-normal even 
though B looks quite normal. This is because the non-linearity we see in 
A results in a non-normal distribution of changes in the derivative’s value; 
only a simulation-based approach will capture this.

The Monte Carlo approach is, therefore, most useful when non-linear  
instruments represent a significant fraction of the total portfolio and where 
the underlying risk factors are normally distributed. For example, mortgage 
securities react in a non-linear manner to rate changes due to the prepay-
ment option, yet changes in interest rates are normally distributed. In practice,  
Monte Carlo simulation is widely used to provide valuation and risk 
management for holders of mortgage securities.

historical simulation This approach to VaR uses historical data about actual 
price movements to generate scenarios, and then re-prices the portfolio  
according to these historical scenarios to generate the distribution of changes 
in portfolio value.

Historical simulation is therefore similar to the Monte Carlo simulation 
approach, except that the changes in the risk factors are determined by his-
torical experience, not chosen randomly. The historical simulation approach 
allows the relaxation of both the linearity and normality assumptions of 
parametric VaR. In addition to the non-linear characteristics of Panel A in 
Figure 13.3, Panel B becomes non-normal in this case. A good example of 
a non-normal underlying risk factor is electricity prices, where there can be 
extreme upward spikes in prices.

Historical simulation is clearly the most generally applicable of the 
three approaches to calculating VaR, and there seems to be a move toward 
its use among the most sophisticated global trading houses. Its single main 
drawback is that we can only use information about market movements 
that actually did occur in the past—these may not include all the movements 
that are actually possible, or even likely. To overcome this shortfall, some 
sophisticated companies have developed a set of stressed scenarios to use in 
addition to historical scenarios.

fiGure 13.3 Non-linearity of Derivative Instruments
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Consider an example of a European call option on a futures position 
in a non-G7 currency—the Mexican peso, say—to compare the three  
approaches to VaR. The VaR estimates are summarized in Table 13.2. The 
result implies that the amount of non-linear risk in the position is U.S.  
$ 7,689 (Monte Carlo minus parametric), and the magnitude of non-normal 
risk is U.S. $ 3,414 (historical minus Monte Carlo). Note that relying on 
the computationally straightforward linear parametric VaR underestimates 
market risk by more than U.S. $11,000.

estimating the Market risk of extreme events

As we have already seen, VaR is good at describing the type of adverse 
events that occur perhaps three to four times a year (for an event that has 
a one-in-one-hundred chance of occurring under daily VaR). However, it is 
relatively poor at capturing the events that might happen once every five 
years but can wreak havoc on a portfolio.

There is therefore a need for a different kind of analysis that can tackle 
the potential impact of extreme events. This kind of analysis, which we will 
describe below, is called stress testing or scenario analysis, and is now re-
quired by regulators in most jurisdictions. JP Morgan Chase, for example, 
uses both VaR and stress testing as its principal risk measurement tools: 
“VaR measures market risk in an everyday market environment, while 
stress testing measures market risk in an abnormal market environment . . .  
This dual approach is designed to ensure a risk profile that is diverse, 
disciplined, and flexible enough to capture revenue-generating opportunities 
during times of normal market moves, but that is also prepared for periods 
of market turmoil.”5

The terms stress testing and scenario analysis are frequently used inter-
changeably in the context of risk management. However, we will make a 
subtle distinction in their definitions here. We will consider stress testing as 
a bottom-up analysis, based on the effect of large changes (shocks) made to 
key risk factors. On the other hand, we will interpret scenario analysis to be 
more of a top-down approach, in which we begin by defining an alternate 

table 13.2 VaR estimate example

Technique VaR Estimate

Linear Parametric U.S. $24,935

Monte Carlo Simulation U.S. $32,624

Historical Simulation U.S. $36,038
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state of the world (such as a crisis in southeast Asian financial markets), 
and then draw out the implications for portfolio value. In practice, there is 
sometimes no clear distinction between stress testing and scenario analysis, 
but equally, there is sometimes a very clear distinction. In any case, clear 
definitions will help to sharpen understanding of the issues involved.

stress testing

Stress testing quantifies the loss under extreme outlier events, without as-
signing any likelihood to such events or the consequent loss. Its goal is to 
provide insight on the portfolio behavior that would result from large moves 
in key market risk factors: What if the Fed announced a 50-basis-point  
increase in interest rates? Or what if the price of oil doubled? How would a  
30 percent devaluation of the Thai baht affect portfolio profit and loss (P&L)? 
All of these events, although very unlikely under normal conditions, are 
certainly possible, and can quickly become more likely as conditions change.

The process of stress testing therefore involves identifying these poten-
tial movements, including which market variables to stress, how much to 
stress them by, and what time frame to run the stress analysis over. In gen-
eral, stress testing involves the following steps:

 1. Determine which variable(s) should be stressed and to what level(s)
 2. Develop assumptions for price correlations within the portfolio
 3. Measure the impact of the stress test on the portfolio
 4. Develop alternative strategies that can be implemented
 5. Evaluate the cost benefit of each alternative strategy

In 1995, the Derivatives Policy Group (DPG) published “A Framework 
for Voluntary Oversight” to address derivative activities by U.S. brokerage 
firms. Among other things, the DPG proposed standards for the stress-
testing of key risk factors and their impact on P&L:

 ■ Parallel yield curve shifts of 100 basis points (bp) up or down
 ■ Steepening and flattening of the yield curves (2s and 10s) by 25 basis 
points

 ■ Each of the four permutations of parallel yield curve shift of 100 bp 
concurrent with a tilting of yield curve (2s and 10s) by 25 bp

 ■ Increase and decrease in all three-month yield volatilities by 20 percent 
of prevailing levels

 ■ Increase and decrease in equity index values by 10 percent
 ■ Increase and decrease in equity index volatilities by 20 percent of pre-
vailing levels
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 ■ Increase and decrease in exchange value (relative to the U.S. dollar) of 
foreign currencies by 6 percent for major currencies and 20 percent for 
other currencies

 ■ Increase and decrease in foreign exchange rate volatility by 20 percent 
of prevailing levels

 ■ Increase and decrease in swap spreads by 20 bp

These analyses represent the typical stress tests that are carried out by 
various financial institutions. However, it is critical that companies develop 
a stress-testing methodology that is customized to their own portfolio and 
business environment, and not rely on standard tests.

scenario analysis

Scenario analysis typically goes beyond the immediate effects of predefined 
market moves and tries to draw out the broader impact that events may 
have on the revenue stream and business. It is meant to help management 
understand the impact of unlikely but catastrophic events, such as major 
changes in the external macroeconomic environment that will have an ef-
fect well beyond any immediate impact on the value of a trading portfolio. 
The crises triggered by the 1998 Russian debt restructuring, 1997 Thai baht 
devaluation, and 1994 Mexican peso devaluation are historical examples of 
extreme situations where the tried-and-tested assumptions made in the past 
simply ceased to apply.

The design of scenario analysis is a complex and difficult process that 
typically draws on the expertise of many people with diverse backgrounds 
in various departments. It is a very subjective way of assessing the long-
term strategic vulnerabilities of a firm. The following are some guidelines for  
effective scenario analysis:

 ■ Defining scenarios: The first step is to define a plausible scenario. There 
are two ways of doing this. The first is to consider historical situations 
(such as the 1987 stock market crash, 1994 Mexican Peso crisis, 1995 
Kobe earthquake, and 1997 Asian crisis) and what would happen if 
something similar happened today. The second is to imagine entirely new 
circumstances that might be caused by catastrophic events (such as a nat-
ural disaster or war) or long-term changes in the macroeconomic climate 
(such as a U.S. recession or failure of European Monetary Union [EMU]). 
One way to generate such scenarios is to ask business managers or trad-
ers what the worst thing they could imagine for their business might be.

 ■ Inferring risk factor movements from the scenario: Once a scenario (or 
set of scenarios) has been chosen, the second step is to identify all the 
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relevant risk factors that will be affected by the scenarios, and the mag-
nitude of the effect that the scenario will have. For example, a crisis in 
the Middle East might be modeled in terms of a set of shocks to foreign 
exchange rates, to the yield curve, and to oil prices.

 ■ Responding to the results: The next step involves defining the early warn-
ing indicators that would precede the scenario(s) and the management 
actions that should be taken in response. The scenario analysis reports 
should be circulated to line managers, risk managers, and senior manage-
ment. Specific action plans and hedging strategies should be developed to 
address any high concentrations or exposures that are identified.

 ■ Reviewing the scenarios periodically: Once a scenario analysis has been 
developed, the methodology should be reviewed periodically (quarterly, 
for instance) to see if it needs to be modified due to changing portfolio 
or market conditions.

Verifying the Measurements: back-testing

Back-testing is the practice of comparing results of valuation or risk models 
to historical experience to evaluate the accuracy of the risk analysis. In other 
words, if the analysis had been carried out at some point in the past, would 
it have provided useful information in the light of what actually did happen 
next? This process is a critical part of the market risk control. There are 
three key objectives of the tests:

 ■ To test whether the software and database have been properly installed 
and implemented

 ■ To test whether the modeled probability distribution (VaR) is consistent 
with experience

 ■ To test whether the modeled P&L matches actual P&L

If actual results are materially different than modeled results, then risk 
management determines the underlying reasons, such as the methodology 
used by the model, the integrity of data and assumptions, or simply unex-
pected market behavior. Regulators also require back testing. For example, 
banks operating under the Basel Committee’s 1996 rules on trading risk 
may be allowed to use their internal VaR models to calculate their capi-
tal requirements. If they do, they are required to review the accuracy of 
the model-generated estimates by back-testing its results at least quarterly. 
More specifically, the actual trading results over the prior 250 trading days 
are compared to the bank’s daily VaR and the number of times that an ac-
tual loss exceeded daily VaR is noted. As shown in Table 13.3, the number of 
exceptions then determines the capital multiplier over 250 days.
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This approach—to count the actual number of exceptions—is a simpli-
fied test, and financial institutions should consider developing their own 
criteria for back-testing. The audit function may be ideally suited to provide 
an independent test. The back-testing process must establish the appropriate 
time periods, variables (e.g., VaR, P&L), and acceptance levels. If back-
testing reveals a failure of the risk analysis, there should be an immediate 
model and methodology review.

Conditional Value-at-risk (CVar) or expected shortfall

While VaR provides a consistent cross-business, cross-product measurement 
of risk, it underestimates asymmetrical and fat-tail risks. As an indication of 
this inherent weakness, actual losses can exceed 95 percent VaR levels about 
5 percent of the time, which amounts to 12 days per year. Some firms even 
report exceeding VaR limits up to 30 days per year.

To address this issue, many firms compute conditional VaR (CVaR)—
also known as expected shortfall, tail VaR, and expected tail loss—which 
represents the expected loss in a portfolio given that the risk event is oc-
curring beyond the VaR confidence level. CVaR can be an effective tool to 
measure potential losses under extreme market conditions. Moreover, the 
ratio of CVaR to VaR can provide a useful estimate of the tail skewness 
of a distribution curve. Consider the two different risk distributions in 
Figure 13.4.

table 13.3 Back-testing results determine capital requirement

Exceptions in 250 Days BIS Zones Capital Multiplier

0 3.0

1 Green Zone 3.0

2 3.0

3 3.0

4 3.0

5 3.4

6 Yellow Zone 3.5

7 3.65

8 3.75

9 3.85

10 or More Red Zone 4.0

Source: Basel Committee
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The CVaR/VaR ratio for the top bell curve would be 1.2 (5.9 ÷ 5),  
while the ratio for the bottom bell curve would be 1.8 (9 ÷ 5); hence, we can 
see that a higher CVaR/VaR ratio reflects a fatter tail of an asymmetric loss  
distribution.

While VaR has been widely recognized as an industry standard of risk 
measurement since the 1990s, its credibility was greatly diminished during 
the financial crises of the late 2000s. This, rather unpleasantly, made us real-
ize that stressed markets can cause devastating effects that are far beyond 
the scope of what we are capable of measuring and predicting with stress-
testing models like VaR.6 The VaR forecasts were so off the mark that the 
Basel Committee actually altered its regulatory approach in 2012 to replace 
VaR with expected shortfall, which “generates a diversification benefit”—a 
quality that VaR lacks.7

However, there are many who do not believe that this shift from VaR is 
a positive one. Jesper Andreasen, head of quantitative analytics at Danske 
Bank, asserts that there is no point to this change, because the problem 
of VaR lies in its “calculation methodology,” which involves a “250-day 
boot-strapping of historical data.” Switching out of VaR without changing 
this fundamental structuring will simply carry the issue into the expected 
shortfall framework, which does not help at all.8 CRO of AQR Capital 
Management, Aaron Brown, further condemns the movement by claiming 

fiGure 13.4 VaR and CVaR
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that VaR is actually more reliable than expected shortfall, because people 
recognize what it stands for, know how to use it, and still trust it.9

two useful rules of thumb

When working with VaR models, there are two straightforward rules of 
thumb that may be quite useful to keep in mind. The first helps to estimate 
the number of days that a mark-to-market loss could exceed VaR. This can 
be approximated by the following formula:

[100 percent minus confidence level] × 250 = expected number of 
days that the daily mark-to-market loss will exceed VaR

The 250 used in the formula represent the number of trading days in a 
year. For example, if the confidence level used in the VaR model is 95 percent, 
then the expected number of days that losses could exceed VaR would be 
12.4 [(100 percent – 95 percent) × 250].

The second rule of thumb helps convert a daily VaR estimate to another 
time period by simply multiplying the daily VaR by the square root of the 
new time frame. The square root function is widely accepted as a quick  
approximation of how volatility increases relative to increases in the 
observation period. For example, if the 1-day VaR is $5 mm, then to calculate 
the 10-day VaR, multiply $5 mm by 10 : $5 mm × 3.2 = $16 mm. The 
same concept applies to calculating economic capital for market risk. In this 
case, the time period would be 250 (the number of trading days in a year):  
$5 × 250 = $79 mm.

Market risk ManaGeMent

Although risk management cannot eliminate losses, it is nonetheless crucial, 
as it can ensure a company’s awareness of, and comfort with, the level of 
risk that it is undertaking. This chapter is devoted only to market risk, but 
it is important to keep in mind that market risk management should be con-
sidered together with strategic and business risk, credit risk, and operational 
risk in an enterprise-wide risk management framework.

Market risk management, like credit risk management (which we dis-
cussed in the previous chapter), requires participation on the part of five 
main groups of the company: the board and senior management, front of-
fice, back office, middle office/risk management group, and audit. While the 
different groups play different roles in the risk management process, each 
group’s effort is essential for the proper control environment. The elements 
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of market risk management include policies, limits, reporting, economic 
capital management, and portfolio strategies. We will discuss each briefly.

policies

Like credit risk, an organization should have documented policies on mar-
ket risk to ensure that all market risks are identified, measured, monitored, 
controlled, and regularly reported to senior management and/or board of 
directors. These documents reflect the firm’s perspective on the prudent 
management of market risks, and should be approved by the board of  
directors. Such policies should take into account the nature and complexity 
of the firm’s activities, business objectives, competitiveness, , the regulatory 
environment, and its staff and technological capabilities.

The human side—or the soft side of risk management—is important to 
consider. Neither VaR, nor any other more or less sophisticated risk mea-
surement technique, will safeguard against incompetent or rogue traders. 
Many of the most significant trading losses of recent times can be more 
accurately considered as fraud or other forms of operational risk. A risk 
measurement system cannot replace strong governance and audit processes; 
market risk policies should be therefore monitored to ensure compliance on 
a regular basis. The policies should also be reviewed periodically to take into 
account internal and external changes (e.g., new financial products, new 
markets, and changes in regulatory environment).

There is no single set of market risk policies that is applicable to all 
companies. Rather, policies should be tailored to the investment, funding, 
and trading activities of the company. There are two important benefits to 
establishing any risk management policies. First, the process of developing a 
risk policy facilitates management discussion of, and consensus for, impor-
tant issues. Second, the end product is a document that clearly lays out how 
risk management will be performed within the company. In general, market 
risk policies should cover the following areas:

 ■ Roles and responsibilities: This section should define who is responsi-
ble for each aspect of market risk management within the company, as 
well as the organizational and reporting lines. For example, the board 
reviews and approves risk policies and limits, the treasury and trading 
units develop the strategies, and the risk management unit monitors 
and reports on overall portfolio risks. Review and approval processes 
should be developed for new businesses and products, as well as new 
trading strategies and new models. In addition to the responsibilities 
of individual functions and units, the structure and charters of various 
market risk committees should be established.
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 ■ Delegation of authority and limits: This section should specify who is 
permitted to execute market risk positions for the company, including 
specific authorities with respect to individuals, types of products and 
strategies, transaction limits, and approval processes. Most companies 
have centralized the authority to execute capital markets and derivative 
transactions within a few organizational units. Explicit risk limits should 
be defined for each type of market risk exposure faced by the company. 
Another key control procedure is to segregate the functions that initiate 
the trades, and the functions that execute and record the trades.

 ■ Risk measurement and reporting: The metrics, methodologies, and as-
sumptions for various market risk measures should be defined to ensure 
that there is a consistent measurement of portfolio risks against policy 
limits. Reporting and escalation procedures should also be established 
in terms of periodic reporting of key measures to specific executives and 
committees, as well as immediate escalation of critical issues (e.g., limit 
violations, unauthorized trading activities, etc.). This section is critical 
to the board and senior management, who rely on other people and 
functions to inform them of critical risk exposures and trends.

 ■ Valuation and back-testing: Accurate and timely financial statements 
and risk reports are prerequisites for effective market risk management. 
As such, this section should define how positions are marked to market 
when actual market prices are obtainable, and how they are marked 
to model when they are not. For example, some companies require at 
least three bids to establish a new valuation. A company should also 
define what prices are used (i.e., bid, offer, or mid) for various positions. 
Back-testing procedures and criteria should be developed for model-
generated prices to ensure that they truly reflect the underlying value of 
the instruments.

 ■ Hedging policy: A hedging policy defines the type of risks that are to be 
hedged, the target risk levels, and the products and strategies that can 
be used. A definition and measurement of hedge effectiveness should be 
established so that management can be assured that the hedging pro-
grams are accomplishing their objectives. If hedging strategies are not 
performing as expected, then that should trigger a review and resolution 
process. Many companies encounter hedging losses because they didn’t 
have a hedging policy in place that required them to understand the 
products, as well as the objectives and risks of the underlying hedging 
strategies.

 ■ Liquidity policy: The management of the company’s liquidity is one of 
the most important aspects of a market risk policy. This section should 
define what measures are used to monitor the liquidity position of the 
company. Measuring liquidity is not straightforward. Alternatives range 
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from balance sheet measures (e.g., liquid assets minus short-term liabili-
ties), cash flow measures (sources and uses of cash), and scenario-based 
measures (in the event of a downgrade in the company’s debt rating). In 
addition to liquidity measurement, this section should establish target 
liquidity positions as well as the contingency plans that can be executed 
during financial distress.

 ■ Exception management: A market risk policy should also establish how 
exceptions are handled and reported. For example, what happens when 
a market risk limit is exceeded due to large market movements (versus 
new trading activities)? One management response would be to reduce 
the risk position immediately, while another would be to reduce the 
risk position over a pre-determined period of time. Some exceptions 
are intentional, such as those to accommodate a legitimate customer 
request. Regardless, this section should provide specific guidelines on 
the monitoring and reporting of exceptions, as well as the processes for 
approval and resolution.

best praCtiCes in Market risk ManaGeMent

Of the three risk management disciplines—credit, market, and operational— 
market risk management is perhaps the most mature with respect to industry 
standards and best practices. As we did with credit risk in the previous 
chapter, we will discuss the range of market risk management applications 
in three categories: basic practice, standard practice, and best practice.

basic practice

At the most basic level, a company evaluates the earnings impact of vari-
ous market risk factors, such as interest rate and foreign exchange changes. 
Gap analysis is performed between re-pricing assets versus liabilities, or pro-
jected revenues versus expenses denominated in a foreign currency, which is 
then used to estimate how a change in a market variable will likely impact 
the company’s earnings. To manage the company’s market risk exposures 
within policy limits, asset/liability management and hedging strategies are 
developed and executed. This level of market risk analysis is generally what 
is required for regulatory and public reporting purposes. The use of market 
risk models is limited to spreadsheet models or basic vendor models.

The market risk management function is mainly a policy, analysis, and 
reporting function. It establishes the market risk policies and limits, analyzes 
the company’s risk exposures against these limits, and provides risk mea-
surement and hedging reports to senior management. The line and treasury 
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units usually perform the execution of balance sheet and hedging strategies. 
As a monitoring and reporting function, the performance of the market risk 
function is dependent on its policy development, reporting effectiveness, and 
analytical skills with respect to earnings volatility estimation.

standard practice

Standard-practice companies have developed more robust modelling capa-
bilities, including VaR, earnings and equity-value sensitivity analysis, and 
simulation capabilities. These companies also have implemented internal 
transfer pricing mechanisms so that all interest rate risks and foreign- 
exchange (FX) risks are consolidated and centrally managed. This way, in-
ternal hedges are considered before external hedges are executed, thereby 
saving on hedging costs. Financial engineering capabilities are also devel-
oped to evaluate the risk/return trade-offs of different market risk strategies. 
Beyond risk limits, market risk policies establish targets and ranges (e.g., 
target duration of equity of five years, with a range of three to seven years) 
so that the investment and/or market risk functions can take advantage of 
market opportunities.

The market risk function at standard-practice companies manages the 
balance sheet much more actively. It implements balance sheet strategies—
including investment, funding, and hedging transactions—that optimize 
financial return given market risk constraints. Earnings derived from the 
assumption of interest rate risk and FX risk exposures, as well as all hedging 
costs, are recorded in a central market risk book. As such, the market risk 
function has a P&L but its corporate mandate is not to maximize profits. 
The performance of the market risk function is therefore determined prima-
rily by compliance with policy risk limits and secondarily by the earnings 
derived from the market risk book.

best practice

At best-practice companies, market risk management is both a corporate 
control function and a full-fledged profit center. As a corporate control func-
tion, market risk management ensures that changes in market prices and 
rates do not result in excessive losses. As a profit center, the market risk 
function(s) that reside in trading, investment, and treasury units also seek 
to maximize their profits within the risk limits established by the corporate 
control function. These companies have developed very sophisticated real-
time trading and risk management tools that allow them to take advan-
tage of mispriced securities in the global capital markets. They also seek a 
competitive edge by developing better research, more advanced analytical 
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models, and more timely market intelligence based on access to deal flow 
information.

For these best-practice companies, sophisticated market risk manage-
ment represents a core competency. Any slight advantage, such as the 
early discovery of an arbitrage opportunity, or the development of a more  
accurate mortgage prepayment model—can mean millions of extra profits. 
Examples of these advanced risk management tools include:

 ■ Hot spot analysis refers to the process of desegregating the total portfolio 
risk (measured by portfolio VaR or portfolio volatility) into contribu-
tory components. The breakdown of the risk can be done along one or 
more of the following dimensions: risk factors, asset class, geography, 
trading desk, instrument class, and positions.

 ■ Best hedge analysis refers to the calculation of the amount of purchase 
or sale of each asset that is required to reach the risk-minimizing  
position in the portfolio. This tool can support optimal hedging of the 
portfolio given changes in the balance sheet and hedging costs.

 ■ Best replicating portfolio is a simplified representation of the overall 
trading portfolio of a company in the form of a small combination of 
assets that replicate the primary risks of the portfolio. By summarizing 
the risks in just a few assets, the report demonstrates the market views 
expressed in the portfolio.

 ■ Implied view (or implied bet) analysis takes the current portfolio as 
input, and reverse engineers a set of implied views on asset returns. This 
way, management can clearly see which market trends would most ben-
efit (or hurt) the current portfolio.

Unlike credit risk and operational risk, which are skewed with a sig-
nificant downside and limited upside, the risk/return profile of market risk 
is more symmetrical. As such, the role of the market risk function—as a 
corporate control function, a profit center, or both—is a fundamental ques-
tion that is critical for the board and senior management. For companies 
that take on significant market risks, the culture of the market risk function 
is also critical. In contrast to the many stories of large market losses due to 
unauthorized trading, or aggressive traders who double down on their los-
ing bets, my favorite and factual story is about a trading desk manager. One 
day, a senior trader at a major investment bank produced a daily profit that 
was twice his daily trading limit. When the trader could not produce a good 
answer as to why he exceeded his limit the manager fired the trader on the 
spot. A lesser manager would have simply looked the other way. I would 
take this trading desk manager with less sophisticated tools over a manager 
with less integrity and the most advanced tools.
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Case stuDy: Market risk ManaGeMent at Chase

Chase Manhattan (subsequent to the writing of this case, Chase acquired 
JP Morgan to form JP Morgan Chase), one of America’s largest banks, has 
a venerable history. It can trace its antecedents all the way back to a water-
supply company founded in 1799, but the current institution is, by and 
large, the product of two mergers, each the largest in US banking history 
at the time. The first was the 1991 merger of Manufacturers Hanover and 
Chemical Bank; the second, the 1996 merger of Chase Manhattan (founded 
in 1877) and Chemical Bank (founded in 1823). This Chase Manhattan is a 
holding company operating three main lines of business:

 1. The Global Bank, which offers commercial and investment banking 
services,

 2. Global Services, which offers processing and settlement; and
 3. National Consumer Services, which serves retail customers through a 

wide variety of financial products and services.

During the 1999 fiscal year, Chase boasted more than $400 billion in 
assets, operating revenue of $23 billion (up 17 percent from $20 billion  
in 1998), operating earnings of $5.4 billion (up from $4.0 billion in 1998), 
and return on average common shareholders’ equity of 24 percent.

Chase attributes this performance to a number of factors. Prominent 
among these is a highly successful risk management system that emphasizes 
the creation of shareholder value and links it to employee compensation. It 
claims to view risk as a central aspect of its business and risk management as 
an area of competitive advantage. This assertion is supported by the fact that 
it devoted 19 of the 94 pages of its 1999 annual report to risk management. 
As the Chairman’s letter states:

Let me begin by stating the obvious: We are in the “risk” business, 
and managing risk smartly and proactively with sophisticated risk 
management systems can create significant strategic advantages.

This may be stating the obvious, but it certainly helps to set the tone 
for the organization. Risk management at Chase focuses on the following 
principles and activities:

 ■ Formal definition of risk management governance
 ■ Risk oversight independent of business units
 ■ Continual evaluation of risk appetite, communicated through risk limits
 ■ Diversification
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 ■ Disciplined risk assessment and measurement, including Value-at-Risk 
analysis and portfolio stress testing

 ■ Allocation of economic capital to business units and measuring per-
formance on the basis of shareholder value-added (SVA)

Three committees carry out the above activities: one dedicated to credit 
risk, one to market risk, and one to capital. Their responsibilities are sum-
marized in Figure 13.5, and each has decision-making authority within these  
areas. The Executive Committee, however, takes responsibility for major 
policy decisions, determines the company’s risk appetite, and formulates 
the company’s risks; it in turn reports to the Risk Policy Committee of the 
Board of Directors.

Chase’s Market Risk Management Group employed some 70 profes-
sionals around the world prior to its merger with JP Morgan. The group’s 
mandate is to develop appropriate risk measures, set and monitor limits, 
and keep the company’s risk profile within the boundaries of the risk ap-
petite mandated by the Board. Part of the reason behind the team’s success 

fiGure 13.5 Chase Manhattan’s Risk Management Structure
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is that it was born out of the global markets business, not from a traditional 
watchdog like audit, credit, or compliance. The market risk management 
approach also strives to balance business and risk management needs, and 
was developed by Don Layton and Lesley Daniels-Webster, both from the 
business side.

Development of the market risk group accelerated sharply with the 1996 
Chase/Chemical merger. Daniels-Webster, now executive vice president and 
head of market risk management, said that the merger came at a fortuitous 
time—technology had just reached the point where it was possible to take 
the huge book of business created by the merger and evaluate it from the 
bottom up, position by position. Neither company’s legacy systems were up 
to the job, however, and it was the bank’s willingness to spend heavily on 
new technology that proved critical.

The market risk group continues to enjoy the backing of Layton, now 
vice-chairman of global markets, and Marc Shapiro, vice-chairman of  
finance and risk. “Having these two senior people behind us gives us a lot 
of credibility, changing our role from one that’s there for the sake of the 
regulators to one that is there for adding value to the business units,” says 
John Duddy, a managing director of market risk management. The group 
manages the market risks generated on a number of different fronts:

 ■ Market risk in its trading portfolios due to changes in market prices 
and rates (i.e., interest rate risk, foreign exchange risk, equity risk, and 
commodity risk)

 ■ Asset/liability mismatch in its investment and commercial banking 
activities

 ■ Basis risk in trading, investment, and asset/liability activities

The bank recognizes that market risk measurement and management 
should extend across all three of these activities. It learned that lesson fairly 
cheaply back in 1994, according to Daniels-Webster. During that year, the Fed 
raised interest rates repeatedly and somewhat unexpectedly, with one result 
being considerable disruption in the market for mortgage-backed securities.

“What we found was that we were fine on the trading business side, 
but one of our small S&Ls [savings and loans] that was state chartered 
had invested its primary capital in MBSs [mortgage-backed securities],” says 
Daniels-Webster. “The financial impact was very small, but what turned out 
to be much bigger was that we learned that you can’t just look at a firm like 
Chase just in terms of trading activities.” That helped redefine market risk 
management in terms of the total economic return of an activity, not just 
its mark-to-market accounting valuation—a definition that ties into Chase’s 
goal of pursuing and managing shareholder value.
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risk Measurement and Management

Chase does not believe there is a single statistic that captures all aspects 
of risk and therefore employs a number of complementary metrics. These 
include value-at-risk (VaR), stress-testing, and non-statistical measures such 
as net open positions, basis point values, option sensitivities, position con-
centrations, and position turnover. These non-statistical measures provide 
extra information about the size and direction of risk exposures that can be 
particularly useful when the statistical measures break down (in anomalous 
market conditions, for example).

Chase views stress testing and value-at-risk as equally important in 
managing revenue volatility. Recognizing that value-at-risk numbers change 
relatively little once their calculation is well established, and say relatively 
little about the potential extremes of loss, Chase is more actively interested 
in stress tests. “Stress testing is the backbone of our risk management, not 
VaR,” says Duddy. “The beauty of VaR is that once you agree upon the 
statistical process, there’s nothing to argue about. With stress testing, it’s 
something that’s really evolving. It’s a very key part of our risk management 
tools to the extent that we allocate capital based on it.”

Stress tests are built around both actual events (e.g., the 1994 bond 
market sell-off, the 1994 Mexican peso crisis, and the 1998 liquidity crisis) 
and hypothetical economic scenarios. As of December 31, 1999, Chase was 
using six historical and five hypothetical scenarios to perform stress tests 
about once per month. The tests assume that no actions are taken during the 
event that change the company’s risk profile, a premise which simulates the 
decreased liquidity that is often seen during market crises. Each stress sce-
nario is extremely detailed, specifying more than 11,000 individual shocks 
to market rates and prices and involving data on more than 60 countries. 
Stress tests are performed on all material trading, investment, and asset/ 
liability (A/L) portfolios. Chase believes that one key to successful stress 
testing is the continuous review and updating of scenarios to ensure that 
they remain relevant and are as detailed as possible.

Chase’s VaR methodology is based on historical simulation, reflecting 
a belief that historical changes in market indices are the best predictor of 
possible future changes. VaR calculations are performed daily on end-of-day 
positions, using the most recent one-year historical changes in market  
prices. The historical simulation is performed on individual positions as well 
as on aggregated positions by business, geography, currency, and type of 
risk. Because it realizes that historical VaR is dependent on the quality of 
the data available, Chase performs back tests for its VaR estimates against 
actual financial results and uses confidence intervals to examine the reason-
ableness of its VaR calculations.
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The bank manages the market risks that it has measured through the 
use of various types of limits, approved by the Board of Directors as fall-
ing in line with the risk appetite desired by the bank. The limit structure is 
specified at both the aggregate and business unit levels, going down as far as 
desk-level activities; it addresses authorized instruments, maximum tenors, 
statistical and non-statistical limits and loss advisories, and is based on rel-
evant market analysis, market liquidity, prior track record, business strategy, 
and management experience and depth.

Risk limits are updated at least twice a year in order to reflect changes in 
trading strategies and market conditions. Chase uses stop-loss advisories to 
inform line management of losses that are being sustained. A review of the 
portfolio is automatically triggered if a Board-approved limit is breached. 
Chase believes that these procedures for tracking limits significantly reduce 
the likelihood that the daily VaR limit will be exceeded under normal mar-
ket conditions.

obstacles and successes

One of the barriers to implementing the market risk program is the tension 
that arises naturally between risk managers and traders. This tension is 
usually a healthy one, ensuring that the bank balances business and risk ob-
jectives, but care must be taken to ensure that it does not turn into conflict 
or disregard for the rules. The problem tends to be at the desk level or below; 
senior business managers tend to understand and trust the risk managers 
more than those whose dominant concern is hitting their performance 
targets.

One way to deflate this problem is to make sure that risk management 
helps good, if complex, trades to get done, and does not just stop potentially 
troublesome ones. “We’re like cops. If someone tries to rob you and we’re 
there, you love us,” says Duddy. “But if you’re speeding and we catch you, 
you hate us.” If the risk managers can persuade the traders that they want 
them to make money—but safely—they gain credibility.

A good example is unusually large transactions. “One-off trades un-
dertaken for reasons of market opportunity or client demand usually in-
volve hedging, structuring, and pricing issues such that we can either wring 
the risk out of it or price it smartly,” says Daniels-Webster. Balancing the 
academic smarts of the risk managers with the market experience of the 
business managers can reap great rewards in this respect.

The most obvious evidence of Chase’s success in implementing market 
risk management is the strength with which the company weathered 
the market turmoil of 1998. For that year, Chase reported earnings of  
$4.02 billion, up some 4.4 percent from the prior year. Chase had recorded 
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larger rises in other recent years, but the circumstances of 1998 made it 
remarkable that it posted any increase at all; many of its peers and competi-
tors suffered significant losses.

Chase’s success in weathering the collapse of the Russian economy in 
1998 can be attributed to two of the guiding principles of its risk management 
program: the value of learning from the past and the importance of stress 
testing. Until 1997, Chase had aimed to lose no more than $500 million in the 
event of market turbulence. That year, however, it lost around $100 million 
in Latin American trading. That alerted it to the possibility that losses might 
exceed $500 million fairly quickly under extreme market conditions, and that 
its risk exposure was therefore greater than it had believed. The company  
reset its target loss limit to $250 million. The second lesson that Chase gleaned 
from this incident was that financial blowups could be global in nature, con-
trary to the previous assumption that economic problems in one part of the 
world would be unlikely to affect the performance of financial positions in 
another part of the world.

This realization was, in turn, a factor in Chase’s decision to begin stress 
testing its entire trading and loan portfolio in late 1997, using scenarios 
that included global incidents. Stress testing using hypothetical scenarios 
enabled Chase to counterbalance the historical dependence implicit in  
its use of historical simulation in its VaR methodology. “We started doing 
these stress tests and got a number of about $500 million, which was a 
shock,” remembers Daniels-Webster. “We didn’t know what to do with such 
a large number except be skeptical of it.”

The tests were soon borne out, however, as the economies of South-East 
Asia started to nose-dive in fall 1997. Chase’s losses looked very similar, if 
smaller, than those predicted by the stress tests. The post-mortem proved a 
turning point in the risk management group’s interaction with the business 
units. “This was the cultural watershed where people who didn’t want to 
lose their jobs, who wanted discipline in their business, turned around and 
said they really needed these stress tests to understand the vulnerabilities in 
their businesses and hedge them.”

Chase had no more inkling than any other bank that the 1997 Asian 
crises would rumble on into 1998, lead to a global drought of liquidity, 
and briefly threaten the stability of the global financial markets. However, 
it had prepared for a general scenario that coincided remarkably well with 
what actually happened—a sudden, pronounced flight to quality as inves-
tors swarmed out of stocks and into bonds and liquidity all but vanished 
in many markets. Because Chase had already used stress testing to examine 
the impact this event would have on its portfolio and had taken steps to 
mitigate its risks accordingly, its losses were less than they otherwise would 
have been.
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While the company did take a $200 million charge related to the liquidity 
crisis, the changes the company had made to hedge against such a crisis  
put the bank in a strong position to take advantage of the financial oppor-
tunities that followed the panic. Its diversity and business mix (for example, 
the lack of a large equity business), coupled with sound risk management, 
put it in a strong position to carry on with its business. This allowed it 
to capitalize on market opportunities that others were too paralyzed to 
take advantage of, such as the plentiful opportunities for lucrative foreign 
exchange trading in October 1998. While competing banks stopped 
extending credit to clients during the market crisis, Chase continued to lend, 
a move that the company believes increased its prestige, won new clients, 
and increased business from existing customers.

a look to the future

The Russian crisis did leave its mark even on Chase, however. “A business 
that runs the same notional risk today as it did in 1997 will generate much 
more stress risk now, since we now include that scenario in our stress-
testing,” says Duddy. A simple business goal—growing back to the volume 
of business done before Russia—is therefore not easy to achieve. One of the 
market risk group’s new challenges is finding ways for that to happen.

Another new frontier for the market risk group is in addressing the 
increasingly liquid loan market. “It is extremely important to look at credit 
risk from the perspective of loss upon default. The market is evolving very 
rapidly into a much more transaction-based and market-based approach,” 
says Daniels-Webster. For Chase, a market leader in loan syndication, it is 
extremely important to stay abreast of this evolution. The concept of risk 
as variation in economic value is key here; not only in recognizing the dif-
ferences between loans, but also in the differences between loans and other 
credit instruments such as bonds. The next challenge will be to meaningfully 
integrate the market and credit risk management of the loan book.



237

Chapter 14
Operational risk Management

In many respects, operational risk is nothing new. Businesses have had to 
deal with human fallibility, defective processes, and unreliable technol

ogies since time immemorial. However, the advent of enterprisewide risk 
management, the introduction of new regulatory capital requirements, and 
the increasing emphasis on sophisticated quantitative models for other types 
of risk (such as market and credit risks) has jumpstarted interest in more 
active management of operational risk.

Operational risk has been the subject of increasing management atten
tion over the past few years. A 2011 report by Deloitte found that about  
66 percent of the surveyed financial institutions calculated economic capital 
for operational risk as well as credit and market risks, while 69 percent 
would prioritize improvements in operational risk management systems in 
the subsequent year (ranked third most important in a list of 12 different  
priorities).1 An earlier study shows that 45 percent of the companies surveyed 
named the CEO (in addition to highlevel management) as the spearheading 
force behind operational risk management initiatives.2 These figures signify 
how business executives have come to see operational risk as just as impor
tant as other forms of risk. With corporate scandals (e.g., Enron, Worldcom, 
J.P. Morgan), the interest level in operational risk management has contin
ued to grow, in conjunction with related discussions regarding corporate 
governance and compliance.

Is this interest justified? Operational risk has traditionally been man
aged informally, as part of the everyday work of a manager who might 
never have even considered that part of his or her job as an exercise in 
risk management. Beyond daytoday management, operational risk issues 
are generally addressed through traditional audit and compliance functions. 
However, the episodic approach used by audit and compliance functions 
often results in operational risks being identified at a later stage.

There are three major reasons why a more focused and proactive  
approach is desirable. First, investigations of the major financial disasters 
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over the past two decades (e.g., Barings, Kidder, Daiwa, UBS, Société Géné
rale) have identified operational risk issues as the main culprits in the major
ity of these cases. As such, senior management recognizes that operational 
risks must be addressed as part of any enterprise risk management program. 
Second, operational risks are often interrelated with credit and market risks, 
and an operational risk failure during stressed market conditions can poten
tially be very costly. For example, in the Barings case it was the confluence 
of events—ineffective management oversight of its Singapore trading opera
tions and a steep drop in the Nikkei after an earthquake—that bankrupted 
the 233yearold bank with a billion dollar loss. And third, if operational 
risk is not managed as a distinct discipline of risk, it tends to be managed 
differently in different areas of the company. This lack of consistent treat
ment can lead to the neglect of key risk issues and to a bias in various per
formance measures that may ultimately lead to management decisions based 
on inaccurate information.

Operational risk is an inherent part of any business. In many businesses, 
a significant portion of revenue is systematically lost due to runofthemill 
processing errors and human mistakes. In addition to these everyday losses, 
businesses also face operational risk incidents of greater magnitude. Some 
of these events are unintentional, the result of accidents and failures, while 
others are intentional, such as in the case of fraudulent or other criminal 
activity. For instance, in 1994 and 1995, Citibank sustained losses totaling 
$1 billion as an outcome of three separate events—a wire transfer error, a 
failure of loan approval controls, and a computer hacking incident. Other 
potent examples of what can happen when controls over operational risk 
are lacking include the widely publicized collapse of Barings Bank in 1995 
because of one rogue trader, and the alleged fraud that caused the demise of 
Kidder, Peabody in 1996. Bankers Trust and Enron, two remarkably similar 
corporate disasters that spanned two volatile industries, failed due to op
erational risks. Ironically, both companies were once considered leaders in 
financial risk management (i.e., market and credit risks).

Although these notable operational risk events have a low probability 
of occurrence, their consequences were tremendous. Failures to learn from 
past mistakes will only increase the likelihood of reoccurrence. For a more 
recent example of operational risk, consider the 2011 UBS rogue trader 
scandal. Kweku Abodoli, a UBS trader, slipped under the radar of man
agement as he committed a series of unauthorized trades that ultimately 
cost the company approximately $2 billion in losses and damaged the 
company’s reputation. This level of oversight was in blatant disregard of 
the standards prescribed in UBS’s supervision policy, while the continuous 
failure to respond to policy violations encouraged increasingly outrageous 
noncompliance practices.
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At that time, UBS’s operational risk framework relied heavily on self
assessment by the front office—furthermore, the Operational Risk de
partment did not conduct internal tests to validate these selfassessment 
results. The findings of a Transparency Report published by the UBS in 
2010 argued that the blame should not be placed on “rampant” leader
ship that encouraged excessive risk taking—in fact, “top management 
was too complacent, wrongly believing that everything was under  
control.”3 Critics harshly condemn the bank for not setting in place a 
risk management system that would prevent single actors from wielding 
so much power: as Michael Schrage, a writer for the Harvard Business 
Review, says in disbelief, “We can decry the greed, the selfishness and poor 
character of dishonest individuals all we want, but even minimally compe
tent systems successfully dissuade or detect single bad actors.”4

Unfortunately, UBS is not the only company to lose huge sums of 
money because of one rogue trader. As the reader might recall from a case 
study in Chapter 1, in 2008 Société Générale was embroiled in one of the 
largest trading scandals to date when trader Jérôme Kerviel engaged in a 
series of reckless trades that cost the bank 4.9 billion Euros.

Quite apart from the impact on the bottom line, operational risk can 
make a company seem as though it is illequipped to prevent or deal with 
fraud, errors, or lack of controls. This in turn can result in enormous dam
age to a company’s reputation. It is exceedingly difficult to quantify repu
tational loss, but such a blow is likely to impact customer relationships as 
well as current and future partnerships. Furthermore, damage to a compa
ny’s reputation is also likely to negatively affect its dealings with the capital 
markets. For instance, debt may become more expensive to obtain, and the 
stock market may lower its valuation of a company’s stock if it is not able 
to effectively manage its operational risk.

If operational risk management is not treated as a discrete area of risk, 
it tends to be implemented differently in various areas of the same company. 
This means risk assessments and quantification may be performed differ
ently by each business unit, resulting in inconsistent treatment of similar 
risks. For example, some business units might report operational losses on a 
gross basis, while others might report net losses, and still others might sub
tract losses from revenues and not report them separately at all. This in turn 
may bias measurements of those units’ performances, ultimately resulting in 
suboptimal management decisions. The same is true in situations where re
sponsibility for operational risk is not clear. For instance, one business unit 
might be held responsible for risk events that should have been addressed 
by another unit. As a result, the return on equity of the first business unit 
might be artificially pushed below hurdle rate, leading senior managers to 
decide not to expand that business. In this instance, inaccurate performance 



240 EntErprisE risk ManagEMEnt

measures would have obscured the business’ true value, resulting in the loss 
of a growth opportunity.

Effective operational risk management has the potential to deliver three 
clear benefits:

 1. Rigorous operational risk management should both minimize daytoday 
losses and reduce the potential for occurrences of more costly incidents.

 2. Effective operational risk management improves a company’s ability 
to achieve its business objectives. As such, management can focus its 
efforts on revenuegenerating activities, as opposed to managing one 
crisis after another.

 3. Finally, accounting for operational risk strengthens the overall enter
prise risk management system. A company with a good understanding 
of its operational risks will have a more complete picture of the risks 
and potential rewards run by its various businesses. This paves the way 
for sophisticated enterprise risk models that incorporate the correlations 
between the various components of risk: credit, market, and operational.

Although operational risk management may be new relative to other 
risk management disciplines, one can safely make three comments about 
its development thus far. First, it has already been widely accepted that all 
companies face operational risks and should develop systematic programs 
to measure and manage them. Second, given the complexity of operational 
risks, a comprehensive approach should be used. As we will see later in this 
chapter, such an approach will ideally incorporate both processoriented 
methods such as total quality management and statistical methods such as 
economic capital and extreme value theory. Lastly, the focus of operational 
risk programs should be on management, not measurement, which includes 
the integration of operational risk with market and credit risks.

A company cannot claim that it has an enterprise risk management pro
gram without fully addressing the issue of operational risk. Throughout the 
rest of this chapter we will discuss the definition and scope for operational 
risk, tools that can help measure and manage it, an operational risk manage
ment framework, and the range of industry practices.

OperatIOnal rIsk—DefInItIOn anD sCOpe

A common business adage is that you cannot manage what you cannot 
measure. In the case of operational risk, there is another step: you cannot 
measure what you cannot define. Unlike market and credit risks, the 
definition of operational risk represents a challenge for most companies.  
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In the early stages, operational risk was defined in negative terms, as the 
collection of risks that are not credit or market risks. Over time, industry 
sources converged to a more common definition:

“Operational risk is defined as the risk of loss resulting from inadequate 
or failed internal processes, people, and systems or from external events.”5

While this definition presents a common ground, there is still consider
able debate as to how it should be applied. For example, many organizations 
differ on whether business risk (e.g., margins, competition) and reputational 
risk (e.g., tarnished brand, loss of market confidence) should be included 
in the definition of operational risk. While both of these risks were explic
itly excluded in Basel II, both risks are important risk management issues 
and key drivers of expected loss—the Basel III framework focuses on these 
areas by “enhancing the infrastructure for reporting key information,” and  
“[improving] risk data aggregation,” among other new efforts.6

Individual companies should establish an overall definition of operational 
risk, as well as its subcomponents. In this chapter, we will apply the above 
definition that includes process risk, people risk, system risk, and event risk. 
Additionally, we will add business risk. We’ll define each of these in turn.

process risk

Operational risk occurs through ineffective and/or inefficient processes. In
effective processes can be defined as those that fail to achieve their objec
tives, while inefficient processes are those that achieve their objectives but 
consume excessive costs. At times, there is a natural conflict between the 
two. For example, reengineering and costsaving efforts focused on improv
ing efficiency may inadvertently end up reducing the effectiveness of control 
processes because certain checks and balances (which tend to be redundan
cies) are eliminated. A balance must therefore be achieved between effective 
and efficient processes.

A common process risk for any business relates to the processing of 
transactions. This includes the potential for errors in any stage of a busi
ness transaction, including sales, pricing, documentation, confirmation, and 
fulfillment. In any stage of transaction processing, a company is faced with 
risks that can cause a financial, customer, and reputational loss. For example, 
a pricing error can result in lower profitability, while a fulfillment problem 
can cause a customer to stop doing business with the company. Furthermore, 
companies need to make sure that operations remain within the limits of  
legal and regulatory provisions. With the adoption of new regulations  
(e.g., DoddFrank Act, SarbanesOxley Act, U.S.A. Patriot Act), the con
sequences of violations increase for corporate executives from both pro
fessional and financial perspectives. Compliance is also an important issue  
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with respect to a company’s internal policies and procedures. For example, 
in managing a fund, an investment company must be in compliance with 
both its internal investment policies and any agreedupon client provisions.

Another significant element of operational risk can result from docu
mentation processes. Improper or insufficient documentation may result in 
miscommunications between the parties to a contract, creating additional, 
unnecessary risks if there is a dispute. Consider the example of master agree
ments for financial products transactions. Nowadays, master agreements 
play a major role in trading: they provide a uniform way of minimizing 
credit and legal risks across different financial products between two or 
more counterparties. They also provide the benefit of netting, which reduces 
the total credit exposures between frequent counterparties.

Many global derivatives dealers, however, struggle with master 
agreements. In 1998, the U.S. Federal Reserve reported 20 to 30 percent of banks 
had incomplete International Swaps and Derivatives Association (ISDA) 
master confirmations documentation regarding settlement procedures and 
counterparty risk management.7 Larger dealers can be managing hundreds 
of active master agreement negotiations at any given time, and some have 
thousands of master agreements in place, many of which also undergo 
amendments over time to accommodate new products, industry develop
ments, or mergers. They often experience delay, disorganization, and mis
communication in the course of executing these essential contracts, putting 
significant revenues in jeopardy.

One potential answer, favored by some regulators, is to automate the 
process. Charles Fishkin, a risk consultant, has brought this idea one step for
ward, saying that all master agreement activities should be managed in one 
system—from initial discussion, to execution, to amendments for both new 
and existing customers.8 With each of these phases executed and recorded in 
a controlled electronic environment, all of the participants (traders, market
ers, credit officers, lawyers, and documentation professionals or operations 
staff) can check their status at any time significantly more easily than before. 
Comprehensive reports can also be easily produced and sorted by categories 
(business unit, product type, geography, etc.). Information flow has become 
more consistent and transparent, which has helped to minimize issues like in
complete documentation realized at the time of need, or transactions booked 
under the wrong master agreements. As a result, decisions can be made faster 
and operating risk (and credit risk in this case) can be reduced.

knight Capital On August 1, 2012, Knight Capital implemented new soft
ware that, within mere minutes of its debut, flooded the New York Stock 
Exchange with huge amounts of false trades in the form of unintended buy 
orders. The small glitch that had gone undetected during algorithm testing 
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led to an immediate, enormous pretax loss of $440 million, along with a 
subsequent drop in shares from $10.30 to $2.50 in the following days. The 
losses suffered by Knight Capital have refocused attention on the risks in
volved in automated trading.

Critics are scratching their heads, baffled at the nature of Knight Capital’s 
unbelievable failure: Ian Green, of Credit Suisse, wonders how the program 
could have run uninterrupted for 30 minutes without being detected by a 
person or another computer program. “It is possible to create a risk firewall 
around algorithms that monitors their known behavior and risk parameters. 
If they operate outside these parameters, possibly due to a logic error, an in
finite loop or a ‘fat finger’, then their trades can be blocked from going to the 
market,” says John Bates, chief technology officer at Progress Software.9

The reactions of other banks to this incident have been mixed. Most 
are taking a defensive stance, and are fighting against efforts to tighten al
gorithm security measures, because they do not think that the mistakes of 
one firm should translate to further restrictions across the industry. This 
seems to be the common sentiment regarding the proposed introduction of 
further circuit breakers, which are “automated switches that halt trading 
if prices move by more than set percentages in a specified period.”10 This 
demonstrates that while firms within the financial sector are aware of the 
importance of heavy technological defenses for risk management, many are 
still unwilling to sacrifice the potential profits that could be lost as a result 
of restricting human or automated trader movement.

people risk

People risks typically result from staff constraints, incompetence, dishonesty, 
or a corporate culture that does not cultivate risk awareness. Staff constraints 
occur when companies cannot fill critical open positions because of labor 
shortages, or because compensation and other incentives are not attractive 
to new candidates. Incompetence becomes an issue when employees lack 
the necessary level of skills and knowledge to do their jobs correctly. Lack 
of professional training and development would further compound human  
errors. Dishonesty within a company can lead to fraudulent activities such 
as employee thefts; interestingly, a National Retail Federation study showed 
that retail inventory managers attribute 25.8 percent of inventory losses to 
shoplifters and 44.2 percent to employee theft.11 Corporate cultures that do 
not actively incorporate risk awareness, or encourage profit without regard to 
the methods used to make them, can also result in adverse employee behavior.

Every employee in an organization must be considered a risk, which 
is why background checks are essential in mitigating this risk. An alleged 
scandal at Disney World, whose business stands or falls on its reputation 
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for safe, innocent fun, graphically demonstrated the danger of overlooking 
employeerelated risks. In July 1998, a 17yearold cook at Disney World 
was accused of raping a 16yearold tourist in the bathroom of a hotel. 
Were this not appalling enough, it was compounded further by the revela
tion that the cook had been hired despite having an extensive juvenile arrest 
record, including charges of aggravated assault, burglary, theft, and grand 
theft auto. At the time of his employment at Disney, he was on probation for 
a breakin in which he had been accused of putting a gun to a victim’s head.

How could such an individual have come to be hired in the first place? 
Simply because Disney did not carry out background checks on all of its 
employees at that time. Such checks were only seen as necessary for cer
tain jobs, such as security guards, childcare workers, and jobs that would 
require handling cash transactions. Nor was Disney’s response a model of 
clarity: it initially said that it would not change its policy on background 
checks, but later recanted, saying it would perform such checks on new 
employees only. Furthermore, the company said it had no written guide
lines, but would assess hiring on a casebycase basis. By contrast, Universal 
Studios Escape, one of Disney’s major competitors, was already running 
criminal background checks on all new employees.

system risk

As technology has become increasingly necessary in more and more areas 
of business, operational risk events due to systems failures have correspond
ingly become increasingly significant. Companies today often use systems 
that are both integrated across the firm and specifically tailored to their 
particular business needs. If the development of a company’s technologi
cal infrastructure does not keep pace with the development of its business, 
however, there is the potential for new risks. System risks include systems 
availability, data integrity, systems capacity, unauthorized access and use, 
and business recovery from various contingencies.

Another example of system risk is the risk of loss from faulty financial 
models. The institution may use inappropriate methodologies, assumptions, 
or parameters in evaluating a business or investment opportunity, and thus 
underestimate the risks it is taking on. Exposures to model risk can range 
from strategic decisions based on economic value added (EVA)based models 
that understate the costs of risk, to investment decisions based on inadequate 
assumptions of how a complex derivative should be priced. The financial press 
is filled with stories of corporate losses due to inaccurate financial models.

In addition, the risks associated with programming errors and lack of 
planning can be significant. A small error in one algorithm can easily propagate 
through several models and across networks, causing great damage before the 
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error is detected. The immense expense associated with remedies for the Y2K 
bug is a good example of how costly small oversights can quickly become. 
Finally, systems failures constitute a large risk for businesses, as a breakdown 
of the system may force revenuegenerating activities to stop.

Security is rapidly emerging as another key technology risk, particu
larly given the rise of ecommerce. In early 2000, a Web hacker successfully 
obtained a collection of more than 300,000 customer credit card files from 
the Internet music retailer CD Universe. This was possible because CD  
Universe had stored unencrypted credit card data on the webserver itself, a 
fundamental design flaw that allowed the hacker to download the personal 
information using weaknesses in the cardprocessing software.

Events such as this can and do occur with alarming frequency, which 
serves as a stark reminder that all organizations that conduct business in 
today’s highly networked environment should specify data security as a pri
mary goal in designing business processes and systems. Although sufficiently 
motivated and resourceful hackers will probably be able to compromise 
almost any computer software, there are several basic guidelines that can be 
taken to avoid becoming easy prey.

event risk

Event risk is the risk of loss due to single events that are unlikely, but may 
have serious consequences if they do occur—for example, internal or ex
ternal fraud, system failures, market dislocations, and natural or manmade 
disasters. Incidents of event risk are often random and therefore difficult 
to predict, though they can be controlled through effective planning and 
management. While such events are unlikely, a business must expect the 
unexpected. It is also important to note that major events often result in 
implications for all types of risk—market, credit, liquidity, and operational. 
Moreover, unlikely events occur in much greater frequency than one might 
expect; Leslie Rahl noted that there has been at least one major market 
move exceeding 10 standard deviations every year for the past 10 years.12 
These market moves included the Brazil Crisis (1999), the Russian Crisis 
(1998), and the Asian Crisis (1997). The corporate frauds associated with 
the likes of Enron, Worldcom, Adelphia, and others will only add to a grow
ing list of unthinkable operational risk events.

One of the most unthinkable recent events is the September 11, 2001,  
terrorist attack, during which thousands of lives were lost and insurable losses 
exceeded $40 billion (based on estimates from the Insurance Information 
Institute). Other notable loss events include Bank of Credit and Commerce 
($17 billion), Long Term Capital Management ($4 billion), Texaco ($3 billion), 
and Sumitomo Corporation ($2.9 billion). Julian Fry, UBS’s head of operational 
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control, notes that “the 1980s had seen only three loss events over $1 billion; 
104 had occurred in the 2000s, and 54 already this decade.”13

Business risk

Business risk is the risk of loss that corresponds to unexpected changes in 
the competitive environment, or to trends that damage the franchise and/
or operating economics of a business. It includes frontoffice issues such as 
strategy, client management, product development, pricing, and sales, and is 
essentially the risk that revenues will not cover costs within a given period 
of time. Given the importance of a company’s reputation and brand, reputa
tional risk should be incorporated into business risk, or treated as a separate 
category. Business risk is heavily influenced by external factors, is primarily 
determined by environmental, competitive, and evolutionary factors, and 
can be mitigated through effective management.

The most classic business risk example discussed in nearly every busi
ness school is the failure of railroad companies to redefine their businesses 
from railroad to transportation, resulting in the collapse of most of these 
companies. On the other hand, a recent success story in managing business 
risk is the transformation of IBM from a hardware company to a service and 
solution company. One of the key lessons learned from the Internet bubble 
is that every business must be based on a sound business strategy that will 
produce longterm growth and profitability. Achieving this objective is, of 
course, basic business management. The contribution of business risk man
agement is to address key questions such as:

 ■ What are the key vulnerabilities in our business strategy and plan?
 ■ Do we have sufficient business and product diversification?
 ■ Do we have the appropriate operating leverage (fixed vs. variable costs)?
 ■ What if our business assumptions are wrong?
 ■ When should we fix or exit a business? Do we have an exit strategy?

the OperatIOnal rIsk ManageMent prOCess

Given the scope and importance of operational risk, management should 
establish a systematic process with respect to risk identification, measure
ment, and management. The operational risk management process involves 
the following steps:

 1. Risk policy and organization
 2. Risk identification and assessment
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 3. Capital allocation and performance measurement
 4. Risk mitigation and control
 5. Risk transfer and finance

Let’s discuss each of these steps in turn.

risk policy and Organization

As a first step, a company should establish an operational risk management 
policy that defines what it wants to accomplish, including how it is organized 
to achieve its stated objectives. An operational risk management policy should 
include the following:

 ■ Management principles for operational risk: What are the company’s 
philosophy and principles on operational risk? For example, as with 
credit risk and market risk, one common principle may be transparency. 
With respect to operational risk, it is critical that bad news travel up 
the organization so that emerging problems are addressed before they 
become fullblown crises.

 ■ Definition and taxonomy for operational risk: As discussed above, how 
is operational risk defined in the company, what is included and ex
cluded, and what are the subcategories? A common language must be 
built around the discussion of operational risk within the company.

 ■ Objectives and goals: Management should establish the overarching 
objectives (e.g., improved effectiveness and efficiency of core business 
processes) and specific goals that the company wants to achieve (e.g., a 
20 percent reduction in operational losses, a 30 percent improvement in 
timeliness with regards to resolving outstanding audit issues).

 ■ Operational risk processes and tools: This part of the policy lays out the 
corporatewide processes and tools that business units are expected to 
adopt, such as risk assessment, measurement, reporting, and manage
ment processes. In this manner, a consistent approach to operational 
risk is used based on common applications and standards for these 
processes and tools.

 ■ Organizational structure: The policy should also document the organi
zational structure for operational risk management. What are the key 
committees, memberships, and charters? What are the reporting lines 
between the board, senior management, line management, and the risk 
management and oversight groups?

 ■ Roles and responsibilities: Given the complexities of operational risk, it 
is critical to clearly define the specific roles and responsibilities for every 
key aspect of operational risk management. At the highest level, the board 
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is responsible for establishing policies and ensuring that the appropriate 
resources and controls are in place. At the lowest level, every employee 
is responsible for being knowledgeable about the operational risks that 
they are involved in and for escalating problems and issues. Additionally, 
the roles and responsibilities of various risk management and oversight 
functions should be established (as further discussed below).

At most companies, there are a number of risk management, control, 
and oversight groups that have some connection to operational risk  
management. It is critical that specific roles and responsibilities are defined 
for these functions:

 ■ Operational risk management to ensure an overall framework is estab
lished to measure and manage operational risks

 ■ Strategic planning to ensure that business risks are addressed in business 
plans and reviews, as well as in new acquisition strategies and product plans

 ■ Finance/accounting to ensure timeliness, accuracy, and quality of books 
and records, as well as business projections and profitability models

 ■ Audit to ensure businessunit compliance with corporate policies and 
procedures

 ■ Legal/compliance to ensure business activities are in compliance with 
applicable laws and regulations

 ■ Information Technology (IT) to ensure critical systems and databases 
are backed up, business recovery plans are established and tested, and 
information security safeguards are in place

 ■ Corporate security to ensure that corporate assets are maintained and 
protected

There are other important operational risk management functions, such 
as insurance, legal and compliance, quality management (or six sigma), hu
man resources, and so on. One of the key issues is whether a function is pri
marily established as a consultant or checker or both. For example, at many 
companies, the operational risk management group acts mainly as a consult
ant for senior management and the business units, while the audit group acts 
as a checker, and the legal group acts as both. Other companies struggle with 
trying to set up their audit groups as both a consultant and checker, because 
the former role can easily hinder the independence of the latter role.

risk Identification and assessment

Given the wide scope of operational risk, a company should employ a 
range of qualitative and quantitative tools to assess, measure, and manage 
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operational risks. Below is a summary of the main operational risk manage
ment tools that companies use today:

 ■ Loss-incident database: A company should capture operational risk losses 
and incidents for two main reasons. First, losses are easily measurable and 
can be used to show trends and ratios (e.g., loss/revenue ratio), whereas 
incidents can capture other events that should be noted. Second, every 
loss and incident within a company represents a learning opportunity, 
without which past mistakes are more likely to be repeated. As such, the 
lossincident database should be used to support rootcause analysis and 
risk mitigation strategies, as well as to facilitate the sharing of lessons 
learned within the company. Additionally, there are a handful of industry 
initiatives to develop more robust lossevent databases, though it is too 
early to tell which one(s) will become the industry standard(s). It is un
likely, however, that the management of operational risk will ever become 
a wholly datadriven process; given the nature of operational risk, it will 
always be more an issue of management rather than measurement.

 ■ Control self-assessment: A control selfassessment (also known as risk 
assessment and risk control selfassessment) is mainly an internal analy
sis of key risks, controls, and management implications. It is important 
for each of the business units to assess their current situation with re
spect to these operational risk elements. By doing this, each business 
unit will develop a clearer picture of where to start and how to proceed 
in the operational risk management process. Each business unit will also 
have a greater sense of ownership through the selfassessment process. 
Tools that support selfassessments include questionnaires, issuespecific 
interviews, team meetings, and facilitated workshops. The output is an 
inventory of key risk exposures, key control initiatives, and sometimes 
even a Lettermanstyle Top 10 Risks.

 ■ Risk mapping: Building on the work from control self assessments, the 
company’s key risk exposures can be ranked with respect to their prob
ability and severity so that management can have a comparative view in 
the form of a twodimensional risk map. For operations that are more 
complex (e.g., cash management, special purpose vehicles), riskbased 
process maps can be produced to show how various risk exposures can 
arise. These maps will aid in the identification of the risks encountered 
in each business unit, indicating problem spots, such as single points of 
failures, or where errors often occur. These maps will also enable each 
business unit to develop and prioritize its risk management initiatives to 
address the most important risks.

 ■ Risk indicators and performance triggers: Risk indicators are quantita
tive measures that represent operational risk performance for a specific 
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process. Examples include customer complaints for a sales or service 
unit, trading errors for a trading function, unreconciled items for an 
accounting function, or system downtime for an IT function. These 
risk indicators are usually developed by the individual business units 
and closely tied to their business objectives. Earlywarning indicators 
should also be developed to provide management with leading signals  
(e.g., employee absenteeism and turnover as an early warning indica
tor of future operational errors). To track the performance of processes 
against an expected range, trigger levels can be established in terms of 
goals (where you want to be) and levels of minimum acceptable per
formance (MAP). If a key risk indicator falls below the MAP, then that 
would trigger an escalation report to senior management, and also ini
tiate a corrective action plan. On the other hand, if a risk indicator is 
above goal consistently, then management should consider raising both 
the goal and MAP to facilitate continuous improvement.

Other sources of valuable information for risk identification and assess
ment include internal audit reports, external assessments (external auditors, 
regulators), employee exit interviews, customer surveys, and complaints.

Capital allocation and performance Measurement

Beyond risk identification and assessment, it is important to link risk to 
performance measurement through the capitalallocation process. Unlike 
market risk and credit risk where risk measurement methodologies have 
been developed and tested for many years, there are not widely accepted 
models for operational risk. In selecting a methodology (or combination 
of methodologies), each company should first establish its objectives and 
resources and choose accordingly. Different methodologies imply different 
interpretations of operational risk, and require various inputs to be 
useful. Given that there is likely to be no single solution, a combination of 
methodologies will allow the disadvantages of one model to be balanced 
by the strengths of another, allowing a more robust overall measurement 
to be developed. Some of the most common methodologies, including their 
strengths and weaknesses, are discussed here:

 ■ Top-down models: The topdown approach to operational risk mod
eling calculates the implied operational risk of a business by using data 
that is usually readily available, such as the overall financial performance 
of the company or that of the industry in which it operates. Topdown 
models use relatively simple calculations and analyses to arrive at a gen
eral picture of the operational risks encountered by a company.
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These topdown models benefit from the sophisticated methodolo
gies already developed for credit and market risk. Examples of top
down models on operational risk include the impliedcapital model, 
the incomevolatility model, the economicpricing model, and the 
analog model:

 ■ Implied-capital model: This methodology assumes that the domain of 
operational risk is that which lies outside of credit and market risk. 
Thus, the capital allocated to operational risk must be the result of 
subtracting the capital attributable to credit and market risk from 
the total allocation of capital. Although this model provides an easily  
calculated number for operational risk, its simplicity presents three 
major disadvantages. First, total risk capital must be estimated given the 
company’s actual capital and the relationship between its actual debt 
rating and target debt rating. Second, it ignores the interrelationships 
between operational risk capital and market risk and credit risk capital. 
Finally, this model does not capture causeandeffect scenarios for 
operational risk; it is accounted for only implicitly.

 ■ Income-volatility model: This model is similar to the capitalallocation 
model, but it goes one step further by looking at the primary determi
nant of capital allocation—income volatility. The volatility attributable 
to operational risk is calculated in the same way as in the capital alloca
tion model—by subtracting the credit and market risk components from 
the total income volatility. One of the advantages of this model is that 
of data availability: historical credit and market risk data are usually 
easily obtained, and total income volatility can be observed. However, 
this model also has several shortcomings, the most dramatic of which 
is that it ignores the rapid evolution of firms and industries. Structural 
changes, such as new technologies or new regulations, are not captured 
in this model. The incomevolatility model also fails to capture softer 
measures such as opportunity costs or reputation damage. In addition, 
this model fails to capture the lowprobability, highconsequence risks, 
as is true in all of the topdown approaches.

 ■ Economic pricing model: The capitalasset pricing model (CAPM) is 
probably the most widely used economic model, and can be employed 
to determine a distribution of the pricing of operational risk relative 
to the other determinants of capital. The CAPM assumes that all mar
ket information is captured in the share price, thus allowing the effect 
of publicized operational losses to be determined by evaluating the 
market capitalization of a company. The advantage of this approach 
is that it incorporates both discrete risks and softer issues such as rep
utational damage and the effects of foregone opportunities. With this 
approach, a company’s stock price volatility (due to operational risk) 
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is derived by taking the company’s total stock price volatility and 
subtracting from it the stock price volatility (due to credit risk and 
market risk). However, the CAPM approach presents an incomplete 
and simplistic view of operational risk. It provides only an aggregate 
view of capital adequacy, without information about specific opera
tional risks. Furthermore, the level of operational risk exposure is not 
affected by particular controls and business risk characteristics, so 
there is no motivation to improve operations, and while tailend risks 
are incorporated in the model, they are not thoroughly accounted for. 
This is a significant omission. Such incidents can do more than just 
diminish the value of a business; they can lead to the end of the busi
ness completely. Finally, this model does not help in anticipating, and 
therefore avoiding, incidents of operational risk.

 ■ Analog model: The analog model is based on the assumption that 
one can look at external institutions with similar business structures 
and operations to derive operational risk measures for one’s own  
organization. This model can be extended to look for the causes and 
effects of operational losses at such institutions. This method offers 
one way to proceed when a company does not have a robust database 
of operational risk losses. However, it takes some level of credulity 
to assume that the highlevel numbers of another institution can ac
curately measure one’s own operational risk, and as such, many are 
suspicious of this approach. In the words of one analyst: “. . . [The] 
intangibles within an institution—its risktaking appetite, the charac
ter of its senior executives, the bonus structure of its traders—put so 
many wild cards into the operational risk equation that similarities in 
business volume, transaction volume, documented risk policies and 
other qualities that can be scored are swamped.”

 ■ Bottom-up (Loss Distribution) Model: The bottomup methodology 
applies loss and/or causal factors to derive predicted loss expectancies. 
This approach requires a company to clearly define the different 
categories of operational risk it faces, gather detailed data on each of  
these risk categories, and then quantify the risk of loss. A company 
often needs to augment its internal data with an external lossevent 
database. The final output of this bottomup approach is a loss
distribution model that can estimate operational risk capital for 
a given confidence level (e.g., target debt rating). According to a 
November 1999 study conducted by the British Bankers Association, 
the International Swaps and Derivatives Association, and Robert 
Morris Associates, there is an increasing preference for riskbased 
bottomup methodologies over the topdown approaches.

The data needed for this methodology can also be used to derive 
a business’ risk profile. For example, turnover or error rates can be 
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tracked over time, and combined with changes in business activities 
to construct a more robust picture of the business’ operational risk 
profile. By tracking the risk factors over time, the company can assess 
its operational risk exposure on an ongoing basis and can upgrade 
controls in appropriate areas as needed. Furthermore, continuous 
tracking provides a company’s management with better information 
about its operations and increases awareness of the causes of  
operational risk.

However, bottomup models do present several difficulties. 
Mapping loss data from the company with loss data from other 
companies is complex, due to the differences in business mix, size, 
scope, and operating environment. Translating each cause of risk into 
a numerical value is often challenging, because losses are frequently 
reported as aggregates of multiple risk sources that are difficult to 
isolate. For example, an operational loss on a trading floor might 
result from personnel risk, lack of controls, expanding overseas 
business, lack of back and frontoffice segregation, volatile markets, 
senior management confusion, and incompetence. In addition, robust 
internal historical data may not be available, and this model is 
inherently flawed with respect to lowprobability, highconsequence 
events since it depends on a large database of values for its predictions. 
Bottomup models are usually based on statistical analysis and 
scenario analysis.

statistical analysis Traditional parametric statistical and econometric models 
strive to produce a good fit in regions where most of the data fall, potentially 
at the expense of good fit in the tails where few observations fall. A model 
of operational risk, however, must account well for the outer tail of the loss 
distribution in order to capture lowfrequency, highseverity losses. Extreme 
value theory (EVT), which focuses on the extreme event data, rather than 
all the data, may be more appropriate in this context. EVT offers hope that 
reliable estimates of extreme probabilities may be achievable. A generalized 
extreme value estimation, for example, uses the largest loss observed in each 
of the preceding 12 months to obtain the distribution parameters best fitted 
by these 12 values. The results can be updated daily, weekly, or monthly on 
a rolling 12month basis.14

Statistical analysis requires an ample supply of operational loss data 
that is relevant to the business unit. The lack of appropriate internal data 
is therefore the greatest obstacle to the widespread application of this 
methodology; the use of external data as a proxy poses several problems, as 
mentioned earlier. However, the analytical power of this tool will hopefully 
become more widely applicable in the near future as increased awareness of 
operational risk leads to improvements in data collection.
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scenario analyses  Scenario analysis is perhaps more subjective than the 
other methodologies mentioned here, but it offers several benefits that 
are not addressed by the more quantitative models. A scenario analysis is 
used to capture diverse opinions, concerns, and experience/expertise of key 
managers and represents them in a business model. Scenario analysis is a 
useful tool in capturing both the qualitative and quantitative dimensions 
of operational risk. Risk maps allow the representation of a wide variety 
of loss situations, and also incorporate the details of the loss scenarios 
envisioned by the managers surveyed. Risk maps of each business unit 
identify where operational risk exposures exist, the severity of the associated 
risks, whether any controls are in place, and the type of control: damage, 
preventive, or detective. Causeandeffect relationships can be captured 
with this methodology. The shortcoming of such a model, however, is in its 
subjectivity, which creates a potential for recording data inconsistently and/
or for biasing conclusions if one is not careful.

According to Stamford Risk Analytics, the 2008 global financial crisis 
“revealed the need for a paradigm shift in risk management practices.”15 
They point out that the majority of current quantitative models are incapa
ble of accurately portraying risk, because they are blind to the risk contri
bution of black swans—defined as “hardtopredict, highimpact events.”16 
Furthermore, risk models tend to rely heavily on historical data, which do 
not incorporate live changes to a firm’s risk profile.

Additionally, Stamford Risk Analytics believes that these models are 
inherently biased because they create “riskreward arbitrage opportunities,” 
which allow “unethical managers to deliberately engage in highrisk 
activities while appearing to operate within stakeholder risk tolerances.”17 
This is particularly dangerous, because it may encourage similarly negligent 
behavior at other firms, which are eager to remain competitive.

Despite the shortcomings discussed for the above models, the applica
tion of several divergent models can in fact help management develop a 
more confident, convergent view of how much operational risk capital is 
needed. Once an operational risk capital estimate is established, it can be 
integrated into the overall riskreturn analytics of the company (as discussed 
in Chapter 10).

risk Mitigation and Control

Assessing and measuring operational risk is important, but pointless unless 
directed toward the improved management of operational risk by improving 
and controlling key risk factors. Simply stated, the goal of operational risk 
management is to help management achieve its business objectives. Once a 
measurement framework is in place, the next step is to implement a process 
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that identifies actions that will reduce operational losses. These actions include 
adding human resources, increasing training and development, improving and/
or automating processes, changing organizational structure and incentives, 
adding internal controls (e.g., more frequent or more extensive monitoring), 
and upgrading systems capabilities. The key to effective operational risk 
mitigation is to establish a crossfunctional rapidresponse team that will ad
dress and resolve any emerging operational risk issues. At one business unit at 
Fidelity Investments, these teams were called turbo teams, and would respond 
when operational risk indicators fell below MAP—they would report back 
to management on their assessments and actions within a few days or weeks. 
Finally, a mechanism for evaluating and prioritizing potential improvements 
must be created. Cost/benefit analysis and readiness assessments are useful 
tools that should be included in the evaluation process.

Some of the operational risk measurement approaches discussed above 
should naturally lead to improved operational risk management at the  
businessunit level. A business unit can monitor and improve its operational 
risk levels by setting operational goals, exposure limits, and MAPs on the 
basis of data collection and analysis. For example, an operational goal 
might be a stretch target, which a business hopes to attain over some 
period of time through the use of new procedures. A MAP level might be 
the maximum error rate permissible in a business process; if exceeded, the 
process would have to be reevaluated. The allocation of economic capital 
for operational risk, if it successfully captures both performance and 
behavior effects, should motivate business units to improve their operational 
risk management in order to reduce their capital charges. For example, a 
business may set up procedures through which employees may respond 
immediately to operational problems and implement the controls necessary 
to monitor and improve operational risk performance. A key requirement 
for risk mitigation is to understand the root causes of operational risks, such 
as lack of training or inadequate systems, and then focus corrective actions 
on these root causes.

Besides risk mitigation through operational processes and controls, there 
are other financial solutions that management may consider. Companies can 
establish reserves to cover their expected operational losses as a form of self
insurance. Expected losses should also be embedded in the pricing of a product. 
Market and credit risks are already incorporated into some transaction 
prices as a matter of practice—including an adjustment for operational risk 
makes for a more comprehensive picture and allows for more accurate risk
adjusted pricing. For example, if a business unit performs 10,000 transactions 
annually, with an expected loss of $80,000 a year, then a risk adjustment of 
$8 per transaction could cover such losses. Additionally, the cost of capital for 
operational risk (and other risks) should be incorporated into the pricing of 
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a transaction. Beyond the cost of risk, pricing can also be driven by the target 
levels of returns that the company expects a product to achieve.

risk transfer and finance

For critical operational risk exposure, a company must decide if the best 
strategy is to implement internal controls and/or executive risk transfer 
strategies. The two are not mutually exclusive and are often complementary. 
For example, most companies implement workplace safety procedures and 
purchase worker’s compensation insurance—in fact, the former can reduce 
the cost of the latter. Another example is product liability, since a company  
can strengthen productdevelopment controls in addition to obtaining 
productliability insurance. Some risk transfer strategies are meant to be 
backstops to internal controls (e.g., directors and officers liability insurance 
provides protection against wrongful acts). More recently, companies are 
evaluating insurance policies for “cyber security” in the event established 
risk controls fail. In the past, insurance managers would purchase such in
surance policies based on the structure, cost, and provider rating and service 
level. In the context of enterprise risk management (ERM) and operational 
risk management, a company should:

 ■ Identify their operational risk exposures and quantify their probabili
ties, severities, and economic capital requirements;

 ■ Integrate their operational risk with their credit and market risks in 
order to assess their enterprisewide risk/return profile;

 ■ Establish operational risk limits (e.g., MAPs, economic capital 
concentration);

 ■ Implement internal controls and develop risk transfer and financing 
strategies; and

 ■ Evaluate alternative providers and structures based on costbenefit 
economics (i.e., comparing the cost of risk retention versus risk transfer).

There is an important difference between risk transfer and risk finance. 
Risk transfer is when a thirdparty insurance provider assumes the loss be
tween the deductible and cap, whereas in risk finance the insurance com
pany provides funding but is reimbursed over time. The Economic Capital 
and RAROC framework discussed in Chapter 10 is also a useful tool for 
evaluating the impact of different risk transfer strategies. For example, in 
executing any risk transfer strategy, the economic benefits include the lower 
expected losses and reduced loss volatility, while the economic costs include 
insurance premium, as well as higher counterparty credit exposures. In a 
sense, the company is both ceding risk and ceding return, resulting in a  
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ceded RAROC. By comparing the ceded RAROCs of various risk transfer 
strategies, a company can compare different structures, prices, and coun
terparties on an applestoapples basis, and select the most optimal 
transaction(s). Moreover, a risk transfer strategy with a ceded RAROC be
low the firm’s cost of equity would add to shareholder value, and vice versa.

Best praCtICe In OperatIOnal rIsk ManageMent

It is ironic that operational risk is often the leastdeveloped component of 
ERM, despite the fact that it was the first and, arguably, the oldest risk that 
companies face. Today, operational risk is widely recognized as one of the 
most critical risks that companies must control, but also an area where sig
nificant opportunities exist. There is also a wide range of industry practices 
in operational risk management, as discussed below in terms of basic prac
tice, standard practice, and best practice.

Basic practice

At the basicpractice level, a company has recognized operational risk as 
a distinct risk management discipline. A definition of operational risk, and 
its subcategories, is in place. An operational risk manager, who reports to 
the chief risk officer (CRO), is appointed to develop the overall operational 
risk management program. An operational risk committee is organized with 
representatives from the line and oversight units. This committee meets 
monthly to share and discuss operating risk information and coordinate 
risk assessment and management activities.

With respect to risk assessment and measurement, the company has initi
ated the tracking of operational risk losses and has also begun reporting on 
risk indicators. Moreover, control selfassessments by business and operational 
units are performed on an annual basis. An operational risk policy has been 
developed and approved by the board of directors. The operational risk man
agement group acts as a consultant to senior management and business units, 
and also provides support on crisismanagement situations. The audit and 
compliance groups act as checkers with respect to the operational risk policy.

standard practice

Building on the basic practices described above, the standardpractice com
panies have developed a full set of operational risk indicators by business 
unit. They have also established goals and MAPs for these indicators, 
and created monthly reporting and ongoing monitoring processes. These 
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reporting and monitoring processes allow the board and management to un
derstand their key risk exposures and trends. Additionally, standardpractice 
companies have initiated the development of earlywarning indicators for 
their key operational risk exposures. To better understand their operational 
risk, riskbased process maps are developed to identify key areas of expo
sure within their business operations. Standardpractice companies have de
veloped several years of operational risk losses and incidents, and also have 
linked their internal database with an industry lossevent database.

With respect to risk mitigation and control, standardpractice compa
nies have developed response plans and contingency plans to mitigate op
erational risks when they arise. A team of operational risk professionals 
supports the operational risk manager. Their roles and responsibilities are 
well defined relative to the other oversight and control functions. To mini
mize gaps and redundancies, as well as maximize their effectiveness, they 
are integrated as part of the same organization. However, while audit is an 
active participant in operational risk management, they maintain their inde
pendence from the operational risk unit. To ensure organizational learning, 
the operational risk unit provides training programs, online risk policies, 
and postmortems of past losses and incidents.

Best practice

While operational risk management is still evolving rapidly, it is useful here to 
describe the more advanced applications that some of the leading companies 
have adopted. Bestpractice companies integrate qualitative and quantitative 
tools to support their assessment and measurement of operational risks. They 
have also developed a full set of earlywarning indicators, which not only 
provide leading signals on internal operational processes, but also the external 
business environment that the company operates in. Examples of external 
indicators include measures that track public opinion, political uncertainties, 
regulatory changes, and technology trends. Bestpractice companies allocate 
economic capital to underlying operational risks, along with credit risk and 
market risk, in order to enable riskadjusted performance measurement, which 
in turn provides corporate incentives for business units to improve their oper
ational risk management. Additionally, they have initiated the development of 
scenario or simulationbased operational risk modeling to quantify potential 
loss as well as evaluate various risk mitigation strategies.

The insurance function is fully integrated with the operational risk func
tion. Based on the economic capital framework, risk transfer strategies are 
executed if the cost of risk transfer is lower than the cost of risk retention, 
unless the company deems a risk as undesirable to hold. To better manage 
operational risk, bestpractice companies integrate operational risk controls 
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into their business management. This includes risk analysis in business 
plans and reviews, as well as in new products and acquisitions strategies. As 
such, the operational risk management function has evolved from strictly a 
control function to one that supports better business decisions on pricing, 
growth, and profitability strategies.

eMergIng It rIsks

In the past several years, ERM and operational risk professionals have been 
challenged with a new and complex set of ITrelated risks. We will review 
three of these emerging risks: cyber security, cloud computing, and social 
media.

Cyber security

In March of 2013, James Clapper, Director of National Intelligence, an
nounced that the greatest threat to national security today is no longer ex
tremist terrorism, but cyber crime. This indicates a powerful shift in national 
paradigm, as the United States moves from the arena of physical threats to 
cyber attacks. Within the energy industry alone, cyber crime has cost the 
U.S. economy between $119 billion and $188 billion a year, with the num
bers increasing steadily as the attacks intensify.

The U.S. government has categorized cyber criminals into the following 
tiers, ordered by increasing threat:

 ■ Tiers 1 and 2: at these lowestlevel tiers, attackers target “known 
vulnerabilities”

 ■ Tiers 3 and 4: with higher levels of funding, these attackers can pinpoint 
“new vulnerabilities” to exploit

 ■ Tiers 5 and 6: funding for these attackers can reach as high as the 
billions, allowing for the actual “[creation of] vulnerabilities”18

For the privatesector institution, this rising wave of cyber criminals 
and the increasing sophistication of their assaults signify the appearance 
of a new battleground in the form of cyber space, making the issue of  
cyber security an increasingly integral part of the ERM framework. Former 
National Security Advisor Tom Donilon voiced his serious concerns about 
the “targeted theft of confidential business information and proprietary 
technologies” that has occurred in the private sector, which serves as a 
compelling indication of how consequential the concept of corporate data 
security should be for firms, regardless of their corporate focus.19
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There are other types of cyber attacks that do not aim to steal 
information—but this does not mean that they are any less dangerous. For 
example, a denialofservice (DoS) attempts to overwhelm a network by 
flooding its web sites. This paralyzes it, denying users access to the Internet 
and other services, which can seriously cripple a firm’s ability to perform 
essential daytoday activities. In April of 2013, Charles Schwab was hit by 
a DoS, and as a result, the company’s web site and mobile app were down, 
then malfunctioning for two days straight. Schwab spokesman Greg Gable 
said that “the denialofservice had no impact on client data or accounts,” 
but other firms who suffer DoS attacks may not be so lucky.20

Just as with other types of risk management, the aim of cyber security is 
not to eliminate the threat of a cyber attack, since these are external strikes 
that are beyond the firm’s control. Instead, firms should concentrate on miti
gating the damage done by minimizing the amount of data lost. A white 
paper recently published by Sidley Austin, LLP outlines some key measures 
that business leaders can take to protect themselves against the theft of intel
lectual property and other cyber resources. Interestingly, the best method of 
combating cyber threats is not to completely close oneself off—cyber secu
rity becomes more efficient if firms cooperate with each other.

Of course, antitrust and competition issues make crossfirm collabora
tion in this manner difficult, with the result that firms have isolated 
themselves. Understandably, it is hard for privatesector firms to willingly 
reveal breaches in the hulls of their cyber security frameworks, but note 
that deliberate concealment of these weaknesses can ultimately backfire. 
Recognizing the need for a cohesive, guided effort to fight cyber crime, 
the government has been spearheading efforts to dam up the flood of lost 
data. However, without the cooperation of privatesector firms through 
transparent communication, these efforts have been largely frustrated. Tom 
Ridge, the first U.S. Homeland Security secretary, believes that the biggest 
barrier to stronger cyber security across the nation is the tense relationship 
between the public and private sectors, because “the infrastructure that the 
government relies upon is generally owned by the private sector.”21

The government now requires firms involved in “critical infrastructure in
dustries” (namely, finance, transportation, utilities, etc.) to accept the integra
tion of government committees called “information sharing and analysis cen
ters” (ISACs) into their corporate structures. This will increase the availability 
of cybersecurity knowledge, which offers benefits to both the government 
and privatesector firms. Through the ISACs, the government can support and 
steer a nationwide defense against cyber crime, while privatesector firms can 
take advantage of the cybersecurity resources of the government.22

Adapted from the recommendations given by the Department of 
Defense (DoD) with regard to tightening its own cybersecurity measures, 
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here is a list that private firms can use to begin fortifying their cyber 
shields:23

 ■ Protect Nuclear Strike, Ensure Availability of Conventional Capabilities: 
For the private firm, this translates into a need to continuously  
test and monitor existing IT systems against cyber attacks. The DoD 
recommends that nuclear systems should be isolated during testing, and 
redesigned if necessary: private firms can follow this method of quar
antine to improve their ability to contain cyber attacks. It would also be 
prudent for the firm to review its corporate and legal environments in 
order to determine the areas most likely to be subject to cyber attacks.

 ■ Refocus Intelligence: Here, the DoD recommends a paradigm shift 
within the department to shift its focus to cyber security as of para
mount importance. This applies for private firms as well; cyber security 
should become a top priority risk with respect to risk policy and risk 
appetite statements, early warning indicators, and risk monitoring and 
reporting processes.

 ■ Enhance Cyber Defenses: The DoD urges the development of automated 
cyber defense, which would eliminate the cost of and time needed to 
manually pinpoint sites of cyber attack—this is also crucial for private 
firms. Since the government is offering its support, private firms should 
capitalize on the government’s sophisticated cybersecurity resources.

 ■ Change DoD Cyber Culture: For private firms, this means implement
ing training programs that ratify the firm’s cyber security strategy and 
teach employees not only how to recognize a cyber attack, but also how 
to react to one. These training programs may also help to protect the 
firm from internal cyber attacks in the form of insider leaks.

 ■ Incorporation of Cyber Requirements into System Lifecycle: Private 
firms should consider tailoring their existing cyber security frameworks 
so that they can be applied to all aspects of the firm, thus ensuring that 
the company is protected at all times. These frameworks should also be 
adaptable, to adjust to different forms of cyber attack.

Above all, it is important to realize that the constantly occurring ad
vances in technology make cyber crime a dynamic and fluid challenge that 
is perpetually evolving. For example, computer networks are no longer the 
only sites of vulnerability—cyber criminals are now switching their targets 
to software and hardware that have yet to be integrated into the technol
ogical framework of privatesector firms, which expands the threat to the 
manufacturing process as well. Hence, it is essential for a firm’s risk man
agement framework to be flexible and to be constantly adapted to meet the 
cyber crime threat.
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Cloud Computing

Cloud computing, which derives its name from the popular use of a cloud to 
symbolize the complexity and comprehensiveness of a cloud system, allows 
firms to use external cyber resources (such as hardware, software, and data). 
Not only does cloud computing allow firms to significantly reduce overhead 
costs by reducing the capital needed to invest in physical and electronic storage, 
cloud computing can also help firms to update their own IT environment, and 
so improve the firm’s overall flexibility and efficiency. A recent Rackspace study 
shows that cloud computing increased profits by an average of 22 percent and 
saved companies an average of $478,300 on IT expenditures.24

Firms can choose to implement cloudcomputing services internally, ac
cess a cloud system through external service providers, or pursue any com
bination of the two:

 ■ Vendor clouds are sold by external cloud service providers (CSPs) and 
allow the firm to access resources, shared with other customers, through 
the internet (or other form of network).

 ■ Private clouds, which are modeled after vendor clouds, are managed 
exclusively by, and can only be accessed from within, the firm itself.

 ■ Hybrid clouds combine vendor clouds and private clouds to provide a 
cloud structure that can be tailored to fit the firm’s needs.

 ■ Community clouds are used by firms—normally within the same 
industry—that share goals and interests and can be internally or exter
nally managed.

Despite the many cost advantages of cloud computing, it does not elimi
nate the risks associated with these resources precloud implementation, nor 
does it contribute significantly to a firm’s efforts to tighten cyber security, as we 
previously discussed. In fact, cloud computing brings with it a new set of risks, 
stemming mainly from a dilution of management’s control over the firm’s data.

The use of vendor clouds makes firms particularly susceptible to 
increased risk, because they are now also exposed to the risks experienced 
by the CSP’s other customers, as well as the CSP itself. Neither the CSP 
nor the other customers are likely to make efforts to align their own risk 
management frameworks with that of the firm or engage in transparent 
communication about internal processes. This causes complications in 
risk management because we must now consider potential divergences in 
interest. Ultimately, the firm virtually ties itself to these third parties, which 
can threaten the stability of the firm’s IT environment.

Cloud computing can also make the firm a more attractive target for 
cyber criminals, because they only need to infiltrate one network in order to 
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gain access to all the cyber resources available on that particular cloud. As 
such, the risk of data leakage—whether externally through cyber criminals, 
or internally through an insider leak—increases significantly when a firm 
shifts considerable amounts of private data onto a cloud system.

However, applying risk management strategies to cloud computing can 
allow a firm to harness its true potential without sacrificing data control. 
These strategies are concepts that we have seen before: the definition of 
a risk appetite statement, a robust model for governance, strong, defined 
pathways of communication, and a thorough grasp of the firm’s current IT 
environment.25 Most importantly, the firm’s risk management framework 
should be adjusted to also encompass the risk universes of the CSP and the 
CSP’s other consumers in order to give the firm a more complete vision of 
its own new risk universe.26

social Media

The rise of social media has changed the business world in profound ways 
by ushering in an unprecedented improvement in the ease of community 
building, communication, and knowledge transfer. However, social media 
can be a doubleedged sword for firms that do not fully comprehend its far
reaching potential in influencing key stakeholders’ perceptions of the firm, 
especially in crisis situations.

Within the institution, social media can significantly impact the rela
tionship between employees and the corporate environment because it ob
scures the line between personal and corporate boundaries. Firms that allow 
the uncontrolled use of social media during the workday risk experiencing 
a decrease in employee productivity as employees become distracted and 
lose focus. A recent Mashable study reveals that some form of social media 
interrupts employees every 10.5 minutes—this translates into a loss from 
the entire U.S. economy of close to $650 billion.27

Social media can also compound employee loyalty problems and in
crease the chance of an insider leak, particularly as more employees become 
disenchanted with management. Even in cases where employee loyalty is 
unshakeable, the lack of restriction in social media channels can encourage 
unintentional information breaches. On that note, the introduction of social 
media into the workplace has also amplified the risk of cyber attacks, since 
social media platforms are thriving hotbeds of active viruses and malware, 
which can very easily be downloaded onto the internal network by an un
suspecting employee.

Social media also plays a key role in shaping the relationship between the 
firm and the public, and can make or break the firm’s brand image. Platforms 
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like Facebook allow firms to directly interact with their customers—for  
better or for worse. For example, in March of 2010, Facebook users attacked 
Nestlé’s Facebook page after Greenpeace harshly condemned the company 
for its use of palm oil in its candy products. Nestlé’s attempts to contain the 
negative feedback by closing the page to comments only fanned the flames 
by drawing attention to the incident.28

The Nestlé case demonstrates the importance of social media in not just 
selling products, but also in building relationships with consumers. Nestlé 
could have taken advantage of its Facebook page by using it to provide an 
explanation or the rationale behind its use of palm oil to the public, which 
may have lightened the impact of Greenpeace’s campaign against Nestlé. 
Utilized properly, social media platforms can actually be risk management 
tools because they provide early warning indicators of emerging stories 
and issues and the ability to communicate with stakeholders. As it was, 
Nestlé’s misuse of Facebook only deepened the public’s perception of the 
firm’s culpability.

The first step to managing the risk associated with social media is to 
realize that social media affects the entire corporation, and is not simply 
limited to the IT department. As such, all efforts to broaden the existing 
risk management framework to include social media should be led by a 
team comprised of individuals from all sections of the firm and all levels 
of management. From this point on, we can then, for example, develop a 
social media policy that specifies the permitted and banned activities with 
respect to work time and company IT equipment. It would also be prudent 
to constantly monitor social media channels to identify emerging narra
tives and themes, as well as to intervene in any backsliding of the firm’s 
public image.

Case stuDy: heller fInanCIal

Heller Financial is a commercial finance company with a market capitaliza
tion of more than $2 billion. At yearend 1998, Heller had over $14 billion 
in assets and net income reached a record $193 million. Heller’s vision is to 
become the leading provider of specialized financing solutions to midsized 
and small businesses in the United States and select international markets.

On May 1, 1998, Heller Financial returned to the New York Stock Ex
change and the ranks of public companies. Previously wholly owned by 
Fuji Bank, more than 42 percent of the company’s stock was released in the 
initial public offering (IPO), generating more than $1 billion. The IPO raised 
the bar of competition; Heller must now not only compete for customers 
against its peers in the commercial finance industry, but also compete for 



Operational Risk Management 265

investors’ money against the broad spectrum of public companies. Chief 
Financial Officer Lauralee Martin explains:

The stakes are higher. The benchmarks of performance are not 
just your own standards; the benchmarks are set against all others. 
Tougher competition naturally raises you to a higher level of 
performance.

The market’s mandate is clear: maximize shareholder value by achiev
ing exceptional riskadjusted returns on investors’ capital.

Heller’s financial goals after this IPO are to:

 ■ Consistently increase return on equity (ROE) to at least 15 percent
 ■ Raise its credit ratings to midtohigh single A
 ■ Grow earnings in excess of 15 percent each year by growing revenues, 
improving margins, increasing operating efficiency, and maintaining 
credit excellence

 ■ Maintain a strong financial position based on solid credit discipline, 
prudent risk management, and a balanced and welldiversified funding 
strategy

Superior risk management is key to achieving each of these objectives. To 
increase return on equity to 15 percent requires efficient capital allocation. 
To raise credit ratings requires effective overall risk management. To  
increase operating efficiency while maintaining credit excellence requires 
solid understanding and management of operational risks.

Changes Within the Organization

Proactive focus on risk management is critical given the amount of change 
occurring within Heller’s organization. During 1998, Heller consolidated its 
domestic operations around five core businesses: Corporate Finance, Com
mercial Services, Leasing Services, Real Estate Finance, and Small Business 
Finance. In addition, the Project BEST initiative restructured each of Heller’s 
businesses to streamline processes, eliminating redundancies and reducing the 
workforce by 15 percent. Heller also acquired approximately $625 million 
in domestic and international assets associated with the technologyleasing 
business of Dana Commercial Credit Corporation. Through 1999, Heller 
continued to reorganize. Leasing Services has been broken out into Global 
Vendor Finance, Capital Finance, and Commercial Equipment Finance busi
ness groups. The Commercial Services business has been sold. The Healthcare 
Finance group has been acquired. Expansion into new international markets 
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and integration of the acquired Dana Commercial Credit Corporation into 
the Global Vendor Finance group continues, widening the range of vendor 
leasing products Heller offers to customers and prospects.

In July of 1999, the Chief Credit Officer, Mike Litwin, circulated a 
memorandum calling for Heller to change its risk management approach in 
response to this environment of increased risk. Litwin summarized:

The reality is that whenever an institution is in the process of change 
or is developing new activities, it runs into much higher operational 
risks than does a stable or existing business. A comprehensive and 
proactive focused enterprise risk management function must be in 
place to address the risks attributable to mergers, implementation 
of new systems and reengineering of processes, launch of new prod-
ucts or entry into new markets and the acquisition of new staff and 
client relationships. In addition, I believe the entire organization 
is under stress as a result of Project BEST initiatives as well as the 
pressures of being a public company.

This memorandum served as the catalyst for adopting a new approach 
to risk. In September of 1999, Heller Financial embarked on an enterprise 
risk management (ERM) initiative to redefine its risk management vision, 
with a particular focus on management of operational risks.

erM and Operational risk Management

Senior management sponsors of the ERM initiative believed that managers 
and business leaders across the organization also saw the need for better 
risk/return management, but this belief had to be confirmed. Heller there
fore conducted a thorough assessment of its current risk management prac
tices as a first step in the ERM project. This process included:

 ■ An internal survey of 38 members of the Leadership and Credit Coun
cils regarding their overall attitudes toward risk/return issues

 ■ More than 35 oneonone interviews with senior managers to discuss 
the company’s current state and future direction

 ■ Internal studies and benchmarking analysis of the company’s current 
risk management practices (risk management organizational structure, 
policies, analytics, and reporting)

The assessment confirmed two key things. First, that there is strong man
agement support for the ERM initiative. Second, that the key gap in Heller’s 
risk management included operational risk management and the integration 
of various risk management activities into an overall ERM framework.
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heller’s evolving risk profile

The changing nature of Heller’s business calls for commensurate changes 
in Heller’s approach to risk management. The structural change in the 
commercial finance industry from a buyandhold model to an originateand 
distribute model has shifted the risk profile of Heller’s assets from traditional 
credit risks to integrated marketcredit risk hybrids. The shift in Heller’s 
businesses from transactionoriented to more flow processes, such as small 
business lending and smallticket leasing, also changes Heller’s risk profile, 
creating the need for increased attention to operational risks.

Heller has always had a strong credit culture; the time has now come for 
Heller to integrate market risk and operational risk into its credit culture to 
develop a culture embodying the principles of enterprise risk management. 
While the current credit risk management process has produced superior 
asset selection, liquidity, concentration, and diversification, it cannot be used 
to manage losses due to human error or system failure. Chief Credit Officer 
Mike Litwin argues:

It is my view that at the present time we do not have significant credit 
risk issues in our company . . . the risks we should be focusing on and 
the ones that have potential to significantly impact our financial per-
formance and market credibility are not limited to Credit and Market 
Risks, but must include . . . Operational Risks. Ultimately many of 
these non-credit risks could manifest themselves as write-offs, however, 
we’re deluding ourselves if we think these are credit issues that can 
be appropriately addressed in the credit process. We will be attempt-
ing to address the “effect” rather than the “cause” of the problem.

In order to become best in class in the commercial finance industry 
and achieve superior riskadjusted returns on capital relative to the mar
ket, Heller needs to incorporate a more sophisticated understanding of 
riskreturn tradeoffs in its decisionmaking and become the best manager 
of risk in its class. An ERM approach is needed to go beyond management 
of credit risk to full enterprisewide riskreturn optimization. ERM looks 
at the risks Heller faces holistically, rather than separately addressing mar
ket, credit, and operational risk. The risks that Heller faces do not always 
lend themselves to easy categorization. Market and credit risks are inter
related; operational risks often manifest as credit losses. ERM integrates 
management of market, credit, and operational risk to ensure that risks 
that overlap categories are fully understood, taking into account all inter
dependencies among market, credit, and operational risks, and to ensure 
that all risks are addressed.
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Objectives of erM

The objective for the ERM initiative is both to protect the company against 
downside risks and to improve business performance through an integrated 
view of risk and return. The ERM approach will help management identify 
and grow businesses with the highest riskadjusted returns and thus maxi
mize shareholder value. The goals of Heller’s ERM initiative are to:

 1. Create an enterprisewide awareness of the importance of risk manage
ment for the company

 2. Create comprehensive, enterprisewide reporting of risk—credit, mar
ket, and operational

 3. Reduce longterm writeoffs
 4. Enhance credibility with external stakeholders and potentially reduce 

Heller’s cost of funds
 5. Increase Heller’s market capitalization

Organizational Changes

A Chief Credit and Risk Officer (CRO) position was created (Mike Litwin 
became the CRO), with overall responsibility for management of all types 
of risk. The CRO will be responsible for strategically managing the credit, 
market, and operational risks of the organization and will centralize the 
reporting and management of all the risks Heller faces in one position. An 
Operational Risk Officer (ORO) position will also be created, with central
ized responsibility for measurement, monitoring, and management of opera
tional risks. This new position will enable Heller to implement a consistent 
operational risk management approach across all aspects of its business, 
provide an overall view of operational risk, and share operational risk man
agement best practices and lessons learned across business groups.

Components of the erM project

The initial phase of the ERM initiative was completed in late 1999. There 
were substantial achievements during this first phase, which included the 
following:

 ■ An ERM assessment was conducted to obtain a better understanding 
of Heller’s risk management practices, as discussed in previous sections.

 ■ A benchmarking study across all risk types for several dimensions of 
risk management practices was completed, and Heller’s current state 
was benchmarked against other financial institutions’ practices.
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 ■ An ERM framework document has been developed. It addresses the 
three main components for ERM—risk awareness, risk manage
ment, and risk measurement and puts risk terminology in a common 
language.

 ■ Heller’s vision for ERM has been defined and articulated with senior 
management.

 ■ A detailed implementation plan for achieving Heller’s long-term ERM 
vision has been developed. It also contains specific interim milestones to 
benchmark the company’s progress.

 ■ A framework for operational risk management and a standard opera-
tional risk report template have been developed that can be applied con
sistently across all business units and support services. The framework 
was piloted at two business units: Small Business Finance and Global 
Vendor Finance.

 ■ An enterprise risk report template has been developed.
 ■ An economic capital proof-of-concept exercise was conducted.

Implementation phase

The implementation phase for Heller’s ERM program addressed the follow
ing key challenges:

 ■ Organizational realignment: the ERM and operational risk management 
objectives will be integrated into incentive compensation, roles and 
responsibilities, policies and procedures, and training programs.

 ■ Enterprise risk reporting: the data environment needs to be improved 
to capture and aggregate information for the enterprise risk report and 
operational risk report.

 ■ Implementation of operational risk management methodology: the new 
Operational Risk Officer will be working with the rest of the business 
groups and support services over the next year to apply the new op
erational risk management framework and begin producing the new 
standard operational risk report.

ERM is like a journey, which will require the organization’s commit
ment to fully reach all of its goals. There are, however, some quick wins that 
require relatively fewer resources, which Heller should pursue in the near 
term. With the right upfront preparation and a clear road map for head
ing forward, Heller will realize substantial successes and benefits, as other 
organizations have experienced on their similar journeys.
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post note

On July 30, 2001, GE Capital announced that it was acquiring Heller 
Financial for $5.3 billion in a cash transaction, or $53.75 per share (a 
48 percent premium over the preannouncement price of $35.90). In its 
press announcement, GE Capital noted Heller’s risk management capabili
ties as one of the company’s key assets.
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Chapter 15
Business applications

the application of risk management concepts was born thousands of years 
ago; in Chapter 8, we noted how references to insurance and deriva-

tives could be found in texts that are thousands of years old. However, only 
since the 1970s has risk management really evolved as a business discipline, 
thanks to a combination of factors—economic liberalization, the rise of 
shareholder power, regulatory pressures, and the increase in computational 
power among them.

There are three major business applications of risk management. The 
first is loss reduction, the second is uncertainty management, and the third 
is performance optimization. The combination of all three is enterprise risk 
management. This order is both the order in which the applications were 
developed historically, and also the order in which a particular institution 
will typically develop its risk management capabilities. Let’s consider these 
in turn.

Stage I: MInIMIzIng the DownSIDe

The first stage in risk management, which emerged during the 1970s and 
1980s, focuses on protection against downside risks. Risk management 
practices mainly involved establishing credit controls, investment and li-
quidity policies, audit procedures, and insurance coverage. The objective of 
these defensive risk management practices was to minimize losses:

 ■ Credit risk management was designed to reduce the probability of de-
fault and to maximize recovery in the event of default, through credit 
approval at the front end, and debt recovery at the back;

 ■ Market risk practices were designed to minimize potential portfolio 
losses and liquidity crises. Portfolio risk was minimized through con-
servative investment policies, favoring government bonds and high-
quality corporate debt;
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 ■ Operational risk controls focused on reducing the probability and 
severity of operational events, with audit and compliance procedures to 
ensure that books, records, and operations were accurate and orderly. 
Insurance was the primary means of risk transfer.

As it turned out, however, a simple focus on the downside was not 
enough, illustrated most clearly by the failure of portfolio insurance. In-
vented in 1980 by Professors Hayne Leland and Mark Rubinstein of the 
University of California, Berkeley, portfolio insurance was intended to re-
duce equity investors’ downside risk by automatically trading out of stock 
into cash when the market fell.

Some $60 billion in assets were insured in this way by October 
1987—but when the stock market crashed that month, portfolio insurance 
managers struggled to carry out sell orders fast enough to keep pace with 
the requirements of the model. Insured investors did only marginally better 
than their uninsured brethren, most getting out at or below their designated 
floors. Nonetheless, portfolio insurance fell out of favor, even being blamed 
in some quarters for worsening the crash.

More broadly, loss reduction has always been, and continues to be, 
a central objective for risk management, but the early focus on down-
side risk management was too restrictive. It gave rise to the destructive 
offense versus defense mentality described in Chapter 6, where business 
units taking risks are frequently at loggerheads with risk functions mini-
mizing risks.

One way of overcoming this tension was to demonstrate how risk man-
agement can be a positive force in supporting profitability and business 
growth. That led to the development of the second application of risk 
management: managing uncertainty.

Stage II: ManagIng UnCertaInty

The second stage of risk management—originating from a string of insights 
during the 1990s—focuses on managing volatility around business and 
financial results.

Over the past few decades, many new sources of volatility have appeared 
and the effects of traditional sources of volatility have become magnified. The 
1970s saw a move from fixed to floating exchange rates, along with wildly 
fluctuating oil prices; the 1980s, double-digit inflation, interest rate volatil-
ity, and lending crises. The trends continued into the 1990s with derivatives 
losses, volatile equity markets, and the rapid contagion of turbulence from 
market to market. Finally, the turn of the millennium brought about the 
Internet bubble and crash.
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At the same time, investors have shown less and less tolerance for 
earnings volatility. As companies faced up to the challenges of increased 
volatility, risk management practices evolved to help management anticipate 
potential loss and reduce the range of potential outcomes—in other words, 
to manage that increased volatility.

 ■ Credit scoring and migration models helped credit risk managers to de-
velop more precise estimates of the probability of default when extend-
ing or reviewing credit transactions. This allowed more accurate annual 
provisioning for losses and thus reduced earnings volatility.

 ■ Significant advances were made in the management of financial market 
risks. Sophisticated simulation models projected potential changes in 
earnings and market value, while industry-standard measures were  
established—notably value-at-risk and economic capital techniques.

 ■ Recognition of the importance of operational risk management in-
creased sharply during this period. Disasters such as Kidder Peabody, 
the Exxon Valdez oil spill, and the 1990 Perrier benzene-contamination 
scare brought crisis prevention and management to the fore. Moreover, 
numerous industry studies—the Treadway report (1991) in the United 
States, the Dey Report (1994) in Canada, and the Turnbull report (1999) 
in the UK—pointed out the need for effective corporate governance.

As risk managers focused their efforts to manage volatility, risk transfer 
products (including financial derivatives and sophisticated insurance) ex-
perienced a vast increase in popularity. However, derivatives can pose sig-
nificant risks if used improperly; in particular, complex derivatives such as 
compound swaps and structured notes are often highly levered transactions 
that are extremely sensitive to market movements. Highly publicized deba-
cles such as those involving Barings, Metallgesellschaft, and Bankers Trust 
convinced many people that derivatives, rather than reducing volatility were 
themselves a threat to financial stability. This is probably unfair; most of the 
fiascos were, at root, due to management or process failures.

Nonetheless, it became apparent in the late 1990s that conventional de-
rivatives and insurance were by no means a complete solution to companies’ 
risk transfer needs. The result was the emergence of new instruments cover-
ing previously uninsurable risks; alternative risk transfer (ART) manifested 
as a way of either transferring previously uninsurable risks or transferring 
traditional risks in a more efficient manner.

Another key development was the integration of various risk manage-
ment silos. ART products enabled corporations to transfer packages of risk, 
rather than individual risks. This mirrored the development of integrated 
internal models and controls for risk—for example, the integration of mar-
ket and credit risk when assessing counterparty default risk.
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This more holistic view of risk allowed the risk/return profile of a busi-
ness to be considered more explicitly than before. This, in turn, spurred the 
use of risk management as a lever for performance optimization.

Stage III: perforManCe optIMIzatIon

In the third stage, risk management is characterized by a more integrated 
approach to all kinds of risk. The partial integration of similar risks in Stage 
II gives way to complete integration of silo risk management functions with-
in the organization and the corresponding rationalization of risk control 
and transfer strategies.

However, a more important aspect of integration is that of risk and 
return. As we discussed in Chapter 4, ERM requires the integration of risk 
management into the business processes of a company. Rather than the de-
fensive or control-oriented approaches used in Stages I and II, which are 
designed to manage downside risk and volatility, enterprise risk manage-
ment optimizes business performance by supporting and influencing pricing, 
resource allocation, and other business decisions. It is during this stage that 
risk management becomes an offensive weapon for management:

 ■ Companies have developed pricing models for credit products that ful-
ly incorporate the underlying default risk of the counterparty and are 
priced accordingly. Combined with active portfolio management based 
on concentration limits, diversification, and hedging strategies, this has 
led to disaggregation of the overall credit business into underwriting, 
origination, portfolio management, and distribution.

 ■ In market risk management, companies are making asset-allocation de-
cisions across all assets, liabilities, and off-balance sheet items held by 
the overall business, not just in their investment portfolios. In so doing, 
companies balance the expected profitability offered by the marketplace 
against financial and regulatory constraints.

 ■ Operational risk management remains the biggest challenge in terms of 
knowledge and applications, but the level of awareness about opera-
tional risk has been raised significantly. The massive volumes of process 
maps produced by re-engineering projects are enhancing understanding 
of business and operational processes. Activity-based costing techniques 
add to this understanding by quantifying the cost drivers for various 
business and operational activities.

Finally, the application of risk management to performance optimiza-
tion has been accelerated by the acceptance of risk/return management by  



Business Applications 275

companies and regulators. The best example is the use of risk-adjusted return 
on capital (RAROC) as a performance metric used by business management 
not only to measure business profitability, but also to support key strategic 
decisions such as acquisitions and business unit strategies.

the fUrther evolUtIon of rISk ManageMent

As we have already seen, good risk management is an integral part of busi-
ness decision making, not something external to it. The other side of the coin 
is that changes in the business environment affect the practice of effective 
risk management. Some obvious mega-trends affecting all industries are:

 ■ Globalization—the growing interdependence of economies and markets 
and the internationalization of business operations through networks;

 ■ Technology—the new operational risks associated with technology-
driven businesses;

 ■ Changing market structures—the impacts of deregulation, privatization 
and new competition; and

 ■ Restructuring—the effects of mergers and acquisitions, strategic al-
liances, outsourcing, and re-engineering.

Each of these trends gives rise to new risk management challenges. 
However, that doesn’t mean that these trends should each be considered 
in isolation, which would be a return to silo-based thinking; most are inti-
mately related to each other.

For example, improvements in communications technology have helped 
to bring down the barriers between markets that were historically distinct, 
and contributed significantly to the globalization process. That in turn has 
forced deregulation, allowed new competitors to enter hitherto protected 
markets, and forced incumbents to rethink their organizational structures 
and practices.

Ultimately, it is safe to say that we live in times of great change, and 
the risks that these changes bring up require an integrated, enterprise-wide 
response. In this chapter, we discussed risk management applications from 
the perspective of any business. In the remainder of this section, we will 
examine risk management applications from the perspective of different in-
dustries and the specific challenges they face.





277

Chapter 16
Financial Institutions

the financial-services industry is in the throes of a transformation that is 
redefining both the competitive landscape in which financial institutions 

operate, and the dynamics of risk and return that shape their businesses. 
In the aftermath of the global financial crisis, banking regulators have dra-
matically increased their regulatory capital requirements and examination 
standards. If existing financial institutions are to survive and thrive in this 
new business and regulatory environment, they must adapt their business 
models and improve their risk management capabilities.

Financial institutions1 are different from other companies in the sense that 
their ability to measure and manage risk is central to their competitiveness. 
Risk management has always been a core competence for financial institu-
tions, and risk performance a key determinant of profitability. As Gary Wendt, 
the former CEO of GE Capital, put it: “If you don’t get the risk management 
part of the equation right, then nothing else will matter.” Put another way, the 
key to a financial institution’s survival and prosperity is its ability to identify, 
quantify, price, and manage risk better than its competitors. As a manager of 
other people’s money, the ability to gain and maintain the trust and confidence 
of clients is an absolute requirement for business success.

Moreover, the business of financial risk management involves some level 
of expected losses, which represent an important business cost component. 
Financial losses traditionally make up a significant portion of the cost of do-
ing business in the financial services industry. Unsurprisingly, then, financial 
institutions are keen to point out how good they are at risk management. 
Their annual reports normally include a detailed discussion of the compa-
ny’s risk management capabilities, including risk committees and strategies 
for different types of risk.

As we’ll see in this chapter, however, it is not enough for a financial insti-
tution to rest on its laurels. The financial services industry has been changing 
rapidly since the 1980s, with the result that the challenge of risk manage-
ment is dynamic, not static. First, we’ll examine the key industry trends that 
are changing the fundamental structure of the financial services industry.  
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We will then discuss the risk management requirements of financial institu-
tions, with the aid of a case study of CIBC. Finally, we will briefly discuss the 
key challenges for the future management of financial institutions.

Industry trends

To appreciate fully the risks facing financial institutions and the best  
approaches for managing them, we must first understand the fundamental 
business trends in the industry. There are four major, interrelated trends: 
consolidation, deregulation, competition, and convergence. Let’s run through 
these in turn.

Consolidation

The financial services industry has been undergoing a massive wave of consol-
idation, beginning in the mid-1980s with American banks and subsequently 
spreading both to other types of financial institutions and around the world.

For example, the number of FDIC-insured banks in the United States shrank 
from 14,500 in 1984 to 6,096 in 2012, representing a 58 percent decline.2 The 
number of banks acquired annually increased from 330 in 1985 to a peak of 
about 600 in the mid-1990s. While this number dropped steadily to below 400 
in 2001, it surged again in 2007, which saw 1,048 deals.3 After the financial 
crisis of 2008, only 198 deals were made in 2011, but the concentration of 
banking assets continues.4 Research conducted by the New York Federal 
Reserve shows that these mergers have resulted in a doubling of the market 
share of industry assets owned by the 10 largest banks from 30 percent to 
60 percent in the last 20 years.5 Insurance companies and insurance brokers 
likewise consolidated; 19 of the top 31 brokers in 1988 no longer existed  
10 years later.6 As Sally Roberts notes in an article for Business Insurance, “of 
the 16 brokers that appeared in Business Insurance’s first broker profile issue 
in 1972,” only Marsh & McLennon Cos. Inc. remained in 2007.7

Why this insatiable urge to merge? The first reason is simply that firms 
were now allowed to do so, thanks to deregulation (to which we will re-
turn below); changes in banking legislation first opened the floodgate to 
bank mergers and acquisitions. The 1927 McFadden Act and the 1956 Bank 
Holding Company Act had previously restricted interstate banking, but the 
1994 Riegle-Neal Interstate Banking and Branching Efficiency Act over-
turned this, ushering in nationwide banking by October 1995. As mergers 
began, they were apparently self-perpetuating, as one-stop shopping and 
economies of scale became the buzzwords of the day. If a small bank did not 
merge, the belief was that it would be left behind by larger institutions that 
offered more products at more attractive prices.
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For insurance companies, consolidation was facilitated by demutualiza-
tion of their ownership structures. Insurers in the United States, the United 
Kingdom, Canada, Australia, South Africa, and other countries converted 
from their traditional mutual ownership structures to become shareholder-
owned, often publicly offering their stocks at the same time. Demutualiza-
tion funded a number of mergers, either by allowing the insurer to purchase 
other companies using stock instead of cash, or by raising cash for the trans-
action through a public offering.

Consolidation comes with its own risks. In particular, the considerable 
challenge of combining the different cultures and business systems of two finan-
cial institutions should not be underestimated. This may be part of the reason 
why the expected economic benefits of a merger rarely turn out to be as great as 
anticipated. In fact, separate studies done by KPMG and A.T. Kearney revealed 
that mergers do not enhance shareholder value. The KPMG study indicated that 
83 percent of merger deals do not yield higher shareholder returns, while the 
A.T. Kearney study reported that “total returns on M&A were negative.”8 An-
other study found that bank acquirers in North America have underperformed 
in the past years, “with five consecutive negative quarters since Q3 2011.”9

deregulation

Deregulation in the financial services industry has been a double-edged 
sword. On the one hand, it removes unnatural regulatory barriers and al-
lows greater competition; customers should reap the usual benefits in terms 
of lower price, better service, and greater choice. On the other, it exposes 
previously protected institutions to market forces and discipline. This can 
result in the demise of weaker players that may be ill-prepared to face the 
new risks of market volatility and intense competition.

An economist might argue that the weeding out of weaker players is a 
good thing over the long run, despite the short-term costs of bankruptcy, 
such as job loss and service interruptions—particularly because these short-
term costs can be minimized if deregulation is planned and phrased in a 
thoughtful way. Sudden, poorly executed deregulation can give rise to unde-
sirable behavior and to the potential for significant losses, often ultimately 
borne by the taxpayers.

A dramatic example is the case of the savings and loan (S&L) crisis of 
the late 1980s. During this dark episode in the history of U.S. finance, relaxed 
vigilance on the part of thrift regulators—combined with increased rate vola-
tility and lax internal risk management—led to vast losses to the taxpayer.

A wave of deregulation between the late 1970s and early 1990s reduced 
the minimum capitalization required of S&Ls, abolished the ceiling on the 
interest rates they could offer customers, and allowed them to enter new 
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businesses, like stock brokerage. S&Ls quickly found they had to raise inter-
est rates paid out if they were to retain customers in the competitive market 
for deposits. The problem was that there was no practical way to raise the 
rates they earned on lending—their main use of funding—to match the in-
creased deposit rates.

The result was widespread losses through the industry in the 1980s, ex-
acerbated by risky real estate deals made in doomed attempts to bridge the 
gap. The subsequent losses put renewed pressure on the institutions to not 
only raise deposit rates, but also extend their sources of funds from retail to 
wholesale customers, which led to a vicious circle in which rates continued 
to spiral and investments got increasingly riskier.

The rest is history. Huge swathes of the S&L industry went bankrupt, 
while the Federal Savings and Loan Insurance Corporation (FSLIC), which 
insured all S&Ls to the tune of up to $100,000 per depositor, was completely 
overwhelmed. Faced with bailouts costing $38.6 billion in 1988 alone, it 
was forced to keep more than 500 insolvent institutions open because it 
simply lacked the capital to shut them down and pay off their investors. The 
aftermath took years to clean up, at huge expense to the taxpayer.

Some good did come of the S&L disaster, albeit at far too high a price. 
Banks and thrifts created asset/liability risk management units that imple-
mented gap, duration, and simulation techniques to analyze the interest-rate 
sensitivity of their balance sheets. They also designed mortgage products 
that were less sensitive to interest-rate changes. For example, adjustable-rate 
mortgages were invented that matched more closely with short-term liabili-
ties such as deposits and CDs.

Banking regulators around the world revised capital requirements to 
more closely align capital with risk. In 1988, the BIS issued risk-based 
capital requirements that, for the first time, tied capital explicitly to the 
assets held by banking institutions. Another lesson the banking regulators 
learned was how to deal more effectively with the trade-off between 
closing an ailing institution and maintaining any remaining franchise 
value; isolating bad assets in a bad bank so they can be disposed of, 
while the good bank can be operated independently or be sold to a buyer. 
This was the approach adopted by Japanese regulators a decade later, 
as they worked through the massive credit problems in their country’s  
banking system.

Competition

The wave of deregulation in the 1980s didn’t just give established financial 
institutions enough rope to hang themselves; it also gave new competitors 
enough rope to trip them up. For example, mutual fund companies were 
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allowed to grant customers check-writing privileges. That allowed them to 
compete with checking accounts at banks while offering the more attractive 
returns of mutual funds.

Together with the advent of new information technology and the 
increased liquidity of the capital markets, deregulation meant that es-
tablished financial services companies often found themselves vying with 
new (and sometimes more efficient) competitors for business—indeed, 
this was frequently the actual motivation for the deregulation. Change 
came swiftly, as exemplified by developments in the retail banking sector. 
By 1998, only 23 percent of households’ liquid financial assets were held 
in conventional bank deposits, down from 49 percent in 1980.10 Credit 
cards, mortgages, and commercial loans were also increasingly handled 
by non-bank institutions. As an example, the percentage of credit card 
outstandings held by community banks declined from 49 percent to  
25 percent between 1984 and 2011, with much of that business going  
to non-bank institutions.11

Clearly, banks (in particular) needed both to cut costs and to find new 
ways to attract and retain customers in order to avoid further erosion of 
profitability and market share. The rise of e-commerce arguably allowed 
them to do just that, but it was non-banks who were quicker to grasp the 
possibilities. That meant new entrants, particularly those who had the ad-
vantage of specialization, were able to further encroach on businesses that 
had traditionally been the sole domain of banks.

One particularly dramatic development was the emergence of a new breed 
of online banks and brokerages. Because they lacked the costs of physical 
branches and customer service personnel, these institutions could offer ex-
tremely attractive rates, among other features, such as free electronic bill pay-
ment and low (often zero) minimum balances and fees. Online brokerages 
have likewise attracted investor dollars with the lures of efficiency and cost 
savings: online trading is cheaper and faster than trading by telephone or in 
person, and most online brokerages also offer conveniences like free real-time 
stock quotes, online portfolio tracking, and easy access to research.

But online brokerages face perils of their own. One key issue for the first 
wave of online brokerages, given the investment climate of the time, was the 
development and management of a strategy for rapid growth. Online bro-
kerages needed to win potentially nervous users away from the incumbents, 
and so often adopted aggressive marketing strategies. Having attracted 
those users, they needed to deal with the swift development of technologies 
and processes to handle them.

Rises in competition also changed the face of the insurance industry 
during the 1990s. Rates for insurance decreased steadily from 1986 onward, 
largely as a result of increased competition within the industry. The soft 
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market was a boon for insurance buyers, who were able to take advantage 
of rock-bottom rates, but put an enormous strain on the providers. For 
example, in 1998 premiums rose by a mere 1.4 percent, while incurred losses 
rose 6.5 percent, and expenses rose 4.3 percent.12 Many insurers’ continued 
viability owed much more to the outperformance of their asset portfolios, 
which was driven by the runaway bull market, than to their prowess in 
underwriting. However, the recent bear market and post-September 11 
claims have reversed these trends, as investment performance has declined 
but insurance premiums have increased dramatically.

Meanwhile, the nascent alternative risk transfer (ART) market threat-
ened to further erode the insurance industry’s market share and profitability 
(see Chapter 9 for more information on ART). While it would be in the 
insurers’ best interests to see higher pricing in the market, the fact that ART 
providers are trumpeting savings as high as 20 to 30 percent over insurance 
premiums during a soft market does not make a hardening of the market 
seem feasible. ART products also provide greater flexibility and efficiency 
for the customer. Such products can be customized to meet particular cus-
tomer needs and offer greater efficiency, since they often cover the buyer 
for a number of years and may reduce the number of insurers needed. Just 
as the mortgage-backed security market has reduced the cost of mortgage 
financing, the ART market should reduce the cost of risk transfer by increas-
ing the availability of cheaper sources of risk capital.

Convergence

A third consequence of deregulation has been the elimination of barriers be-
tween different kinds of financial services. In the United States, for example, 
the Depression-era Glass-Steagall Act put a regulatory fence between securi-
ties business and commercial banking, as well as insurance. This meant that 
for nearly 50 years, the United States was home to entirely separate securi-
ties, banking, and insurance industries. This contrasts with the European 
situation, in which universal banks and bancassurers carried out various 
combinations of these activities.

During the 1980s, however, it became clear that regulation in the U.S. 
financial services industry began to relax; in response, commercial banks 
began underwriting securities on a limited basis. Banks were also allowed 
to sell mutual funds, bringing them even closer to achieving the status of 
financial clearinghouses. In turn, money market funds offered by mutual 
fund companies were allowed to offer check-writing privileges, which had 
previously been limited to banks. Insurance and banking also began to over-
lap as banks viewed insurance policies—along with annuities, retirement 
funds, and mutual funds—as opportunities to increase fee income.
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By 1998, it was clear that the old legislative framework had crumbled, 
as evidenced by the debut of Citigroup, the financial titan formed by the 
merger of the Travelers Group (predominantly an insurer), Citibank (a com-
mercial bank), and Salomon Smith Barney (a securities house that had just 
been acquired by Citibank). Citigroup’s very raison d’être was to realize 
value by cross-selling banking, insurance, and securities services, and it ap-
parently worked, as Citigroup’s stock has outperformed those of other, less 
diverse banks. However, there is growing public and regulatory concern that 
convergence comes with a steep price when it comes to issues such as con-
flicts of interest (e.g., research versus investment banking), tying of financial 
products and services, and consumer rights.

The convergence of investment banks, commercial banks, and insur-
ance companies has direct implications for enterprise risk management—
both for better and for worse. The benefit is that such companies are more 
diversified, which smoothes their overall risk profile; they can also offer 
products that offer the advantage of such diversification to their customers. 
The cost is that the risk management of these multi-line financial busi-
nesses needs to be integrated if such benefits are to be realized, which is a 
challenging task.

rIsk ManageMent requIreMents

The confluence of the trends discussed above has increased the stakes for risk 
management for all players in the financial services industry. Deregulation has 
removed the barriers that once protected the industry from competition and 
from its own mistakes; consolidation and convergence has resulted in compa-
nies that are far larger and more complex than those that have gone before.

Risk management has become absolutely vital in ensuring both that es-
tablished players do not lose the race and that new ones do not fall at the first 
hurdle. In the modern financial services environment, the consequences of a 
failure of risk management frequently go well beyond financial loss or stra-
tegic setback; in fact, they may ultimately include the demise of the afflicted 
institution as an independent company. The bar has been raised: what might 
have been considered best practice a few years ago is likely to be seen as a 
basic requirement today. To ensure ongoing success and survival, financial 
institutions must continuously upgrade their risk management capabilities.

Let’s first consider the main types of financial institutions. We’ll see that 
each type faces market, credit, and operational risks, but these take on dif-
ferent forms according to a particular institution’s businesses. In the next 
section, we’ll look at the challenges that cut across industry sectors and are 
common to a number of different types of institution.
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risks by Industry sector

Depository institutions, such as commercial banks or thrifts, take credit risk 
by extending loans to borrowers. This credit risk must be managed through 
prudent credit analysis and effective portfolio management in order to pre-
vent excessive credit losses.

One major source of profitability (and earnings volatility) is the interest 
rate spread between asset yields and liability costs. Interest rate risk arises 
from the difference in interest rate sensitivities between financial assets and 
liabilities. A depository institution’s management must therefore establish 
appropriate asset/liability management and hedging programs in order to 
ensure a positive and stable interest rate spread throughout various interest 
rate cycles. As we saw in the discussion of the U.S. savings & loan crisis, the 
one-two punch that knocked out the industry was a round of higher interest 
rates followed by commercial real estate losses.

Another key source of profitability is fee income from services such as 
cash management and securities processing. The operational risks associ-
ated with these services must be managed to ensure accurate cash and secu-
rities movements and record keeping.

Securities houses such as brokerage firms or investment banks take on 
a variety of market risks. As securities underwriters, they earn a fee for as-
suming the risk that a new equity or debt offering will fail to win market 
acceptance at a favorable price. Failure can result in financial losses as well 
as tarnished reputation.

As market makers in certain securities, securities houses face the risk of 
market losses in a declining market. These losses may come from their exist-
ing inventories, as well as from new commitments that arise in the course 
of their market-making activities. These risks are still more significant if a 
firm is engaged in proprietary trades on its own account as well as trades 
made on behalf of customers; it may face huge financial losses if its market 
predictions are wrong.

In addition to market risk, securities firms very often take on default risk 
through margin lending to individuals and securities lending to institutions. 
They also face the counterparty risks associated with securities settlement 
processes and financial obligations such as swaps and other derivatives.

Insurance companies take on actuarial risk when they issue insurance 
policies that may result in larger-than-expected claims in the future. Their 
primary sources of income are the premiums paid on insurance policies and 
the investment income generated by investing the cash flows from these 
premiums. These income sources must between them cover expenses and 
claims. The ratio between the sum of premiums and investment income and 
the sum of expenses and claims is known as the coverage ratio and is a 
widely followed indicator of industry profitability.
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Thus, insurance companies face two key risks. The first is a function of 
the relationship between premiums earned and claims paid; the second is the 
performance of the investment portfolio. In addition, insurance companies 
often cede a portion of their premiums to other insurance or reinsurance 
companies, which in turn take on a portion of their insurance liabilities. 
Since the ceding insurer may have to call upon the reinsurer if an insur-
able event occurs, it is exposed to the risk that the reinsurer may fail to pay 
up—a credit risk.

Insurance companies are also exposed to operational risks, often related 
to the complex distribution system for their products. Historically, insurers 
have often relied heavily on sales agents to distribute their products. The 
loyalty and discipline of these agents is variable, since they may be employ-
ees or free agents, and their compensation is linked heavily to commissions 
from one or more insurers. It is relatively easy for the incentive structure to 
become inappropriate, with potentially damaging results—as seen in both 
the United States and UK—in regard to various lawsuits on unfair sales 
practices on insurance policies and pension plans.

Cross-sector risks

In addition to the sector-specific risks discussed above, financial institutions 
as a group are faced with a number of financial risks that are more fun-
damental to their business activities than they are to the business of non-
financial institutions. While these present particular challenges for financial 
institutions, they represent important issues for any corporation with sig-
nificant financial operations and capital markets activities.

Monitoring default and counterparty risks  As discussed above, financial institu-
tions are exposed to a variety of default and counterparty risks. These credit 
risks arise mainly from lending activities, trading and settlement processes, 
insurance/reinsurance contracts, and derivatives transactions. The two key 
questions to ask are:

 ■ What is my aggregate exposure to a single counterparty or a group of 
similar counterparties?

 ■ What is the likelihood of default and loss?

These questions can only be answered if there is an adequate credit-
exposure measurement process and an accurate credit rating system.

Managing market risks on and off the balance sheet  One unique characteristic of 
financial institutions is that most of their assets and liabilities are sensitive to 
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movements in one or more markets: interest rate, equity, foreign exchange, 
commodity, and/or real estate. Market risk exposures can originate both 
from on-balance sheet activities and from off-balance sheet transactions 
such as derivative contracts and forward commitments.

In order to manage market risks effectively, a market risk manager must 
first measure the sensitivity of the portfolio to external price changes. This 
analysis can be based on a combination of value-at-risk (VaR), scenario test-
ing, and simulation modeling. Given an accurate and timely assessment of 
market risks, management can then decide on risk management strategies 
including product design and risk transfer.

Incorporating leverage and liquidity  Financial institutions are generally much 
more highly leveraged than their non-financial counterparts, as a result of 
the need to maximize asset risks given thin profit margins and pressure from 
shareholders for healthy returns on equity. However, just as leverage in-
creases the absolute returns on assets, it also magnifies the effect that a de-
cline in asset values would have on the equity value of the institution.

Another important consideration is the liquidity profile of an institu-
tion’s assets and liabilities. For example, an institution can easily liquidate 
a large position in U.S. Treasury securities, but may find it difficult to re-
duce its holdings in debt issued in an emerging market. Financial institutions 
must therefore be fully aware of how their market and credit risk exposures 
will be affected by leverage and liquidity. It is not enough to measure the 
10-day VaR of an asset alone. The risk manager must establish a reasonable 
liquidation period over which price volatility should be measured, and also 
quantify the potential impact on equity value given the leverage of the firm.

attributing economic capital and managing portfolio risks Economic capital rep-
resents the amount of capital required to support a consistent level of po-
tential loss across all risk exposures. In essence, economic capital represents 
a common unit for the measurement and management of risk, and is an 
important concept for financial institutions to understand and apply. It is 
valuable because its attribution to risk exposures enables management to 
measure risk-adjusted profitability across different business activities.

For example, economic capital allows the profits from trading to be com-
pared directly with profits from dissimilar businesses, such as retail lending 
or securities processing. Economic capital can also be used to support port-
folio management decisions, such as the allocation of financial and human 
resources, to business activities that generate higher risk-adjusted returns. 
By explicitly incorporating the benefits of diversification, economic capital 
provides the appropriate signals and incentives for diversification and limit 
setting. Finally, risk transfer decisions, including hedging and insurance, 



Financial Institutions 287

can be rationalized by comparing the cost of risk retention (i.e., the cost of 
economic capital for the underlying risk) with the cost of risk transfer.

systeMIC rIsk

Interdependency is part of the quintessential nature of financial institutions, 
with linkages created through business activities such as securities trading, 
foreign exchange, derivatives trading, reinsurance, syndicated underwriting, 
and stock lending. These relationships are the root cause of concerns about 
systemic risk, or the possibility that problems at a single large financial in-
stitution could create a chain reaction that could result in large losses or 
defaults at other institutions.

Systemic risk is the primary concern of many regulators, whose atten-
tion has shifted from the stability of individual organizations to the stability 
of the industry or system. An individual firm’s management also has cause 
to be concerned, however: even if the system survives, the company may 
nonetheless suffer collateral damage along the way. The challenge for man-
agement is therefore to understand fully these interdependencies with other 
financial institutions and to put in place appropriate contingency plans and 
exit strategies in the event of a significant disruption in the financial system. 
It is also important for management to establish early warning indicators, 
such as higher market volatility or lower liquidity.

The events that lead to systemic risk tend to be rare and idiosyncratic, 
but there are two points to bear in mind. First, financial institutions face 
risks that are highly intertwined. For example, a sudden market drop can 
cause the default of a major financial player, leading to a loss of confidence 
and a liquidity crisis, which may in turn exacerbate the market drop. Sec-
ondly, the interdependencies in the financial system are not only associated 
with discrete transactional risks, but also with the linkages between institu-
tions, markets, and countries. These global economic linkages only reinforce 
the criticality of the risk management requirements discussed above.

Consider the global financial crisis of 2008. The collapse of the U.S. 
housing bubble led to repercussions that echoed throughout financial in-
stitutions and markets around the world. An array of explanations have 
come forth which speculate about the cause of the housing bubble—they 
point fingers at factors ranging from misguided monetary policy to ir-
rational consumer expectations. The fundamental cause of the crisis lies 
in both the huge increase in risky mortgages and the unrealistic expec-
tations of both mortgage lenders and homeowners that housing prices 
would continue to rise, as they did from 1990 to 2006, while interest 
rates would remain low.
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Traditional mortgages required substantial down payments of 20 percent 
of the house price, used primarily as collateral to reduce default risk.  
However, as house prices increased, and the demand for funds to purchase 
houses rose, mortgage lenders began to allow subprime loans for people 
who normally would not qualify. The roots of this movement can be traced 
all the way back to the Community Reinvestment Act of 1977, which en-
couraged banks to make loans to low-income borrowers, in pursuit of the 
ever-glorious American dream of universal home ownership.13 These sub-
prime lenders no longer required stringent down payments or income docu-
mentation; when default rates were low, moderate subprime lending was 
profitable. The rationale was that the borrower could always take out a 
second mortgage or sell his house at a higher price to pay back his debt. By 
2007, home ownership was at a record high of 68.6 percent, which at the 
time, made the subprime mortgage system seem like a resounding success.

However, there was more to this system that initially met the eye. After  
accumulating these loans, the lenders would securitize entire pools of mortgages 
for sale to financial institutions, including commercial banks, investment 
banks, hedge funds, pension funds, insurance companies, and mutual funds. 
The issuers of the securities kept the residual risk, allowing mortgage-backed 
security issuers to raise capital from risk-seeking investors. These mortgage-
backed securities were rated as triple-A assets by ratings agencies such as S&P, 
Moody’s, and Fitch—time would prove them shockingly wrong.14

The two largest issuers of mortgage-backed securities were Freddie 
Mae and Fannie Mac, who initially purchased prime mortgages from bor-
rowers who had good credit scores. However, in 2005, some investment 
banks also started issuing mortgage-backed securities—except these securi-
ties were from subprime mortgage-borrowers with weak credit histories. 
Although securitization allowed for some diversification of risk, it provided 
more funds for subprime loans, which allowed the perception of lower risk 
to snowball, while real, systemic risk was actually growing exponentially. 
This is epitomized by Alan Greenspan’s remark in a speech at the 2005 
annual convention of America’s Community Bankers: “Overall, while lo-
cal economies may experience significant speculative price imbalances, a 
national severe price distortion (i.e., a housing bubble) seems most unlikely 
in the United States, given its size and diversity.”15 The threat of a sharp de-
cline in housing prices seemed minimal, but the drastic build up of risk was 
beginning to seethe ominously.

When house prices started to drop in 2006, homeowners that had bought 
their houses through subprime loans suddenly realized that they were left 
with mortgage payments they could not pay, which led to a wave of defaults. 
This shock caused investors to scramble to sell off their mortgage-backed 
securities, now revealed as ticking time bombs, leading to a further, more 
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drastic decline in their prices. As a result, investment banks, among other 
investors, experienced huge losses. In 2007, New Century and Ameriquest 
declared bankruptcy, while other financial institutions were estimated to 
suffer losses of more than $150 billion. Despite the expansionary policies 
pursued by the Fed, the entire economy contracted at an alarming rate.

Once these effects started to ripple out to England, Northern Rock Bank 
ran short of liquid assets. The Bank of England approved an emergency 
loan, which caused depositor confidence to plummet; as a result, depositors 
rushed to withdraw funds in England’s first bank run in over a century.

As losses on subprime mortgages continued to rise, banks began to re-
duce credit availability, which further restricted economic growth. Banks 
like Bear Stearns and Lehman Brothers, which relied heavily on subprime 
mortgage-backed securities, found themselves cut off when other financial 
institutions, which viewed these securities as liabilities, stopped lending to 
them. In 2008, Bear Stearns had to be bailed out by the Fed to the dismal 
tune of a $30 billion loan, while Fannie Mae and Freddie Mac were bailed 
out for $200 billion. The arrangement for Lehman Brothers to be taken 
over by Barclay’s fell through at the last minute. The bank had been a pillar 
of the financial system since 1850, and, furthermore, it was also the larg-
est U.S. firm in any industry to declare bankruptcy—its fall led to massive, 
widespread financial panic.

Many of the credit default swaps (CDSs) issued in the 2000s were tied 
to these mortgage backed securities (MBSs). The sellers of CDSs on MBSs 
promised to reimburse their buyers if the market prices of the MBSs fell un-
der a certain level. American International Group (AIG), which issued large 
amounts of these CDSs, reported in 2006 that the likelihood of losses on 
CDSs was “remote, even in severe recessionary market scenarios.”16 How-
ever, on September 16, 2008, when things began to quickly unravel, the Fed 
had to make an emergency loan of $85 billion to AIG in order to prevent a 
collapse on the scale of Lehman Brothers. AIG was deemed a classic bank 
that was too big to fail. Fed Chairman Ben Bernanke justified the Fed’s ac-
tions by asserting that AIG’s collapse “could have resulted in a 1930s-style 
global financial and economic meltdown, with catastrophic implications for 
production, income, and jobs.”17

a Look to the Future

Financial institutions have only recently started to manage risk in an in-
tegrated fashion. Traditionally, different types of institutions specialized 
in different types of risk: investment banks in market risk, commercial 
banks in credit risk, and insurers/reinsurers in insurance risk. However, the 
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industry is slowly moving toward specialization by function rather than 
by risk type.

In this framework, origination and customer service will be handled by 
risk brokers, separate conduits will handle underwriting and balance sheet 
management of all types, integrated investment banks will execute capital 
markets risk transfer, and portfolio managers will handle both financial and 
insurance securities. Similarly, risks that have traditionally been handled in 
silos are finally starting to be treated holistically by risk management teams 
reporting directly to the board.

Given the squeeze on profitability that all types of financial institutions 
have been experiencing, coupled with the increasingly complex risks of a  
global financial world, financial institutions must continue to be sophisticated 
in their quantification and analysis of risks. They must also balance this with 
an increased emphasis on the soft side of risk management by realigning in-
centives to promote ethical, risk-aware behavior, setting a tone of openness 
from the top, and developing communication channels to discuss risk issues.

As we saw at the beginning of this chapter, prudent risk management is 
not just about mitigating potential downsides, but also about maximizing 
profit in a safe way. In today’s business environment, just one mistake 
could easily push a company into bankruptcy. The collapse of Lehman 
Brothers during the 2008 financial crisis is a prime example of this, and it 
caused business leaders to pause and reassess their overall approach to risk  
management. Moreover, potential consumer losses arising from Lehman-
backed structured products and the AIG enhanced funds also led to 
important changes in risk disclosure practices.

On July 21, 2010, President Barack Obama signed the Dodd-Frank 
Wall Street Reform and Consumer Protection Act into law. This piece of 
legislation set out to reshape the U.S. regulatory system in consumer pro-
tection, trading restrictions, credit ratings, regulation of financial products, 
corporate governance and disclosure, transparency, and so on, in order to 
prevent another financial crisis of the size and nature of that of 2008. In-
stead of contracting the entire financial sector by limiting the amount of risk 
that banks can take, the Dodd-Frank Act attempts to single out the biggest 
institutions for “higher capital requirements and more careful scrutiny.”18

For example, in section 165 of the 2010 Dodd-Frank Act, legislators 
mandate that the “FRB must require each publicly traded bank holding com-
pany with $10 billion or more in total consolidated assets . . . to establish a 
risk committee [of the board] . . . [the] Risk committee must . . . include at 
least 1 risk management expert having experience in identifying, assessing, 
and managing risk exposures of large, complex firms.”19

Title VI of the Dodd-Frank Act implements the Volcker rule, which 
attempts to minimize conflicts of interest between banks and their clients. 
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For example, it prohibits investment banking, private equity, and the propri-
etary trading sections of financial institutions from simultaneously entering 
into an advisory and a creditor role with clients. It also prohibits “insured 
depository institutions” from having any kind of ownership in hedge funds 
or private equity.20 Hopefully, this will help to reduce the problem of imper-
fect information, where clients, among other shareholders, only have a very 
murky idea of what their banks are actually doing.

The Dodd-Frank Act and new Security Exchange Commission (SEC) 
disclosure rules also established stricter requirements for board risk over-
sight and risk-compensation linkage. In particular, the SEC implemented 
new rules that increase mandated disclosure with regard to “compensation, 
corporate governance, and risk policies and practices,” that went into effect 
on February 28, 2010.21 These new rules require increased disclosure in the 
following areas, among others:

 ■ Compensation policies and packages for employees involved in risk 
management processes and risk-taking activities

 ■ The qualifications and previous experiences of directors and director 
candidates

 ■ The director-candidate evaluation process
 ■ The structure of the board in terms of leadership and the overseeing of 
risk management

 ■ The company’s relationship to external consultants.22

These new mandates were designed to improve transparency into the 
risk management practices of publicly traded companies.

Despite the best intentions of the Dodd-Frank Act, and similar efforts 
to change the corporate culture that caused the 2008 financial crash, there 
are many who remain skeptical of their ultimate effectiveness. Arthur E. 
Wilmarth, Jr., a professor of law at George Washington University, believes 
that the Dodd-Frank Act is fundamentally shaky because it “[depends] heav-
ily on many of the same federal agencies that failed to stop excessive risk-
taking by LCFIs in the past,” where the term LCFIs refers to “large complex 
financial institutions.”23

He grants that certain aspects of the Dodd-Frank Act are positive—for 
example, the Orderly Liquidity Authority mandate, which provides a “supe-
rior alternative to the “bailout or bankruptcy” choice that federal regulators 
confronted” in 2008.”24 However, he nonetheless remains unconvinced 
that the Dodd-Frank Act has closed the enormous loopholes that litter the 
financial landscape. He maintains that the Dodd-Frank Act has not elimi-
nated the many dangerous avenues of alternative financing—which are 
what caused the too-big-to-fail problem in the first place.



292 EntErprisE risk ManagEMEnt

Reactions from the banks themselves have also been rather lukewarm. 
In a 2010 study conducted by Ernst & Young, 53 percent of the surveyed 
bank executives believed that “in the long run, profits will be significantly 
lower as a result of increased regulation.”25 Even more disappointing, only 
14 percent “agree that the current approach to financial regulation at the 
global level is sufficient to make another global financial crisis much less 
likely.”26

Case study: CIBC

The Canadian Imperial Bank of Commerce (CIBC) is a full-service financial 
institution with $270 billion in total assets and 44,000 employees operat-
ing around the world. In 2000, the bank generated $12 billion in revenue, 
earned $2 billion in net income, and achieved a 20.5 percent return on eq-
uity (ROE).

The financial services industry in Canada, like that in the United States, 
had been characterized by consolidation. Many Canadian banks allied them-
selves with other financial institutions, often through outright mergers and 
acquisitions, either to benefit from economies of scale or in order to deliver 
the wide range of financial products that their customers were demanding. 
CIBC’s critical move in this respect was its 1988 acquisition of majority 
interest in Wood Gundy—a well-regarded Canadian investment bank. The 
Wood Gundy purchase signaled CIBC’s intention to broaden its financing 
capabilities for corporate customers. The decision to offer integrated, global 
financial services and offer an increasingly complex product portfolio (in-
cluding exotic and structured derivatives) motivated a substantial re-think 
of risk management at CIBC.

At the same time, Canadian regulators were beginning to think more in 
terms of enterprise-wide risk management. This culminated in the December 
1994 Dey Report, published by the Toronto Stock Exchange (TSE), which 
recommended that the Board of every firm listed on the TSE take direct re-
sponsibility for risk management efforts within their firm, and communicate 
those efforts in the annual report. For banks, in particular, the Canadian 
banking supervisors were among those who drafted the 1996 Amendment 
to the Basel Capital Accord, which similarly emphasized firm-wide risk re-
porting and control.

So CIBC had a two-fold reason to invest in enterprise risk management 
(ERM). It was becoming more active in the capital markets at much the 
same time that regulators were looking closely at risk management. Its reac-
tion was to start building an ERM team; its first significant high profile hire 
was Dr. Robert Mark, who joined the bank in July 1994 to be the Corporate 
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Treasurer as well as look after firm-wide market risk, operational risk, and 
sections of credit risk which included responsibility for managing credit risk 
in the trading book. Dr. Mark was promoted to Senior Executive Vice Presi-
dent and became CIBC’s Chief Risk Officer in February 2000 and joined the 
CIBC Management Committee.

Dr. Mark articulated his vision from the very beginning, outlining his 
plans to build a strong ERM team made up of experienced risk managers 
with substantial business experience, to work in partnership with, but inde-
pendent of, the business lines. “I will need your commitment to support my 
vision,” he explained to key senior management and the board during his 
selection. He pointed out that “[the] objective is to be among the top five 
financial institutions in the world in terms of managing risk.” Dr. Mark em-
phasized how he was going “to come in and make changes. There’s no doubt 
about that.” The board was not put off, and when Dr. Mark joined CIBC, he 
did so with a mandate to deliver world-class risk management.

Changes and controversy duly followed. Of the team he inherited, none 
were to be found doing the same job a year later. New executives with sig-
nificant risk management and trading experience were put in place to imple-
ment the new vision. There was also a compensation differential between 
risk staffers and their colleagues on the business side that had to be evened 
out in order to attract and retain the requisite talent. Dr. Mark pointed out 
that his business partners were highly encouraging and supportive of up-
grading the quality of risk personnel. In short, the change was nothing less 
than dramatic.

Today, the firm collects risk data from across the globe and disseminates 
risk reports through a series of risk management and business committees, 
illustrated in Figure 16.1. Risk management committees at CIBC establish 
risk management policies, limits, and procedures, approve risk management 
strategies, and monitor portfolio performance and trends. The Risk Man-
agement Division works closely with both the lines of business and risk 
management committees to manage CIBC’s exposure to market, credit, and 
operational risks. “One of the keys to success is getting business and risk 
people to work effectively together,” says Dr. Mark, “If you have people 
from both camps sitting together, agreeing, disagreeing, asking questions, 
then we all have a clearer understanding of the problems we face, and a 
clearer path to the answers. Our business partners provided us with invalu-
able insight as we evolved our risk management function into a world-class 
team.”

The kind of Socratic dialogue that Mark favors isn’t always frictionless. 
There have been occasions when risk management has been obliged to 
restrict the amount of business that certain units can carry out. “The ability 
to generate revenues is clearly a function of the volume of business you do,” 
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notes Mark. By limiting business, risk management could be cutting into 
profitability, and individual bonuses—one reason why CIBC links compen-
sation to risk-adjusted return performance.

CIBC has defined several objectives for its risk management program, 
which include reducing surprises, reducing losses consistent with risk/return 
objectives, reducing regulatory capital requirements, developing sophisti-
cated risk metrics designed to capture various components of risk, and so 

BOARD OF DIRECTORS

MANAGEMENT COMMITTEES

RISK MANAGEMENT DIVISION

Risk Management and Conduct Review Committee
• Ensures policy guidelines and systems exist and
 are adhered to (credit, market, operational).
• Reviews and approves policies on loan
 concentrations.
• Reviews and approves procedures for dealing with
 related party transactions and conflict of interest
 issues.
• Reviews year 2000 program.

Credit and Investment Policy Committee
• Approves credit risk management and
 investment policies.
• Reviews the diversity and composition of the
 asset portfolio.
• Approves specific business plans.

Audit Committee
• Oversees CIBC’s financial reporting process on
 behalf of the Board of Directors.
• Reviews CIBC’s financial statements.
• Liaises with internal and external auditors.
• Reviews internal control procedures and loan
 loss provisions.

Chair: External DirectorChair: External Director

Chair: Chairman & CEO, CIBC

Asset Liability Management Committee (ALCO)
• Establishes and enforces market risk policies.
• Assesses strategies for management of assets,
 liabilities and capital.

Chair: Chairman & CEO, CIBC

Credit Committee
• Approves credit requests over $100 million.
• Presents new credit requests and certain
 renewals over $100  million to Board of Directors.

• Designs, recommends and implements infrastructure to manage risk.
• Develops, recommends and monitors adherence to risk management policy.
• Establishes methods and tools to give effect to risk management.
• Manages CIBC’s global exposure to credit, market and operational risk through offices located across
 Canada, United States, London, Tokyo, Singapore and the West Indies.

Chair: Sr. Executive Vice-President,
Risk Management

Investment Committee
• Approves merchant banking investments within
 delegated limits.

Co-Chairs: Sr. Executive Vice-President,
Risk Management & CEO, CIBC
Wood Gundy Securities

FIgure 16.1 CIBC’s Risk Management
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on. While risk information and analysis can be highly technical, they must 
be translated into a reporting structure that is meaningful and relevant for 
senior management. Mark suggests that the risk management program has 
succeeded in meeting those objectives.

Mark highlights the bank’s reaction to the regulatory and market pres-
sures of 1998. At the start of 1998, the Bank for International Settlements 
(BIS) implemented a new set of revisions to its Capital Accord—the regula-
tory standard used by regulators and central banks the world over. The revi-
sions gave sophisticated banks the freedom, subject to regulatory approval, 
to use their own risk models as a basis for calculating the minimum required 
regulatory capital against market risk in the trading book (rather than a 
crude standardized multiplier system). It was a change that banks had long 
campaigned for.

When the new rules became effective at the start of 1998, CIBC was 
the only bank in Canada and one of the few banks in the world to receive 
approval for all aspects of the Accord in 1998. Mark explains: “As a bank, 
you’d almost have to be crazy not to take advantage of BIS 98. From the get-
go, we saw that if we invested in risk management, we’d get capital relief, 
and the savings were huge.”

Later the same year, CIBC’s risk management team proved its worth 
in a very different way. The volatility that swept the globe during the third 
quarter was a test of fire for banks around the world, largely because al-
most every market was affected by the turmoil, but also because the early 
warning signs made little sense at the time. “During June and July we were 
seeing a lot of highly rare events that we didn’t like,” says Mark. “Liquidity 
was drying up in certain areas, correlations were diverging from their nor-
mal patterns, and credit spreads were widening.” This uncertainty prompted 
Mark and his team of experienced risk managers, working in partnership 
with the business lines, to cut limits across the business by 33 percent in an 
attempt to mitigate exposure to volatility. Soon after the limits were cut, the 
markets broke. The losses sustained by CIBC were not easily digestible, but 
it could have been far worse. For Mark, it was a painful experience tinged 
with a certain amount of professional satisfaction. More than 98 percent 
of the losses suffered by CIBC during the 1998 market crisis were from 
positions which risk management had previously identified and placed on 
a hit-parade of the bank’s top 10 risks. “We knew that if we were going to 
get hit that, it would be attributable to one of those exposures,” says Mark.

CIBC has come up against a few challenges similar to many organi-
zations that have faced the task of implementing integrated risk manage-
ment practices. One issue is that of linking compensation to risk-adjusted 
performance. This is a key component of ensuring the effectiveness of each 
business and is a well-recognized practice at CIBC.
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Another challenge to the risk management processes comes from one 
of CIBC’s key competitive advantages—its culture. CIBC has long benefited 
from a culture that is decentralized, diversified, and entrepreneurial. This 
helps it to keep on its toes and respond quickly to the ever-changing de-
mands of increasingly savvy customers. However, this type of culture can be 
difficult from an administrative perspective, and is sometimes a challenge to 
integrate into a system of risk reporting.

To support integrated financial risk management, CIBC has developed 
models for aggregating risk measures such as market VaR and credit VaR, 
in order to better capture the intersection between market and credit risk.

CIBC also wants to further develop an integrated and centralized method 
of collecting data for operational risk VaR. In addition, centralizing data 
collection within the next year, CIBC is also part of a global initiative to de-
velop an operational loss database in conjunction with the Big Six Canadian 
banks, the British Bankers’ Association (BBA), and the Risk Management 
Association (RMA).
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Chapter 17
energy Firms

the energy industry is one of the largest in the world. Energy sources are 
crucial to the functioning of modern economies, and global demand in-

creased steadily during the twentieth century. The trend shows no sign of 
stopping: world energy consumption is forecast to grow by around 60 percent 
between 1997 and 2020, with most of that growth coming from the emerg-
ing markets.

Additionally, the United States, which imports about 20 percent of its 
energy needs at present, is projected to become close to self-sufficient by 
2035 due to the rising domestic production of oil, shale gas, and bioenergy, 
as well as the improved efficiency of fuel transportation.1 For example, oil 
production in the United States has so greatly accelerated that the United 
States is expected to overtake Saudi Arabia to become the largest global 
oil producer by the mid 2020s; U.S. production of natural gas is also set to 
increase substantially in this time period, which will help to contribute to 
self-sufficiency.2 Simultaneously, the renewable energy market will continue 
to grow, increasing its market share for electricity generation from 20 percent 
in 2010 to 31 percent by 2035. This is an unprecedented growth track that is 
largely possible because of the many advancements in energy technology—for 
example, shale gas fracking—which we will discuss later in the chapter.

Such growth makes it even more important that energy companies man-
age their risks effectively, as we will see in the next section. The risks are, 
broadly speaking, the same as those for other corporations: strategic, busi-
ness, credit, market, and operational. However, a number of factors have 
made energy companies more aggressive in establishing formal approaches 
for measuring and managing these risks, particularly market risks.

First and foremost among these is the trend toward deregulation in the 
natural gas and power businesses. Until the Natural Energy Act of 1978, 
which allowed energy prices to be determined by market forces, the energy 
industry was heavily regulated in most countries. This created an environ-
ment of relatively stable prices and allowed utility companies to pass any 
price volatility on to consumers. For example, a typical regulatory framework 
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would ensure that a utility selling natural gas to residential customers would 
realize an adequate return, regardless of how much it paid its own suppliers 
for the gas.

Deregulation has, however, made the industry more competitive and 
more subject to the vagaries of a free and open market in the relevant 
commodities. Consumers now have more choice when selecting an energy 
provider, which, in accordance with the logic of free markets, has exerted 
downward pressure on prices and made energy providers shoulder more of 
the burden when it comes to managing price volatility. Price volatility has 
itself increased dramatically; the early days of deregulation, in particular, 
were typically times of enormous volatility. While this leveled off as the 
market settled down, price volatility typically remains far higher than was 
ever the case in the tightly regulated market, and is likely to remain so. As 
James Rogers, CEO of Duke Energy, succinctly remarks, “Ben Franklin said 
there are two certainties in life: death and taxes. . . . To that, I would add the 
price volatility of natural gas.” 3

Industry trends

The environment in which the energy industry operates suggests a dire need 
for enterprise risk management. In many ways, this environment is evolving 
in a very similar fashion to that of the financial services: deregulation has 
encouraged competition, leading to consolidation within industry sectors 
and convergence across sectors.

The 1990s saw a wave of deregulation in the energy industry, beginning 
in the United States, UK, and Scandinavia and moving into other countries 
as the decade went on. For example, the U.S. Federal Energy Regulatory 
Commission (FERC) has issued orders that have deregulated transmission 
in both the natural gas and electric power industries, with the aim of pro-
moting price competition in these industries at both the wholesale and retail 
levels.

Such deregulation increases the onus on management to maximize 
shareholder value; if they do not, the company will not be able to attract 
capital sufficient to maintain or grow its operations. In the past, regulation 
made returns stable and predictable, and there were only minimal incentives 
to reduce cost. Shareholders in energy companies expected to earn stable re-
turns while running minimal risks. As competition increased, however, earn-
ings have become more volatile because energy companies have been forced 
to take on more risk—particularly price risk—instead of passing it directly 
to the customer. Shareholders have therefore begun to demand greater re-
turns to compensate them for this greater risk.
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This has had two major effects on the structure of the energy industry. 
The first is rapid consolidation, with companies merging both horizontally 
and vertically; the second is convergence, in that energy companies are no 
longer focusing on niches within the energy market, but rather have shifted 
to providing complete energy services for their customers. This convergence 
parallels the trend for one-stop shopping in financial services.

Consequently, the numerous niche players who previously populated 
the energy industry are giving way to a smaller number of firms that either 
own the entire chain in a given sector, from generation (or extraction) to 
delivery, or specialize in one part of the delivery chain but across a variety of 
sectors. An example of the first might be an oil company that owns explora-
tion, refinery, and distribution businesses. An example of the second might 
be a company that delivers both gas and electricity to retail consumers. A 
number of energy firms have established significant trading operations, but 
they have retrenched since the collapse of Enron and other players in the 
energy trading markets. These trends pose new challenges for risk man-
agement. For instance, energy companies must now manage a wider set of 
risks, some of which were not typical of their former businesses. Moreover, 
merging two companies in different industry sub-segments often means risk 
management systems must be integrated; this integration must be done at 
an enterprise level, since the new entity is likely to have an entirely different 
risk profile from its separate parts. Also, there are likely to be many more 
ways to manage risk with respect to distribution and trading activities.

Fortunately, a larger company can make more resources available for 
risk management, and the evidence is that this is happening. Integration is 
most complete in the oil business, and most large integrated oil companies 
have invested substantial resources in developing their capabilities in this 
area. Electric and natural gas companies are likely to follow suit as these 
markets continue to deregulate.

As in other industries, senior management and boards of directors have 
become increasingly accountable for developing risk management policy and 
guidelines for risk tolerance levels. “The Boards of large-cap and super-cap 
diversified energy and utility holding companies are making risk management 
one of their top three priorities in 1999. This means active involvement in 
establishing and enforcing risk management policies. . . . For the best managed 
of such firms the attention is on enterprise rather than functional risk.”4 
Senior management can no longer afford to delegate the risk responsibility to 
individual business units. In 2010, 47 percent of the respondents of a Deloitte 
study of the energy industry confirmed that the board led risk management 
efforts.5

However, this study also demonstrated that while 95 percent of re-
spondents had a structured ERM framework set in place,6 not very many 
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companies offer ERM training for employees outside the board room, which 
indicates how ERM remains in the hands of board members and senior  
executives.7 As we have previously discussed, this may prove to be a barrier 
to full ERM integration.

The second effect of deregulation is the creation of full-fledged energy 
marketing and trading groups. These groups tend to be more active in the 
market, and thus more exposed to its risks and vagaries than their parent 
institutions. In many respects, they act like energy banks. A traditional bank 
or financial institution makes markets between buyers and sellers of finan-
cial products and risks; energy banks carry out similar functions, but with a 
focus on energy and related risks (such as the variability of the weather). In 
this regard, the value that these groups add is generated from the fact that 
they are making markets in energy-related exposures, managing a book of 
these risks, and hopefully making a spread which is, in turn, producing an 
adequate return based on the level of risk being taken.

Increased trading in volatile markets quickly led to an increased focus 
on risk management, just as it did in the financial markets. However, unlike 
financial services firms, where taking and managing risk was an essential 
part of the business’ value proposition for many years, most energy compa-
nies were not nearly as comfortable with the idea of managing market risk. 
One answer was to adapt popular tools from the financial services industry: 
Value-at-Risk (VaR),8 stress testing, and the use of limits to mitigate un-
wanted levels of risk.

Adapting VaR for energy companies is not a trivial task, however. The 
applicability of a VaR model to the energy industry is strongly affected by a 
number of factors unique to the energy industry; we’ll examine these below. 
Furthermore, VaR models are not universally applicable to all of an energy 
company’s market risk exposures, and are most useful to energy companies 
in the management of market making and trading activities.

VaR refers by definition to the potential loss in value of a position (or 
portfolio of positions) over a particular time frame (typically one day), 
based on a specific statistical confidence interval (usually 95 percent or  
99 percent). This provides an effective measure of the potential short-term 
loss associated with an energy company’s market-making activities.

However, energy companies, like other non-financial corporations, 
frequently hedge energy prices (as well as other types of market risk), 
to shield themselves from any impact on cash flow and earnings. VaR is 
of limited value when it comes to assessing these kinds of activities, and 
needs to be used in conjunction with other metrics, such as earnings at 
risk (EaR) and cash flow at risk (CFaR). For simplicity, in the rest of this 
chapter, we will use VaR to refer to the set of risk analytics used by an 
energy company.
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Nor is a VaR model developed for the financial services industry of 
much use to an energy company in its unadapted form, even when it comes 
to market-making activities. A VaR model for an energy company must rec-
ognize a number of market risk issues specific to the industry; risk sharing, 
optionality, basis risk, and price transparency. Let’s consider these in more 
detail.

rIsk ManageMent requIreMents

Thanks in part to deregulation, the volatility of energy prices can be sig-
nificantly higher than the volatility of financial prices, such as those related 
to interest rates, foreign exchange rates, and equity prices. Figure 17.1 
summarizes the findings of a 2013 CME Group study on financial, energy, 
and commodity price volatility from January 2010 to December 2012.  
The study clearly shows how price volatility is more turbulent in the energy 
markets than in the financial markets. Where U.S. Treasury bonds had a 
price volatility of 10 percent, and the S&P 500 had a price volatility of  
15 percent, natural gas and crude oil had striking volatilities of 41 percent 
and 27 percent, respectively.9

These price fluctuations pose a risk to energy companies from both the 
buy side and the sell side. An oil refining company, for example, faces mar-
ket risks from fluctuations in the price of the crude oil it buys, but also from 

FIgure 17.1 Annualized Price Volatility by Product/Instrument Type
Source: CME Group
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fluctuations in the price of the refined products that it sells. Its profit margin 
is basically the difference between these two prices (the crack spread, in the 
jargon), and is thus doubly subject to market risk.

Some of this market risk can be hedged away; the company might 
hedge its crude oil needs using futures contracts. However, this leaves it 
exposed to the basis risk that the oil specified by the futures contracts 
will not exactly match its needs—it might be delivered to the wrong 
location, or at the wrong time, for example, or be of a different chemical 
composition. Not only does this mean that the oil may not meet the com-
pany’s operational needs, it also means that the company’s position is not 
actually neutral.

The risks do not end there. For instance, the company might also face 
currency risk if the crude oil is obtained from foreign sources or its products 
are sold in foreign markets. It also faces the risk that its suppliers or custom-
ers will default on their obligations. As is so often the case, this credit risk is 
intimately intertwined with market risk. As market prices increase, so does 
the value of a supply agreement, along with the credit risk associated with 
any default on that agreement.

Unsurprisingly, defaults typically occur when market conditions are 
least favorable and, as such, when there is most stress on the system; the 
result can be a succession of failures. For example, summer 1998 saw 
an enormous spike in electricity prices in the mid-Western United States, 
with prices reaching hundreds of times their normal levels. Among those 
who could not cope was a company called Federal Energy Sales, which 
defaulted on its obligations to supply power to a number of other com-
panies. One of those, Power Company of America, was, in turn, forced to 
default on an estimated (and hotly disputed) $236 million of obligations 
to its own customers.

These price fluctuations can also be traced back to the structural inef-
ficiencies in the energy market. For example, consider the structure of the US 
power grid. In the early 2000s, the United States was wracked by a series of 
power outages that left millions in the dark; critics blamed faulty transmis-
sion systems and the “chaotic combination of regulated and unregulated 
markets.”10 Since the power grids of different areas within the United States 
are not connected in one cohesive system, it is currently not possible to 
resolve a power outage by transferring energy in from elsewhere. This also 
affects energy prices, with the result that there can be stark divergences 
across the country. The increase in competition caused by deregulation may 
further complicate matters, as rival companies may refuse to cooperate with 
each other.

Today, retail energy prices are at an all-time high, with customers pay-
ing more than 43 percent more than they did in 2002. And yet, the power 
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grid seems to be less reliable than ever before: 349 power outages occurred 
between 2005 and 2009, which represents a 134 percent increase from 
the period between 2000 and 2004. The Electric Power Research Institute 
projects an estimated cost of $476 billion spread over 20 years for the de-
velopment of a “nationwide smart grid”—though in the long run it would 
pay off and potentially save the economy trillions of dollars, we are unfor-
tunately not likely to see the start of that industrious project anytime soon 
in light of today’s still dismal economy.11

price and Volume risks

Business risks in energy companies take the form of pricing pressures and 
volume risks. Different sets of risk exposures exist at different points along 
the value chain, and so a given company’s portfolio of risks will reflect both 
its sector (oil, gas, or electricity, for example) and its role in that sector 
(whether it is a generator, refiner, or distributor). For example, an upstream 
oil company involved in exploration and production will have materially 
different risks than a downstream oil company involved in refining and dis-
tribution. Both will be materially different than gas companies that convert 
oil inputs into wholesale and retail gas products.

As discussed above, energy prices are extremely volatile. Pricing pres-
sures can occur when deregulation changes the competitive environment. 
Managers at natural gas companies and electric utilities have been faced 
with the prospect of declining prices as industry deregulation continues; 
they must now compete for customers and capital without the protection of 
the government. Moreover, energy companies have been forced to manage 
their volume risks, as market competition makes long-term contracts less 
prevalent.

To ensure the future viability of their operations in the changing com-
petitive environment, energy companies must increasingly broaden the 
scope of enterprise-wide risk management to encompass all types of risks 
in their business and trading activities. Many industry analysts have pre-
dicted that the next two decades will be a time of unusual pressure for 
change, in terms of both environmental and economic reasons, in which 
companies will be driven to compete for survival and dominance in a new 
energy system.

event and Weather risks

Event risk losses for energy companies include extreme weather, litigation, 
equipment failures such as oil spills or well failures, or losses incurred by 
violations of company policies, that is, rogue speculative trading.
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Lawsuits have become an increasing concern for energy companies 
over the last 20 years, particularly due to the rise in activism of environ-
mental lobbies. For example, after the Exxon Valdez oil spill in 1989, Exxon 
agreed to pay approximately $1.15 billion to settle the civil and criminal 
cases against it, and to cover the cost of the lost oil and the ensuing cleanup. 
Similarly, the London-based BP oil company was fined $4.5 billion by the 
U.S. Department of Justice as a result of the Deepwater Horizon spill in 
2010.12

One type of risk that is particularly relevant to energy companies is 
weather risk. Weather risk can impact a company by affecting credit, market, 
or operational risk exposures. For example, a severe heat wave can cause 
electric power shortages in certain markets. In this situation, it is possible 
that a counterparty might default on contracted electricity if the shortage is 
severe enough, as in the case of Power of America discussed earlier. That was 
an instance where a weather event directly caused a counterparty default.

Weather storms, such as Hurricanes Irene and Sandy (from the years 
2011 and 2012, respectively), can severely mangle the energy industries by 
causing significant infrastructure damage. According to the U.S. Department 
of Commerce, 30 percent of the U.S. gross domestic product is directly or in-
directly affected by the weather.13 For example, Hurricane Sandy disrupted 
telecommunication in the Northeastern states, which caused many individu-
als to lose coverage and power. Hurricane Sandy also caused a steep dip in 
employment, with an estimated 20,000 jobs lost. As such, it is highly im-
portant for ERM programs to take into consideration the effects of weather 
disruption on the energy supply chain.

The year 2011 also brought an almost incomparable wave of other ex-
treme weather conditions to the United States: the south was parched by 
droughts, while the north and the east drowned in torrential storms and 
floods. The U.S. economy was swamped by an overall loss of more than 
$148 billion as a result of the 2011 natural disasters.14 While companies 
across the board were adversely affected by the harsh weather, those in the 
energy industries were dealt particularly hard blows. For example, Con-
stellation Energy, a Texan electric power company, saw “reduced quarterly 
earnings of about $0.16 per share due to the record-setting 2011 heat wave” 
in its own home state.15

The electric power and oil and gas industries are particularly suscep-
tible to damage by extreme weather. Not only can extreme weather dam-
age infrastructure, and so hinder production, it also poses serious threats 
to employees. In 2005, because of two successive hurricanes (Katrina and 
Rita), electric power production company Entergy was forced to commit 
$1.5 billion to “coordinate and maintain more than 23,000 workers and 
relocate its New Orleans headquarters.”16
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In a study conducted in 2012, Calvert Investments recommended that 
electric companies consider the following factors—among others—when 
handling or planning for extreme weather conditions:

 ■ Systems and processes: How does the assessment of weather conditions 
fit into the overall production or management framework of the company? 
What roles do management executives and board members play in this 
process?

 ■ Extreme weather events: It would be prudent to consider the history of 
the company’s reaction to extreme weather conditions; what was the  
effect on “generating capacity, production, transmission, and distribution?” 
How was the company impacted financially?

 ■ Generating capacity: Putting extreme weather conditions like hurricanes 
and droughts aside, energy companies should also evaluate their per-
formance under different variables such as temperature and humidity. 
What are their effects on the efficiency and performance of company 
equipment?

 ■ Demand: Companies should take the time to analyze and understand 
patterns in the demand for their product. For instance, is it affected by 
temperature? Is it seasonal?

 ■ Stakeholders and communities: In addition to measuring the direct impact 
of extreme weather conditions on the company, energy firms should also 
consider indirect impacts through stakeholders and communities. Note 
that stakeholders and communities can also be unexpected resources 
in times of need—which makes it even more important to maintain 
healthy relationships with them.17

Oil companies may be even more vulnerable to weather conditions, because 
they often operate in locations that are already off the beaten path—like in 
deep water or the Arctic Ocean.18 Such areas experience extreme weather con-
ditions often, which makes risk management of paramount importance for oil 
companies. For example, in 2011, the Mississippi River flooded its banks, forc-
ing Rex Energy to “reduce its expected quarter two daily production by about 
245 barrels per day for 60 days.”19 From a more long-term perspective, rising 
temperatures in Alaska have also hampered the oil and gas industries because 
the melting ice shortens exploration time and affects important infrastructure.

In addition to the factors that electric companies should address, oil 
and gas companies should also review the issue of what Calvert Investment 
deems “geopolitical risk.”20 While oil companies can be harmed by the natu-
ral world, the opposite is certainly true as well, and oil companies, among 
other energy industry participants, should be especially aware of their effect 
on the environment.
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There are several ways that energy companies can benefit from using an 
enterprise risk management approach. Each energy company can set limits 
as to the amount of risk it can tolerate, measure its exposure to each risk 
type, and then hold sufficient capital to cover its risks at the appropriate 
level. Most energy companies face several if not all of the risks outlined 
above. An enterprise approach can comprehensively address all of the risks 
and their interdependencies in an energy company.

risk sharing

Settlement in the energy markets will often involve an exchange of both 
cash and the physical underlying commodity, something that is becoming 
increasingly uncommon in the financial markets. In some instances, these 
physical positions are very straightforward, which means that they are 
exclusively associated with the exchange of the physical commodity on 
some pre-arranged terms—for example, a contract to physically deliver 
the commodity at an agreed future date and price. In many instances, how-
ever, some of the portfolio of exposures may be embedded in an agreement 
between the energy producer or intermediary and their customers or sup-
pliers. Such clauses must be quantified and factored into the overall VaR 
calculation.

Given that the energy industry is still at least partly regulated (and likely 
to remain so for some considerable time in many places), there are likely to 
be regulatory limits on the risks that companies can take in search of returns. 
There are also likely to be limits on the extent to which their customers can, 
in turn, be exposed to those risks. In some regulatory environments, a com-
pany may only be able to pass along a portion of any cost increase when 
acquiring energy supplies, and may need to pass along a portion of any 
savings resulting from their hedging strategy. These must also be quantified 
and incorporated into the VaR model.

Even if the industry does become fully deregulated, VaR models will 
still need to account for such limits—albeit imposed by industry prac-
tices in place of a regulator. For example, a company that passes on more 
risk to its customers (through price adjustments) than the industry aver-
age will likely lose customers. The first step in developing a VaR model 
that accurately reflects these structural elements is the assessment of the 
regulatory (or market) environment that affects a particular company’s 
activities. These should then be built into the model in the form of as-
sumptions, which accurately identify risk ownership, or the ability to 
pass the costs or profits of the commodity business with the ultimate 
consumers.
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Optionality

Most energy suppliers implicitly offer some optionality in the amount of 
energy they provide to consumers (whether retail or commercial). They may 
also have complementary options to increase the supply of energy when 
market conditions are right. These two sets of optionality—of demand and 
supply, respectively—have value that must be included in the VaR calculation.

Individual consumers usually have the option to use more or less power 
over a given time period than the historical average. A number of factors 
will affect the exercise of this option, one of the most important being the 
weather. For example, an unusually warm summer may increase demand for 
air conditioning, and, as such, electricity, while an unusually warm winter 
may reduce the demand for gas for heating systems. The power consump-
tion of large manufacturing companies, on the other hand, may be more 
reflective of the macroeconomic environment and demand for their goods.

This option has some value, which the supplier needs to consider in its 
pricing. In other words, the potential distribution of demand must be fac-
tored into the overall VaR framework to provide insight into an oft-ignored 
element of risk. The approach taken typically includes two steps:

 1. Build a mathematical model for the demand as a function of various 
likely factors. The underlying relationship can be derived from historical 
data, though care must be taken in choosing a time period, geographical 
area, and customer breakdown that is a reasonable match for the current 
situation. This may require the company to build a number of models 
for different areas and customer segments.

 2. The various forecasting models can then be used to create a distribution 
of potential usage. This distribution can be used in combination with 
the correlations of prices to determine potential shortfalls in generation 
capacity and/or pricing.

A company that possesses either power-generation capacity or some 
form of generation and/or storage capacity for the basic energy commodity 
(say, natural gas) is holding a physical position with inherent optionality.  
As with any option, this position has structural value, which can be assessed 
in terms of the factors generally considered in option pricing—strike price, 
volatility, time to maturity, and so on.

In the case of physical assets, the greatest difficulty arises in deter-
mining the strike price and time to maturity. Typically, the strike price is 
a function of the variable costs associated with producing power, and/or 
of obtaining the energy commodity from a production or storage facility. 
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For example, consider a company that owns both a power plant fueled by 
natural gas and a source of natural gas. The spread between the price of 
power and the price of natural gas would have to reach a certain level (the 
strike price) before the company would find it worthwhile to exercise its 
option to produce power from the natural gas, rather than simply selling 
the gas off in the spot market. The strike price will be determined by the 
cost of obtaining the natural gas, as well as the efficiency with which the 
plant turns it into power.

If the company owned several power plants or sources of natural gas, it 
might own a number of options corresponding to different combinations of 
plants and sources—each of these options would have to be priced individu-
ally. Furthermore, each generation asset would need to be modeled individu-
ally in order to accurately reflect potential risks. Operating characteristics 
that must be considered include the type of fuel, historical reliability (includ-
ing both forced and scheduled outages), total operating costs, heat rates, and 
the marginal production and distribution costs discussed previously. These 
characteristics should be used to produce a distribution of the available ca-
pacity versus the total capacity for each period (e.g., hour, day, etc.), over 
a predefined forecast horizon. The results of this simulation will determine 
total capacity, as well as excess available for sale, for example, total capacity 
net of service load or obligated sales.

Basis risk

In the financial markets, a security traded in one geographic market can 
easily be arbitraged with a similar security in another geographical mar-
ket, thus eliminating pricing discrepancies. In contrast, commodities like 
natural gas and power cannot be arbitraged across locations so easily—for 
most practical purposes, a store of natural gas on the west coast of the 
United States is not the same thing as a store of natural gas on the east 
coast. Prices for the same commodity in different areas can diverge under 
the influence of local factors. Under these conditions, an organization that 
needs the commodity in one area is exposed to basis risk if it has to find 
it elsewhere.

Basis risk can be a function of several independent factors, all of which 
must be incorporated into VaR models. It tends to be a major consideration 
in markets where physical transportation of energy is not feasible; for 
example, in electric power, where electricity produced in the western United 
States cannot readily be transmitted into the eastern power grid, as we dis-
cussed earlier. Where physical transportation is possible, basis risk arises 
if an organization does not own the rights to use that transportation at a 
convenient time or fixed price.
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Another important factor of basis risk is regional variation in weather, 
regulatory framework, or market environment. For example, many natural 
gas producers hedge their physical stocks of the gas (their natural long posi-
tions) by selling natural gas futures (acquiring short positions), in the hope 
that a loss in either position will be offset by gains in the other.

This strategy went badly awry in the first quarter of 1996, however. At 
that time, the only futures contracts available were listed at the New York 
Mercantile Exchange and stipulated that the gas was to be delivered at the 
Henry Hub, which serves the Northeast—this area was particularly affected 
by an exceptionally cold snap that resulted in extremely volatile prices for 
natural gas. Prices rose at the Henry Hub even as prices remained relatively 
flat in the remainder regional gas markets in the United States. The result 
was that natural gas producers suffered large losses on their futures posi-
tions that were not offset by corresponding gains on their national physical 
positions.

Many of the affected producers did have risk management policies and 
procedures in place, some of them quite well regarded. Still, their exposure 
to the weather-related basis risk between their long (physical) and short 
(futures) positions led them to suffer losses.

price transparency

One significant issue in many physical energy markets is the lack of reliable 
pricing information. In this case, a proxy needs to be found in the form of 
a similar market where pricing information is more readily available and 
whose long-term correlation to the target market is well known. VaR can 
then be approximated, though it becomes critical that stress-testing be car-
ried out efficiently, since the correlations on which the model is based fre-
quently break down during stressed market conditions.

Prices within commodity markets also tend to move differently than 
prices in capital markets, such as foreign exchange or interest rates. For 
example, a VaR model for energy commodities like power or natural gas 
should, in principle, account for the characteristics observed within the price 
movements of power and natural gas: price jumps, continuous price or dif-
fusion, and mean reversion. These characteristics need to be modeled to 
determine the various paths of potential price movements and their range. 
In practice, these characteristics do not require a substantially different 
treatment from those in the financial markets.

A more significant difference involves the weighting of historical in-
formation. It is widely accepted that future volatility is best predicted on 
the basis of an exponentially weighted average of historical volatilities, 
since it gives more credence to recent observations than past ones, and thus 
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captures recent trends better than a simple average over the same period. It 
is therefore important that the weight and time period concerned reflect the 
characteristic trends of price movements, which tend to be shorter and more 
seasonal in the energy market than in the financial markets.

For example, analysis of recent price movements indicated that an opti-
mal weighting factor for foreign exchange and interest rates would result in 
99 percent of the volatility calculation being based on the past 151 days of 
historical observations, whereas it would be based on the past 42 days for 
natural gas markets and 23 days for power markets.

a LOOk tO the Future

In the longer-term, the most important issue facing energy companies 
may be the move toward new technologies and alternative energy sources, 
which are motivated by both environmental factors and the possibility 
of resource shortages. In 1997, petroleum was the most important of the 
various energy sources available, accounting for almost 40 percent of to-
tal energy production. Coal and natural gas followed, with 24.2 percent 
and 22.1 percent, respectively, while other sources (geothermal and 
nuclear power, for example) between them accounted for the remaining  
14 percent or so.

This has changed significantly over the years. While coal remains impor-
tant, the fastest growth is in the natural gas sector, driven by environmental 
considerations and technological advance. It looks increasingly likely that 
gasoline will gradually give way to natural gas and electrical power for 
smaller machines (most obviously, cars) while alternative energy sources 
such as biomass, wind, geothermal power, hydropower, solar, and nuclear 
will account for an increasingly large chunk of energy production. For in-
stance, consider the fact that in 2012, coal accounted for about 37 percent 
of electricity production, compared to 49 percent in 2007. Conversely, our 
dependence on producing electricity with natural gas has risen swiftly, from 
22 percent to 30 percent in the past five years.

Recent advances in technology have opened up a new energy frontier in 
the form of extracting shale gas through hydraulic fracturing—colloquially 
known as fracking. In the year 2000, shale gas only took up 1 percent of U.S. 
gas supplies, but by 2011, that number had grown to 25 percent.

So far, the rise of shale gas has worked wonders for energy prices, caus-
ing an oil and gas boom that has made—and continues to make—profound 
changes in the U.S. energy industry. For example, a decade ago, price levels 
were stagnating around $15 per million British thermal units, but today 
prices have been pushed all the way down to an all-time low of $4. If shale 
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gas production continues to expand as it has over the past decade, this pat-
tern of extremely low gas prices is likely to persist, which is great news 
for consumers; this even translates to lower power prices, since shale gas 
produces electricity more efficiently than coal. In the late 2000s, fracking 
also helped to create more than 72,000 new jobs in the United States,21 
and has also brought carbon emissions to the lowest they have been since 
1992.22 Since renewable energy sources are still far from being capable of 
satisfying the enormous energy appetite of the United States, shale gas frack-
ing seems to be an attractive solution.

Still, there some roadblocks to shale gas fracking that might turn what 
seems to be a miracle into a Pandora’s box; there remains substantial ambi-
guity with regard to fracking’s political stability. The ongoing debate about 
whether or not to regulate fracking is still heated, which may cause tensions 
within the shale gas markets that are similar to the market disturbances 
brought about by deregulation in the late 1990s.

While fracking gas is physically efficient and cheap, according to Jody 
Freeman, Harvard Law School professor and previous White House en-
ergy and climate change counselor, the environmental impact of fracking 
is far too great for states to monitor on their own. For example, fracking 
“produces significant amounts of air pollution and methane,” and also 
“requires vast amounts of water, which can reduce regional supplies.” She 
argues that because fracking affects the nation, the nation must set “fed-
eral minimum standards to guarantee that no state falls below a reason-
able level of care.”23

Professor Freeman also asserts that federal regulation would help to 
soothe public worries about shale gas. An ongoing poll conducted by the 
Wall Street Journal reveals that, as of June 3, 2013, almost a quarter of re-
spondents do not support fracking at all—with or without government reg-
ulation.24 Integrating what is currently an extremely haphazard and eclectic 
system of different agencies trying to work separately on regulation into 
an umbrella, national system would help to boost public confidence in the 
entire process of shale gas fracking. However, David Spence, a professor at 
the University of Texas, strongly disagrees, and instead maintains that since 
states are likely to be more familiar with the unique risks posed by fracking 
to themselves, they should be left to their own devices. He says, “States gain 
the most from added jobs and tax revenue; they face the truck traffic, noise, 
pollution risks, and rapid industrial growth.”25 He argues that the cross-
state impact of the potential environmental risks of fracking are minimal, 
and that states are well-equipped to handle them. Government intervention 
would only be necessary in instances of emergencies. He points to the fact 
that “few, if any industries are overseen by a single federal agency,” as a 
historical precedent that works against federal regulation.26
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The low cost of gas today is also having an adverse effect on renew-
able energy efforts across the nation. Since renewable energy has never been 
quite as competitive as its less-clean rivals, the federal government has had 
to offer many incentives for private companies to continue to invest in de-
veloping renewable energy. The incomparable price advantages of shale gas 
have turned companies away from renewable energy, though, despite heavy 
government support. Internal Energy Agency (IEA) chief economist Faith 
Birol says that “renewable energy may be the victim of cheap gas prices if 
governments do not stick to their renewable support schemes.”27

A study conducted by Massachusetts Institute of Technology demon-
strates that the explosion of shale gas onto the energy scene will cause 
green house gas levels to rise by 13 percent by the year 2050, while 
simultaneously shifting resources away from renewable energy. MIT 
economist Henry Jacoby worries that while shale gas has many short-
term benefits, “it is so attractive that it threatens other energy sources 
we ultimately will need.”28 The study reveals that the growth of shale gas 
production can potentially delay research on carbon capture and stor-
age (CCS) which is a method of storing carbon gases underground, by 
around 20 years.

Jacoby also points out a fundamental weakness of shale gas produc-
tion; because it is still a relatively new field of technology, there is a lot 
of inherent risk that we lack sufficient knowledge about. While it is true 
that shale gas has brought enormous benefits to the U.S. economy by 
slashing gas prices, it could be the case that we have yet to run into any 
major problems that would prove shale gas to be anything other than a 
much-needed miracle. Since there remains a lot of ambiguity as to the 
future of shale gas, there is also a lot of uncertainty as to how this period 
of enormous energy growth in the United States will ultimately play out 
in the long run.

Still, further improvements in oil-extraction techniques will likely con-
tinue to increase U.S. production of energy and independence from foreign 
oil sources in the future. The way companies handle this transition may 
result in a drastic shift in market share as some of the most successful com-
panies are supplanted by up-and-comers who make the transition more 
smoothly. Given the importance of environmental issues in driving the tran-
sition process, reputational risk may prove a key issue.

Already, BP, one of the world’s largest energy companies, has re-branded 
itself as “beyond petroleum.” Energy companies that do not prove able to 
evolve fast enough may end up as extinct as the prehistoric life that makes 
up the fossil fuels they rely upon.

■ ■ ■
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LessOns Learned FrOM enrOn

No chapter on energy risk management is complete without a few words 
about Enron. There are three lessons that are evident: keep your eye on the 
cash; manage all, not just some of your risks; and get auditors back to basics.

keep your eye on the Cash

Prior to the restatements of its accounts, Enron reported $3.3 billion in net 
income over the five years ending 2000. Over the same period, it reported 
only $114 million of total cash generated—a mere 3 percent of reported 
income. A long time delay between reported earnings and actual cash flows 
should be a warning indicator for any company. This is especially true in fi-
nancial markets and derivative businesses, where paper profits are prevalent 
and expected future cash flows are often counted as current revenue. If the 
gap cannot be closed, the company is liable to implode, as at Barings and 
Kidder, where reported profits were never reconciled with the cash positions 
of the firms. To quote one analyst: “Cash is king. Accounting is opinion.” 
The lesson here is to focus on the cash.

Manage all of your risks

Ironically, Enron had a chief risk officer, who reportedly oversaw a 
150-person staff, a $30 million annual budget, and a suite of market and 
credit risk controls that were widely believed to be state of the art. However, 
it was not a credit or market bet that bankrupted Enron. It was opera-
tional risk, in the form of basic failures in governance and accounting con-
trols. There are uncanny parallels between Enron’s rise and fall and those 
of Bankers Trust. Both companies were labeled masters of risk management 
in their respective industries; both ultimately met untimely ends due to soft 
operational risks associated with people and culture. (In the case of Bankers 
Trust, bad sales practices and mismanagement of client accounts broke the 
company’s franchise as a sophisticated trading house.) Ironically, Enron’s 
CRO, Rick Buy, was previously a Bankers Trust executive before joining 
Enron in 1994. The lesson here is that companies must manage all of their 
risks on an integrated basis, and not just the obvious ones.

get auditors Back to Basics

Auditors should, by no means, get the full blame for the Enron disaster. 
However, the profession has lost sight of one of its key roles, which is to 
ensure that books and records are accurate. I can’t remember the last time 
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I met an auditor who told me that his or her main focus is to maintain the 
accuracy of books and records, though I meet hundreds of auditors each 
year who describe their roles as evaluating the effectiveness of controls 
and processes, helping business units perform self assessments, or pro-
viding operational risk consulting. Some of them also fail to recognize 
that the term internal audit outsourcing is an oxymoron. Who, when all 
is said and done, is minding the books? The lesson here is that the audit 
function should return to one of its basic and most valuable functions: 
to provide an independent assessment of the accuracy of a firm’s books 
and records.

By the time the saga comes to its end, the financial losses and business 
repercussions of the Enron debacle could easily eclipse those of five other 
notorious corporate disasters—Barings, Kidder, Bankers Trust, Orange 
County, and Long-Term Capital Management, say. Those who wish to be 
wise, not foolish, in risk management should take this opportunity to learn 
for free what Enron and its stakeholders have learned at a very high cost 
indeed.

LessOns Learned FrOM the Bp OIL spILL

On April 20, 2010, in what would become known as the Deepwater Horizon 
blowout, a pipe in an oilrig owned by energy giant BP exploded, killing  
11 employees and spilling 1,000 barrels of gas daily into the surrounding 
Gulf of Mexico. Was this a freak accident, or had BP deliberately taken 
on risks that would cause and culminate in this tragic event? A series of 
Wall Street Journal studies demonstrates that BP could be held heavily 
accountable for the incident, in terms of both the decisions it made during 
the building process of the oil rig, and during the aftermath of containing 
the disaster.

As the Wall Street Journal asserts, “BP made choices over the course of 
the project that rendered this well more vulnerable to blowout.”29 Among 
the key factors that pushed the rig to collapse, the Wall Street Journal 
underlines bypassing testing procedures as among the most crucial. BP 
was extremely pressed for time, because it was behind schedule—and 
every additional day lost cost the company around $1 million. In an  
effort to catch up, BP skipped quality tests on the cement surrounding 
the pipe. Tests conducted after the spill revealed that there were serious 
problems in this area, which certainly contributed to the pipe’s eventual 
bursting.

Furthermore, BP also decided to decrease the amount of time spent on 
applying the special drilling fluid—colloquially known as mud—to the pipe, 
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which would have helped to detect areas of potential breakage. While stan-
dard industry practice mandated a testing period of 6 to 12 hours, BP ran the 
test for just 30 minutes. There were also fundamental problems with the de-
sign of the rig itself. For example, instead of the industry standard of having 
two pipes—one inside the other—which would help prevent spillages, BP 
opted for a single pipe.

These poor building decisions may have occurred because of careless 
management. Robert Kaluza, the on-site manager who was overseeing 
these tests, was new to the job and did not have any experience with deep 
water drilling. While it is definitely prudent to train employees through 
on-the-job experience, it was less advisable of BP to leave a new manager 
to his own devices on such an important matter. More alarmingly, it ap-
pears that the theme of negligence had spread even further up the hierar-
chy, all the way to the U.S. Interior Department’s Management Service, 
which apparently approved many of these shaky decisions because of its 
close ties to BP.

Without strong leadership, quality management slipped to the backs 
of the employees’ minds, as the workforce began to think only of meeting 
looming deadlines. Indeed, in the wake of the spill, investigators found that 
a BP engineer had deleted 300 text messages evidencing that BP knew the 
oil flow rate was three times higher than they initially thought. As such, 
BP was aware of the likelihood of a spill, and yet still decided to skimp on 
safety measures.

This pattern of poor management was exemplified during the actual 
pipe explosion. Right after the initial explosion, there was chaos and confu-
sion with respect to the chain of command: Kaluza, the commanding officer 
of the oil rig, was apparently “huddled on the bridge.”30 The situation was 
made even more difficult by the oil rig’s overly complex safety procedures, 
which mandated that attempts to contain spillages had to be approved by 
two senior officers, both of whom were nowhere to be found when the ex-
plosions happened.

While BP’s clumsy reaction to the explosion is certainly condemning, 
the overwhelming question remains: how did BP miss the early indicators 
of such a large failing in the rig? As a leader in the energy industry, BP 
uses state-of-the-art technology to perform its daily activities. However, as 
the Wall Street Journal notes, this technology “relies on the judgment and 
instinct of men,” which introduces inherent, unavoidable weaknesses—or 
operational risks—into the system.31

It is also important to note that this is not the first time that BP has suf-
fered the consequences of faulty workmanship. In 2006, there was an analo-
gous incident in Alaska, but instead of learning from its mistakes there, BP 
continued to take on excessive risk by emphasizing cost cuts over quality.  
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In order to avoid future, similar disasters, BP should try to adopt a Bayesian 
perspective of risk management and integrate Decision Quality improve-
ments into its ERM framework.32 Under the Bayesian model, available data 
and expert judgment are combined to rigorously assess the risks involved in 
strategic and operational settings. A great contributor to the oil spill of 2010 
was improper mitigation of operational risk; the Bayesian model will help 
to mitigate and monitor such risky behavior in the future.
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Chapter 18
Non-Financial Corporations

as the twenty-first century begins, corporations from a range of industries 
and from around the world face unprecedented opportunities and risks. 

Globalization, technological advance, changing market structures, industry 
consolidation, intense competition, and outsourcing and re-engineering: 
combined with the stock market’s increasing proclivity for earnings stability, 
these trends have placed new importance on the role of risk management.

Whereas financial institutions have long recognized risk management as 
a core competence in their business, non-financial corporations are beginning 
to realize that risk management tools can help them improve their financial 
performance beyond the traditional applications in hedging currency, inter-
est rate exposures, or buying corporate insurance. Leading corporations are 
turning to enterprise risk management as a means of enhancing shareholder 
value, ensuring financial stability, and facilitating the achievement of strate-
gic and corporate objectives.

In this chapter, we will examine the major changes affecting corpora-
tions from a wide range of sectors, such as consumer products, durable 
goods, high technology, pharmaceuticals, chemicals, and agriculture.

risk MaNageMeNt requireMeNts

A negative risk event incurs significant costs for a corporation. In addition 
to financial loss, it can damage a company’s brand and customer relation-
ships, as well as its reputation in the industry. It can also represent a strategic 
setback in terms of lost momentum for new businesses and products, since 
management time and attention is diverted to fixing the crisis.

However, while a company may die a quick death if it does not manage its 
critical risks, it will certainly die a slow death if it does not take enough risks. It 
will lose its customers if competitors introduce better service, or its competitive 
advantage will decline if it does not take sufficient research and development 
(R&D) risks and other corporations launch more innovative products.
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Thus, as with financial institutions, the objective for enterprise risk 
management at non-financial corporations should be to optimize the 
company’s risk profile by controlling undesirable risks and taking desir-
able risks. In this chapter, we’ll examine the major risks faced by most 
corporations.

Credit risks

Most corporations face some form of credit risk. The most common is the 
risk of customers defaulting on their obligations. Whether the business is 
a small tailor or a major car manufacturer, there is always some risk that 
customers will not pay in full or on time, unless payment in full is always 
received before services are rendered. This may be no more than a nuisance 
if the business rarely experiences significant credit losses, but it can jeopar-
dize the success of the corporation if it gets out of hand.

Another credit risk that corporations face is counterparty risk—the fail-
ure of a counterparty to perform under the terms of a financial transaction, 
including trade finance and derivative transactions. A non-financial form of 
counterparty risk is the failure of a strategic partner or vendor to provide 
critical operations and services because of credit problems. For example, a 
company that uses vendors to provide critical services such as technology or 
order fulfillment is faced with the risk of disruptions and serious business 
problems if the vendors fail to perform because they are bankrupt.

Since the implications of credit losses for corporations can be wide-
ranging, it is essential that executives have a clear sense of their overall credit 
risk, and what, if anything, should be done differently. Which accounts are 
questionable? How much do these questionable accounts amount to? Can 
corporate policy be changed to reduce credit risk without losing customers? 
Do we have an allowance for questionable accounts, and, if so, is it sufficient? 
Do we have a system in place to review accounts receivable regularly and 
assess their status? Are our business partners reliable? What is our back-up 
plan if they do not perform? Do our legal contracts protect us somewhat 
from credit loss? Regularly reflecting on questions such as these can help 
any corporation keep their credit risk exposure to an acceptable level, while 
not jeopardizing the growth and success of the company.

Market risks and hedging

Market risk involves any risk of loss due to market price fluctuations. Changes 
in market variables such as interest rates, foreign exchange rates, equity prices, 
commodity prices, and real estate prices can impact a corporation’s financial 
positions in three ways.
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First, the company has transaction exposures that represent the direct 
impact of changes in market variables on its revenues and expenses. Second, 
it is faced with economic exposure with regard to how such changes af-
fect its competitive position, as well as buyer and supplier behavior. Finally, 
the company may have translation exposures when it converts the financial 
statements of foreign operations to its home currency.

These three types of exposure are frequently inter-connected, with a 
change in the level of one kind of exposure leading to a change in the level 
of some other kind. For example, a U.S.-based car company might make 
cars in the United States but sell them in Japan. The company would there-
fore face the following risks if the U.S. dollar strengthened relative to the 
Japanese Yen:

 1. The revenues from sales in Japan will represent fewer U.S. dollars and 
thus the net profitability of Japanese sales will be reduced (transaction 
exposure);

 2. The U.S. car company might be forced to raise prices in Japan, thus 
losing customers and market share to other car companies (economic 
exposure);

 3. The financial statements of the company’s Japan subsidiary will be 
translated into fewer U.S. dollars when the parent company consoli-
dates its financial statements (translation exposure)

stock price risk

One major market risk—and one that is not often considered as such—is 
that publicly listed companies can be very exposed to fluctuations in their 
own stock prices. When investors favor specific sectors, a company’s stock 
price can soar, resulting in a higher market value for that company. This 
higher stock price acts as a stronger currency that the company can use in 
pursuing strategic initiatives such as business development and mergers and 
acquisitions.

By contrast, even a company with the strongest fundamentals can be 
at risk from significant devaluations in stock prices when investors are 
spooked. A reduction in stock price can limit a company’s capital-raising 
opportunities as well as leaving it vulnerable to a hostile takeover. A clear 
and recent example of this type of stock price risk is the Internet crash of 
2000, where the market meltdown for Internet stock prices and subsequent 
withdrawal of venture capital funding forced many dot-coms into bank-
ruptcy and the rest to rethink their business plans.

Traditional brick-and-mortar companies are not exempt. In the current 
market environment, any negative surprises in corporate earnings can lead 
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to dramatic declines in stock price. For example, in March 2000, Procter & 
Gamble announced that it expected first quarter earnings to come in 11 per-
cent lower than earnings for the same period a year earlier, sending its stock 
price tumbling 30 percent in one day. By the end of that week, the stock had 
lost 40 percent of its value and Procter & Gamble had lost $4.3 billion in 
market capitalization.

investment risks

More conventional market risks affect companies that hold investment 
portfolios. Most firms hold a significant portion of their available cash in 
fixed-income securities, a practice that exposes the firm to rising interest 
rates, particularly if the company has short-term liabilities and long-term  
assets. Furthermore, many firms take equity stakes in other companies, either 
in their investment portfolios or venture funds, and are therefore affected 
by the changes in stock prices. Finally, some firms with defined-benefit pen-
sion plans face market risk in the form of pension liability. If their pension 
funds are invested unwisely, a company may face a risk of being required 
to pay out more in pension liabilities than it holds in pension funds. This is 
becoming less and less of an issue as more and more firms turn to defined 
contribution plans, in large part to avoid this issue.

hedging risks

In addition to price fluctuations in the financial markets, companies are 
faced with uncertainties relative to their input and output prices. For exam-
ple, as discussed in the previous chapter energy firms are faced with price 
volatility in the oil, gas, and electricity markets. Agricultural firms are af-
fected by commodity prices. Technology firms are not only affected by the 
volatile prices of computer chips, but also by the costs of bandwidth for 
transporting data. Hedging is often used to offset some of a company’s ex-
posure to market risk, by allowing the hedger to benefit from adverse fluc-
tuations in foreign exchange rates, for example.

Some hedging strategies, however, can be quite risky and can actually 
increase a company’s exposure to market risk. For example, in April 1994, 
Gibson Greetings announced that it had lost $20 million on trading in de-
rivatives for hedging purposes. Thinking that it understood the derivatives 
proposed to it by its banker, Bankers Trust, Gibson entered into derivatives 
contracts that bet on the movements of interest rates and financial indexes, 
but quickly found that it had bet the wrong way. Bankers Trust was ulti-
mately found responsible for misleading Gibson Greetings and charged a 
$10 million fine. Gibson, meanwhile, had lost 40 percent of its share value 
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in less than four months—it was three and a half years before its stock re-
gained its value of early April 1994.

In response to the high-profile derivatives losses and public outcry for 
improved transparency, the Financial Accounting Standards Board issued a 
standard, FAS 133, for accounting and reporting derivatives transactions. 
Many corporations claimed that this standard exposed them to significant 
earnings volatility by requiring them to reflect changes in the market value 
of derivative instruments in their income statements and balance sheets. 
Given these concerns, they requested that FASB amend the standard. While 
FASB partially met that request, and issued an amendment to FAS 133, the 
implementation of the new standard still poses a number of operational 
headaches for companies that they will have to contend with in the near 
future.1

secondary risks

In addition to these primary exposures to market prices, companies are also 
exposed to secondary price drivers. For example, temperatures can signifi-
cantly affect a utility’s revenues, while snowfall can affect the revenues for an 
airport. These secondary exposures are not strictly market risks, but share 
many similar characteristics, and market makers in the financial and insur-
ance markets are fast developing new and innovative hedging products, as 
discussed in Chapter 9, to help companies cope with these price uncertainties. 
Beyond financial and commodity derivatives, these risk transfer products 
offer protection against price uncertainties with respect to bandwidth, tem-
perature, and yes, even snowfall.

Operational and insurable risks

As outlined in an earlier chapter of this book, operational risk encompasses 
virtually any risk that is not a market or credit risk, and stems, broadly 
speaking, from potential loss due to a failure in people, processes, or 
technology. Operational risk is rapidly gaining acceptance as a critical risk 
because failures stemming from operational problems can be enormously 
damaging. As a result, operational risk management has been the subject 
of significant attention from risk managers, regulators, and the press as a 
critical challenge for all companies. Non-financial corporations face many 
forms of operational risk:

 ■ Product liability resulting from defective products
 ■ Failed mergers and acquisitions
 ■ R&D underperformance risk
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 ■ Reliance on faulty financial models
 ■ Changes in tax laws and regulations

Additionally, operational risk encompasses organizational and technol-
ogy risks. Organizational risks include shortages in management talent and 
skilled labor, negative PR, or improper employee behavior due to poor hir-
ing practices and/or adverse corporate culture and incentives. Technology 
risks include systems outages from older systems or untested applications, 
inadequate or faulty data, and information security breaches.

Catastrophic Failures

Examples of operational risk management failures, and their potentially 
catastrophic consequences, abound. One of the best-known examples is 
the 1984 chemical leak from a Union Carbide plant in Bhopal, India. In 
December 1984, a Union Carbide pesticide plant in Bhopal, India, was the site 
of what was then called the “world’s worst industrial accident” in history.2 
A tank in the plant leaked five tons of poisonous methyl isocyanate gas 
into the air, killing more than 3,000 people and injuring tens of thousands. 
The Indian government successfully sued Union Carbide for $470 million in 
1989, and criminal proceedings are still outstanding.

Another very high-profile example of an operational failure occurred 
when, in 1989, the cargo tanks of Exxon’s oil tanker, the Exxon Valdez, 
ruptured when the ship ran aground off the coast of Alaska, spilling more 
than 10.8 million gallons of crude oil into the ocean. Exxon spent $3 billion 
to clean up and to settle government lawsuits, and, in 1994, was ordered 
to pay $5 billion in punitive damages to those harmed by the spill, an or-
der that it contested publicly. The Valdez spill and Exxon’s subsequent ac-
tions have damaged Exxon’s reputation as a good corporate citizen. In fact, 
Exxon’s corporate reputation reportedly led regulators to scrutinize Exxon’s 
proposed 1999 merger with Mobil Oil more heavily than the similar merger 
between BP and Amoco, despite the fact that the latter posed more anti-
trust concerns. Exxon’s opposition to the 1994 judgment in the Valdez spill 
caused it to be “known in the industry for never yielding an inch with legal 
opponents, including regulators.”3

Business risk

Adopting the wrong business strategy, or failing to execute the right strat-
egy can also be considered a form of operational risk. Because a company’s 
strategy is of paramount importance to its success, strategic uncertainties 
such as business plan assumptions, competitor responses, and technology 
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changes should be measured and managed along with any other risk man-
agement issue. In a rapidly changing business environment, even a company 
with a well-thought-out strategy must establish feedback mechanisms and 
contingency plans to ensure that the company’s strategy is sound over time.

As history has shown with the railroads when automobiles were invented, 
or with large cars when gas prices escalated, companies with unbending 
strategies can face extinction. A more recent example would be Olivetti, 
which was one of the leading manufacturers of typewriters heading into 
the 1980s. Olivetti believed so firmly that the typewriter would always be 
commonly used that it did not follow other companies’ lead and start to 
manufacture personal computers. Thus, it nearly lost everything by not rec-
ognizing the need to change strategy to focus on new technologies.

In another recent example, Boeing and Airbus have each bet the futures 
of their companies on their vision of the future of air travel. At issue is the 
question of whether the air travel industry requires a new super jumbo jet 
to fly passengers between major international hubs. Boeing believes that 
point-to-point service will be more important than travel through hubs in 
the future, necessitating smaller planes. Airbus, however, thinks that a super-
jumbo jet with dramatically increased capacity will be greatly in demand, 
to satisfy the ever-increasing international appetite for air travel. Given the 
cost of developing new models of aircraft, these alternatives are, for most 
purposes, mutually exclusive—each company must pick the strategy it be-
lieves to be correct. Whichever turns out to be correct will stand to gain 
market share on the other’s back and avoid potentially devastating losses 
from development costs. For the company that chooses incorrectly, the de-
velopment costs and loss of businesses could be their undoing.4

Today, the battle between these two behemoths for control over the sky 
continues, in the arena of the “mini-jumbo”—“a twin-engine plane capable 
of going distances similar to that of a four-engine plane.”5 Both companies 
have their own prize products—Boeing touts the 777X series, while Airbus 
champions the A350–1000. While these planes are both categorized as mini-
jumbos, the differences in their specifications imply the subtle disparities 
in the attitudes of the companies that make them. For example, Boeing’s 
777X planes will have a metal body and carbon fiber wings, while Airbus’s 
A350–1000 is mostly made out of carbon fiber. Boeing believes that a “metal  
fuselage will increase performance but maintain reliability,” while Airbus 
affirms that a lighter plane made out of carbon fiber will be cheaper to run, 
and as such, generate higher profits.6

It is still too early in the game to say which company will come out on 
top—though recently, British Airways, supposedly a loyal Boeing customer, 
ordered $6 billion worth of Airbus’s 777X planes, which will no doubt 
prove to be a blow for Boeing. Still, Boeing has recently won a partnership 
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with General Electric, so by no means are they out of the race. Once again, 
only time will tell who the true winner is.

Cultural risks

The wrong culture can also be a form of operational risk. IBM is a classic 
example of a company whose culture turned from a strength to a weakness, 
ultimately posing a significant risk to its success. During the 1980s, IBM 
fiercely maintained a culture that was described by others as “bureaucracy 
run amok”7—epitomized by the nickname Big Blue—while all around it 
the high technology sector developed a culture of golf-shirt-sporting execu-
tives leading organizations with flat hierarchies. IBM’s “caution, obsessive 
training of employees, focus on following rather than anticipating customer 
needs, and a guarantee of lifetime employment to its workers” made it in-
flexible and were integral to its decision to focus on mainframes rather than 
personal computers in the late 1970s. That decision nearly cost the company 
its business. IBM went from earning a $6 billion profit in the early 1990s to 
a $5 billion loss just two years later; its stock price fell from $176 to the low 
$40s. Since that time, IBM has rebounded to a highly successful company 
that generates more than $16 billion in annual profit with a market value 
exceeding $200 billion. The turnaround is based on a dramatic shift in its 
corporate culture and business model from a computer hardware and soft-
ware company to a global business services firm.

pension risks

Pension liability has increased greatly in the past decade. For instance, 
Milliman Inc. found that “the 100 largest defined-benefit corporate pension 
plans were underfunded by $453 billion at the end of September of 2012, a 
30 percent increase from a year earlier.”8

There are several important factors that have transformed pension 
funds into the capital-devouring black holes they are today, but the hardest-
hitting blow has been the downward shift in the interest rate. The Federal 
Reserve has been keeping interest rates extremely low, and will continue to 
do so until 2015—and potentially beyond. For pension funds, this is bad 
news, because lower interest rates limit investment returns, and also reduce 
the discount rate that companies use to calculate the present value of future 
pension liabilities. Hence, lower interest rates translate into higher pension 
liability.9

Michael Moran, a pension strategist at Goldman Sachs, notes that in 
an effort to curb these growing liabilities, some pension plan sponsors have 
turned to lump sum options in order to minimize their pension liabilities. 
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Other sponsors have entered into annuity contracts with insurance provid-
ers in order to move liabilities off their books. He also observes that such ac-
tions have resulted in a general trend toward liability-driven investing across 
the board. He explains that pension plan liabilities are based on high-quality 
corporate bond interest rates, so investing in high-quality fixed-income secu-
rities in turn can help companies balance their assets with their liabilities.10

Outsourcing

With competition increasing in intensity every day, outsourcing—defined 
as the utilization of third parties to complete tasks that are normally per-
formed internally—is quickly becoming an industry standard: 60 percent of 
survey respondents in a study conducted by Deloitte in 2012 stated that out-
sourcing was a standard practice at their respective companies.11 There are 
many obvious advantages to outsourcing, which explains its popularity. For 
example, outsourcing gives a firm access to resources that would otherwise 
need to be acquired, or be unavailable, which greatly increases its business 
capacity. Furthermore, outsourcing can help to improve company focus by 
allowing the firm to concentrate on the tasks that can only be performed 
internally. It can also help firms diversify risk, reduce market entry times, 
and reduce operation costs, among numerous other benefits.

A study conducted by the Basel Committee on Banking Supervision in 
2005 revealed that information technology (IT)-related services were the 
most popular kind of service to outsource. Of the “$340 billion spent on 
IT globally in 2003 . . . a third was entrusted to third parties.”12 Today, 
76 percent of companies outsource IT services, while 81 percent predict 
future increases in IT outsourcing, acknowledging the fact that this move-
ment increases efficiency and savings. Notably, cloud computing is on the 
rise, with 30 percent of companies using cloud services for essential com-
pany functions, such as emailing, web site hosting, telephony systems, and 
front-, middle-, and back-office systems.

While IT outsourcing demonstrates how outsourcing can increase a 
company’s profitability, it also exemplifies how outsourcing can magnify 
the amount of risk a company takes on. When risk is transferred offshore—
for example, through IT outsourcing—companies lose control over how 
these risks are monitored and regulated. ERM programs should be designed 
to take overseas risk management into consideration. For example, while 
Toyota, which uses U.S. suppliers, is flourishing in the auto industry, Boeing 
has run into a stream of problems with the foreign-made parts of its carrier, 
the 787 Dreamliner.13 By moving production out of the United States, Boeing 
could not examine and streamline these processes, with the ultimate result 
of lower quality standards and shoddy craftsmanship.



326 EntErprisE risk ManagEMEnt

To minimize the size of these kinds of risks, companies should always 
maintain strong, transparent, and mutually trusting relationships with their 
third-party partners. Steve Durbin, vice president of the Information Secu-
rity Forum, says that “companies should do significant research on the out-
side company’s security systems. . . . You really need to kick the tires” before 
embarking on an outsourcing venture.14

reputational risks

One of the most valuable assets a company can have is its reputation. One 
measure of a company’s reputation is its brand or trademark value. In June 
1999, Coca-Cola was considered the world’s most valuable brand, with a 
trademark value estimated at $83.8 billion; nearly 60 percent of the com-
pany’s market value.15 However, that brand value and the company’s repu-
tation were seriously jeopardized when more than 100 people fell ill after 
drinking Coca-Cola products in June 1999. Coca-Cola products were sub-
sequently banned by a number of European governments, including those of 
Belgium, France, Greece, Spain and Italy, forcing the largest product recall 
in the company’s 113-year history.16 Coca-Cola reported that the impact of 
the European recall cost shareholders two to three cents of second-quarter 
earnings because of a “loss of sales in several markets, a fall in equity in-
come, and increased marketing expenses.”17 Coca-Cola Enterprises (one of 
Coke’s bottlers) alone estimated that the recall would cost them $60 million 
(U.S.).18 Furthermore, Coke’s stock price lost nearly 13 percent of its value 
in one month, falling from $70 to $61 and eroding more than $22 billion in 
market capitalization.19

Best praCtiCes iN COrpOrate risk MaNageMeNt

As discussed above, corporations are faced with a wide range of strategic, busi-
ness, credit, market, and operational risks. To mitigate these risks, manage-
ment can develop governance structures, risk measurement and management 
processes, and risk transfer strategies. The overall risk management process 
for corporations include risk identification and assessment; quantification and 
reporting; and management and control. Let’s look at each of these in turn.

risk identification and assessment

One risk identification methodology made popular by corporations is the use 
of risk mapping. Today, risk mapping is increasingly used by both financial 
and non-financial companies to identify and monitor enterprise-wide risks.
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Figure 18.1 shows an example of a risk map, which ranks risk expo-
sures by severity on the horizontal axis and by probability on the vertical 
axis (see Chapter 3 for a discussion of these concepts). The process of devel-
oping and implementing a risk map is as follows:

 1. Establish a top-down framework—an overall taxonomy for classifying 
all types of risk

 2. Create a bottom-up list of specific risks by business and functional units, 
based on loss history and self assessments

 3. Evaluate the probability and severity of each risk based on management 
judgment and/or risk models, and develop the risk map as shown in 
Figure 18.1

 4. Identify existing controls to incorporate their impact and determine 
whether new controls are needed at the business and functional levels

 5. Assign responsibilities for implementing new controls as well as for 
monitoring and reporting on specific risks

 6. Aggregate individual risk maps into an enterprise-level risk map, and 
determine whether new controls are needed at the enterprise level

 7. Go back to step 1 in order to update and refine the risk mapping process 
on an ongoing basis

Very few companies face many risks that are both highly severe and 
highly probable. One rare example is that of Internet companies that are 
projected to run out of cash within, say, 12 months. For these companies, 
the probability of depleting their cash positions is high, given their burn 
rate, and the consequence of such an event—bankruptcy—is the most severe 

Figure 18.1 Risk Map
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that can be faced by any company. Such exposures warrant significant man-
agement attention and the active deployment of risk mitigation plans. For 
the Internet companies, cash management is a critical activity and the ability 
to raise additional funds often means life or death for the company.

On the other hand, all companies face risks that are of both low severity 
and low probability. For example, it is unlikely that a company would expe-
rience a malfunction in its voice mail system. Such an occurrence should in 
any case have little impact on its business and financial performance (unless, 
of course, it is a company that makes voice mail systems). Risks that are 
considered low probability and low severity should simply be monitored 
to ensure that they remain in an acceptable range. Such risks are often only 
important if they recur: the cumulative impact of many, repeating small risk 
events may be much more significant than that of a single risk event. For 
example, many investment banks have a high error rate in the settlement of 
financial transactions. The focus of attention for these banks has not been to 
achieve a zero error rate, but to make sure that any such errors are within an 
acceptable range and that they are resolved in a timely manner.

Risk exposures that are of high severity but low probability are excellent 
candidates for contingency plans and/or insurance policies. Examples include 
events such as fire, earthquake, or other natural or business catastrophes.  
Finally, risks that are of low severity but high probability may include minor 
theft, machinery breakdown, and expected levels of receivables charge-offs. 
These exposures are generally self-insured by a company. Some exposures, 
such as interest rate risk, currency risk, credit risk, employee turnover, and 
product liability may range in probability and severity depending on the 
company’s specific exposures and the actual volatility. For these exposures, 
management should establish effective monitoring and reporting systems, 
including early warning indicators that would signal problems ahead.

Risk mapping has become a widely used risk identification and assess-
ment tool because of its flexibility to incorporate both financial and non-
financial risks. Given its flexibility, the risk mapping process should exhibit 
the following qualities:

 ■ Comprehensive: The risk map represents an overall framework for 
identifying and assessing all of the risks faced by the corporation.

 ■ Consistency: A standard taxonomy establishes a common language to 
discuss risk exposures, and the standards for risk assessment provide 
a consistent methodology for evaluating their probability and severity.

 ■ Accountability: Business and functional units are directly involved in the 
identification and assessment of risks, as well as in the risk monitoring 
and management processes.
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If implemented appropriately, the risk map can be a highly effective tool 
for risk identification and assessment. However, the quality of a risk map 
is entirely dependent on the quality of the input and process that produced 
it. Without a sound methodology, risk mapping can become a bureaucratic 
exercise that yields little benefit other than a hodge podge of risk exposures 
that are not well thought out.

A misuse of the risk mapping process would be to gather a group of 
business and functional managers, brainstorm about risk exposures without 
a standard taxonomy, arbitrarily assign probability and severity without a 
methodology, and then create a risk map that will not be looked at until the 
following year. Such an approach might create risk awareness for certain 
issues, but is by no means a disciplined risk identification and assessment 
process. For a risk mapping process to be effective, it should follow the steps 
discussed above and be supported by risk quantification and reporting, as 
discussed in the next section.

quantification and reporting

Non-financial corporations should benefit from the risk quantification and 
reporting processes discussed in the rest of the book. In this section we will 
discuss how corporations can apply value-at-risk techniques to quantify and 
manage cash flow and earnings volatility, as well as make the appropriate 
risk adjustments in EVA and NPV models.

As described in Chapter 9, Value-at-Risk (VaR) is a summary statistic 
that quantifies the potential decline in asset or portfolio value given an ad-
verse market price change over a specified period. For example, the VaR for 
a bond or bond portfolio can be calculated based on a 99 percent confi-
dence level over a 10-day period. Such a number would indicate that, based 
on historical data, there is only a 1 percent probability that the company 
would suffer a value decline greater than the calculated VaR over any  
10-day period.

VaR has become an industry standard for risk quantification and 
control for many companies, especially those involved in trading capital 
markets instruments such as financial institutions, energy firms, and non-
financial corporations with significant capital markets activities. For these 
companies, VaR has been used to quantify risk exposures across financial 
risk positions as well as to establish trading limits. For financial institu-
tions, which are increasingly managing their overall balance sheets on a 
mark-to-market basis, VaR represents an effective and concise tool for 
quantifying and reporting enterprise-wide risk exposures.

However, that is not the case for most non-financial corporations, be-
cause these companies use accrual accounting. Moreover, the financial and 
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risk management objectives of corporations are focused more on cash flow 
and earnings management, and not on the market value of its assets and 
liabilities. As such, corporations have applied VaR techniques to measure 
and manage cash-flow-at-risk (CFaR) and earnings-at-risk (EaR). The ob-
jectives of CFaR and EaR are to quantify and control the key variables that 
contribute to the volatility in the cash flows and earnings of the company, 
respectively. Corporations can use one or more of three general approaches 
to estimating CFaR and EaR:

 1. Pro Forma Analysis
This analytical approach is based on a pro forma analysis for each 

item on the cash flow and income statements. The starting point is the 
company’s financial forecast, which provides a base case number for 
each item. A risk analyst then determines the key variables that might 
affect the outcome of each item and the potential range of these variables.  
For example, the risk analyst might determine that the dollar/yen 
exchange rate is a key variable for revenues; the use of contract labor 
might have significant influence on expenses; and receivables turnover 
is a key driver of cash inflows. Next, the risk analyst would establish 
a range for each of these variables and estimate the sensitivity of the 
cash flow and income items to these variables. An adverse change in 
the dollar/yen exchange rate might be 15 percent, translating into a  
30 percent decline in earnings. Based on such an analysis, the full impact 
of specified changes in key risk variables to the company’s overall cash 
and earnings positions would be quantified under various scenarios.

 2. Regression Analysis
The regression method quantifies the exposure of the company’s cash 

flows and earnings to various risk factors on the basis of time series 
analysis of the company’s prior performance and historical data. The 
purpose of the analysis is to use historical data on the company’s cash 
flows and earnings, as well as key variables—such as interest rates, ex-
change rates, or worker’s compensation—to determine the beta coef-
ficients for each variable. These beta coefficients measure the company’s 
sensitivity to each variable. For example, a 0.5 beta for interest rates 
would indicate that a 10 percent increase in interest rates would lead 
to a 5 percent decline in earnings. Other statistical tests can be used to 
measure the accuracy of the model and the significance of each variable.

The regression model provides a linear estimate of the company’s cash 
flows and earnings given a set of assumptions about the key variables. 
As such, management can quantify CFaR and EaR using a range of 
assumptions for the variables. The advantages of using the regression 
method are that it is a fact-based analysis using historical data, and 
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can be updated regularly given new data. The disadvantages include the 
inherent assumption that the future will be like the past, and that non-
linear relationships between the variables and the company’s cash flows 
and earnings will not be accurately captured. 

 3. Simulation Analysis 
The simulation approach quantifies potential changes to the compa-

ny’s cash flows and earnings on the basis of computer-simulated changes 
in key variables. The key advantage of simulation analysis is that it can 
incorporate dynamic changes in the external environment, as well as 
internal management decisions. This allows the simulation method to 
quantify risk exposures that are time and path dependent.

For example, the company’s interest expense sensitivity in the second 
year might be dependent on the first year’s issuance of fixed versus float-
ing debt, which in turn is dependent on the level of interest rates in the 
first year. A simulation model can be programmed to incorporate these 
relationships, given the potential changes and path of interest rates. An 
advanced form of simulation analysis is Monte Carlo simulation, in 
which the future distributions of interest rates and other variables are 
determined by random simulation of the values, volatilities, and correla-
tions between these variables. The flexibility of the simulation approach 
allows management to evaluate the impact of competitive responses. 
For example, a pharmaceutical company facing the expiration of a key 
drug patent might want to evaluate the impact of various pricing strate-
gies, including the likely responses from competitors with respect to 
their product and pricing strategies.

A corporation does not have to choose one of these three methods to the 
exclusion of the other two. It can select a specific method for specific busi-
ness applications. For example, a corporation may use the simulation method 
for risk management, pro forma analysis for business and financial planning, 
and regression analysis for back testing. The key is to effectively quantify and 
report on the company’s risk exposures in order to reinforce risk identification 
and assessment, as well as support risk management and control.

Beyond risk measurement, the quantification of a corporation’s risk ex-
posures should provide management with analysis of its capital adequacy. 
A corporation holds equity capital for two main reasons: to fund cash and 
investment requirements and to absorb unexpected losses. Greater quanti-
fication is useful in both these areas, and in particular the concept of eco-
nomic capital—the capital held against risk (as explained in more detail in 
Chapter 9). If the economic capital is greater than the actual book capital 
of the company, the company is undercapitalized for the risks embedded in 
the business, and vice versa. Besides assessing the overall capital adequacy of 
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the company, economic capital can be allocated to individual business units, 
products, or investments in order to evaluate risk-adjusted profitability on 
a consistent basis.

Many corporations use net present value (NPV) and economic value 
added (EVA) tools to support investment decisions and business perfor-
mance measurement. However, many of these applications allocate book capi-
tal or an average cost of capital to business activities, without fully adjusting 
for their risks. If the capital charge in these NPV and EVA applications does 
not fully reflect the underlying credit, market, and operational risks, then 
higher-risk investments and businesses would appear to be more profitable 
than the lower-risk ones. Over time, this would result in adverse selection—
in other words, the business portfolio would have higher risk exposures but 
not the higher returns that would compensate for such risks. To ensure the 
appropriate risk/return linkage, corporations should either adopt the eco-
nomic capital methodology or make specific risk adjustments in their NPV 
and EVA tools.

Management and Control

The risk management process does not end with risk identification and  
assessment, or risk quantification and reporting. The final step is risk manage-
ment and control. In this section, we’ll highlight some of the key risk man-
agement and control strategies that corporations can implement. Generally 
speaking, corporations are paid to take strategic and business risks, manage 
financial risks, and mitigate operational risks. Based on the risk assessment 
and quantification of these risks, management can then decide on the ap-
propriate strategies, including internal control and external risk transfer.

A company’s management should start by establishing clear criteria for 
business’ acceptance of strategic and tactical risks and instituting ongoing 
processes for the monitoring of risks (see discussion of Policy 6.0 at GE 
Capital in Chapter 6). Beyond these, there are other strategic options that 
can provide the company with valuable flexibility. These include service-
level agreements with vendors that specify performance standards with pen-
alty and exit clauses, as well as provisions that allow the delay or extension 
of projects. The company can further optimize its business risk by diversify-
ing business and product lines, staging R&D projects, and shortening time 
to market for new project launches. Management can also reduce profit 
margin volatility by reducing the operating leverage of the company (i.e., 
reduce fixed versus controllable expenses).

To reduce market and credit risk exposure concentrations, management 
can implement risk management policies and limits, as well as utilize inter-
nal and external hedging. Internal hedges for corporations include matching 
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foreign revenues and expenses by sourcing supplies and locating plants 
abroad, or matching the interest rate adjustments of financial assets and  
liabilities. External hedging would involve financial derivatives such as 
swaps, options, and futures contracts. The cost-benefit analysis between 
internal and external hedging should include hedging costs, administrative 
costs, and any residual basis risks associated with these alternatives.

Management should mitigate operational risks by developing quality-
control procedures for high frequency but low-to-medium severity risk 
exposures, such as manufacturing defects. A corporation can also estab-
lish contingency plans and insurance strategies to mitigate event risks (low 
frequency but high severity) such as fire, earthquake, or a major systems 
outage. To mitigate risks associated with process or technology, single points 
of failures (also known as SPOFs) should be identified and redundant back-
up processes and systems should be developed. For critical operations such 
as customer service and core systems, excess capacity may be appropriate.

Non-financial corporations face many of the same pressures to improve 
enterprise risk management as do their counterparts in the financial ser-
vices and energy industries—namely a dynamic business environment, an 
unforgiving stock market, industry mandates on corporate governance, and 
changes in regulatory and accounting requirements (e.g., FAS 133). Many 
corporations, in particularly those with significant foreign operations and 
capital markets activities, have invested in the people, process, and technol-
ogy for enterprise risk management. The case study below on Microsoft is 
a case in point.

Case study: MiCrOsOFt

Microsoft Corporation, the American software giant, began to implement 
its enterprise risk management program in 1994 and 1995. Scott Lange, 
the director of risk management at the time, started by developing a com-
prehensive list of the risks faced by the company and sorting them into a 
dozen broad categories: financial, reputational, technological, competitive, 
customer, people, operations, distribution, business partners, regulatory and 
legislative, political, and strategic.20 “For the first time, management had a 
complete inventory of the organization’s risk,” said Lange. That helped them 
to recognize early on that their risk financing program, although “well-
conceived and tremendously efficient,” only covered about 30 percent of the 
risks the company faced.21

The recognition of the fact that much of Microsoft’s risk exposure was 
not covered and the need to communicate that to senior management led 
Mr. Lange and his colleague, Jean-Francois Heitz, Microsoft’s treasurer, to 
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develop an innovative communication tool: risk maps. The risk manage-
ment map plots each risk’s severity on the vertical axis and its frequency 
on the horizontal to show management easily what their risk picture looks 
like. The map then uses a color-coding system to indicate whether the risk 
is insured, partially insured, or uninsured, helping Microsoft to best decide 
where to allocate its risk management resources. Obviously, uninsured risks 
that are high in frequency and severity demand more attention than ones 
that occur infrequently or are of small impact. According to Mr. Lange, the 
maps revealed at least two things. “One, Microsoft had a lot of risks that 
needed to be actively managed. Two, there was little consistency as to why 
some risks were insured and others weren’t.”22

In order to help direct Microsoft management’s efforts to address those 
risks that were not being actively managed, Mr. Lange and Mr. Heitz used a 
risk grid. The grid outlines in a readily understood format the risk manage-
ment process for any given risk. It is a simple matrix with what Microsoft 
considers the five main elements of the risk management process (identifi-
cation, assessment, mitigation, financing, and services) as the first column. 
The next three columns are labeled current, goal, and action required, and 
indicate, respectively, the current process for managing that risk, the ideal 
process, and what actions are required to move toward the goal. This tool 
is applicable to all risk types, and is easily used and understood by manage-
ment throughout Microsoft, further enabling Microsoft to achieve its goal 
of enterprise risk management.

The process of going through this analysis helped Microsoft to realize 
that it had insurance policies with coverage or limits that were too small to 
be meaningful to their business, and the company was able to save premi-
ums by discontinuing the policies or increasing the limits. Furthermore, risk 
analysis helped them to identify a risk of possible tort litigation for repeti-
tive stress injuries that might arise from the release of a new keyboard. They 
determined the potential cost of repetitive stress injury suits and built that 
cost into the price of their keyboards, helping to mitigate the risk of future 
losses in that area.23

For the future, Microsoft wants to continue to manage its risks holisti-
cally, and may participate in the trend toward holistic risk transference. “Ul-
timately, we may package together our disparate risks and take it to market, 
if that makes the most sense for us,” says Richard Sadler, Microsoft’s current 
senior risk manager.24

Another of Microsoft’s innovative approaches to enterprise risk man-
agement is its use of information technology as a risk management tool. 
Microsoft’s risk managers recognized early on that they would have to make 
risk management an easy process for employees in order to maximize their 
compliance with risk management procedures, so as not to take their time 
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away from customer service. Thus, Mr. Lange realized that they “had to 
advance a strategy of mixing technology and outsourcing to free up the hu-
man horsepower [they] needed to get the job done.”25 So, they set up risk 
management information systems that track data on historical losses, both 
as a record and as the foundation for risk analysis in the future.

Next, they built an Intranet that all Microsoft employees can access 
to “communicate everything from A to Z that is happening in risk 
management.”26 The Intranet aims to integrate all Microsoft units’ under-
standing of their risks and to give business units ready access to any  
information they might need concerning risks related to their businesses or 
business decisions.27 Also, it helps to free up employee time by automating 
many repetitive tasks, such as loss claims. It enables employees to refine 
their needs so that risk management staff can provide focused and value-
added information and services.

Microsoft’s use of the Intranet for risk management has strong buy in 
from senior management, too. In the words of Mike Brown, Microsoft’s 
CFO, “If you are a risk manager, the web is an incredible opportunity to 
take costs out of your model, to provide higher quality services, and to be 
much more informed about company issues. If I could pick one item in our 
risk program that really turns me on, it’s the continual improvements in us-
ing on-line technology.”28

Case study: FOrd

While other firms were floundering and drowning during the financial crisis 
of 2008 and its aftermath, Ford remained steadfast, and flourishes today. 
Just recently, in 2011, the company issued bonuses to its employees of up to 
$5,000—the largest in a decade. What is the secret to its success?

It is true that Ford had mortgaged its assets in 2006, so that by the time 
the financial crisis hit and cash was quickly in short supply, it was already 
highly liquid. However, the special ingredient that cemented Ford’s forti-
tude was actually William Clay Ford’s decision to relinquish the CEO posi-
tion to an external expert, Alan Mulally, former executive vice president of 
Boeing. Considered in terms of risk management, this was a spectacular move, 
because, as it turned out, “Mulally led . . . Ford back to profitability without 
the federal bailouts and bankruptcies” that plagued other automobile makers 
during the financial crisis.29 Ford did not have to take any of the double-edged 
TARP money from the government in 2008, and nor did it need to declare 
bankruptcy (like top competitors General Motors and Chrysler had to).

With Mulally at the reins, Ford shed off “boutique brands like Jaguar 
and Volvo” in order to concentrate on perfecting its core products.30 
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Ford strengthened itself with new car models—the Focus and the Taurus—
to boost sales revenues. Before it launched these two cars, Ford faced crip-
pling sales losses: “Ford’s traditional specialty of pick-up trucks and sports 
utility vehicles . . . left it particularly exposed” in a contracting economy 
where consumers were looking for fuel-efficient vehicles.31 The Focus and 
the Taurus speedily closed the gap between Ford’s products and current 
customer needs.

Today, Mulally is guiding Ford to a new market in China. Despite the 
fact that Ford entered China much later than GM and Volkswagen, it is 
making steady progress, beating Japanese rivals with a hefty 54 percent 
increase in sales over the last year.

Mulally’s sharp decision-making exemplifies the spirit of meticulous-
ness and hard work that permeates the entire company. Ford’s engineers 
are paragons of ingenuity, and hold Ford in their minds even outside of the 
workplace. For example, engineer Todd Brown came up with the revolu-
tionary idea of “curve control” (which automatically cuts vehicle speed in 
the case of reckless curve driving) while he was eating at a restaurant.32

Thinking in terms of risk management, this demonstrates how ERM 
was—and is—at the forefront of all decision-making at Ford. In a nutshell, 
Ford was able to withstand the trials of the 2008 financial crisis because it 
remained true to the spirit of the company, while others struggled with the 
turbulence of the markets.

Case study: airBus aNd BOeiNg

In recent years, both Airbus and Boeing—leaders of the airplane industry 
and fierce rivals—have struggled with maintaining their budgets and re-
maining on schedule when project after expensive project fell through. For 
example, in 2009, Airbus incurred a loss of $1.82 billion and also had to 
push back Malaysian Airline’s order of the Airbus A380, which was due in 
2010, by a full two years. Both companies have been using the profits from 
their smaller planes—which have been selling strongly—to fuel the sink-
holes created by their new, larger ventures.

Desperate to keep frustrated customers happy, the two competing com-
panies have redesigned their approaches to building jetliners. In the early 
2000s, Airbus and Boeing relied so much on external contractors to build 
their aircrafts that they lost control of their projects; Boeing had more than 
40 faulty Dreamliner planes rusting in its inventories as a result of the slew of 
manufacturing issues. Former Boeing Executive Vice President, Jim Albaugh, 
remembers how the company “didn’t provide the kind of oversight necessary 
for some of the people that were doing work that they’d never done before.”33
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While neither company has cut back significantly on outsourcing, today, 
Airbus and Boeing do keep a tighter grasp on their outsourcing practices, 
working closely with external suppliers to ensure that everyone is operating 
on the same platform—using the same designs, the same technology, and 
visualizing the same overarching plan. Didier Evrard, leader of the Airbus 
A350 project, even re-organized the internal structure of the company by 
forcing plants in rival countries, such as Germany and Spain, to operate 
using the same standards and equipment. With increased awareness and 
control over both internal and external processes, Airbus and Boeing have 
streamlined their production processes. As Thierry Larroque, a senior ex-
ecutive member of Airbus, says, “We don’t know everything, but know all 
about the risky ones.”34

While these new operating processes have helped Airbus and Boeing 
cut back on their costs by reducing the chance of expensive mistakes, they 
do not address the fundamental risks of the airline business. For example, 
design and implementation in the plane production industry can be years 
in the making, which saddles companies in this industry with substantial, 
seemingly unavoidable risk. Once committed to a project, they have no 
choice but to ride it out for a decade or more—for better or for worse.

Airbus CFO, Hans Peter Ring, noted how “[Airbus] must now do 
a better job of putting a price tag on the risks inherent in their airplane  
programs.”35 His acknowledgement of this weakness indicates signs of 
healthy self assessment within the company. While this will not guarantee 
that Airbus will become more efficient at risk-based pricing, that they are 
aware of their failings bodes well for future development. The fact that 
Ring openly stated this at all also marks a significant recognition of the 
importance of fully incorporating the cost of risk into product pricing.
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We began this book by discussing the concepts and processes for risk 
management and made the case for an integrated enterprise-wide  

approach. We discussed the general principles of this enterprise risk man-
agement (ERM) and then investigated the components of a well-founded 
ERM framework. Next, we reviewed the applications of ERM in the 
three key functional areas—credit, market, and operational—as well as 
specific industry sectors, including financial, energy, and non-financial 
corporations.

Throughout this book, from the title to the individual chapters, I have 
emphasized the importance of taking a balanced approach to enterprise risk 
management. One facet of this is balancing control over the downside (loss 
minimization) with support for the upside (shareholder value maximization). 
Another is the need to strike a balance between weighing internal controls 
over risk (policies, functions, and processes) with external risk transfer 
mechanisms (derivatives, insurance, and alternative risk transfer).

A final aspect of balance in risk management, and perhaps the one that 
will prove most critical in moving away from silo risk management toward 
ERM, is the need to always consider both the yang or hard side of risk man-
agement (systems, reports, limits) and the yin or soft side (culture, people, 
skills, and incentives). In the spirit of yin and yang, we’ll take a summary 
look at the major drivers of change at the human and technological levels: 
the emergence of risk management as a professional discipline, and the way 
that technology supports many levels of convergence toward enterprise risk 
management. As we’ll see, both starting positions ultimately lead to a point 
when the two overlap and intertwine—just like yin and yang.

I’ll close this section by bravely making 10 predictions for risk man-
agement over the next decade. Those of you who want to take a (fictional) 
glimpse of what the future might look like are invited to read the following 
chapter, in which the travails of Pamela, a risk manager in the year 2010, 
are described.
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the proFeSSion oF riSk MAnAgeMent

As the practice of risk management has expanded from a silo approach to 
an ERM approach, so has the career path for risk professionals. In the past, 
risk professionals were defined by a specialization: actuary, auditor, credit 
analyst, asset/liability manager, market risk manager, and so on. These roles 
were largely independent of each other, with significant differences in their 
educational and training programs, professional qualifications and certifica-
tions, work practices and terminologies, and professional associations.

Given this specialization, there was only so far that a risk professional 
could rise within an organization. Expertise in buying insurance or pricing 
derivatives is not a board-level skill. At most, an ambitious risk manager 
might hope to become the head of a risk function, such as chief auditor or 
head of asset/liability management. However, even as the head of these risk 
functions, it was unlikely that a risk professional would be included in the 
executive committee of the company—even if they were, their compensation 
was usually a small fraction of what their counterparts made in line units.

Since the mid-1990s, however, risk management has become more 
recognized as a professional discipline—one in which there are numerous 
specializations, all of which share a common set of core competencies, just 
as in accounting or law. Why should this recognition have arrived only 
now? A quick answer is that it is because of the successful demonstration 
of value-added at individual companies against the background of a rapidly 
changing business and regulatory environment. Companies today are under 
more pressure to perform well—without acting irresponsibly—than ever 
before, while the environment in which they operate is arguably changing 
more quickly than at any time in the recent past.

The core competencies of risk management can help with both of these goals. 
On the one hand, risk managers have made more effort to project themselves 
as custodians of shareholder value. On the other, risk management has been 
successfully presented as a compulsory component of change management—a 
discipline much in demand as technology has fueled massive, sometimes disrup-
tive, changes in the ways that many businesses work and compete.

Both of these contributions are much more in keeping with the mandate 
of executive management, and so the risk professional today can aspire to 
become a chief risk officer (CRO) with responsibilities for all risk functions 
within a company. A CRO is usually a member of the executive committee 
and commands compensation that has risen rapidly over the past decade.

A career in risk Management

The kinds of people attracted by the CRO role—particularly those who 
are likely succeed in achieving it—do not necessarily fit the profile of the 
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traditional risk manager. A career in risk management has always been an 
attractive option for professionals with a quantitative background in a sub-
ject such as finance, accounting, or math. In risk management, quantita-
tive methods—securities valuation, probability estimation, and covariance 
analysis—can be directly applied to solve real-world business problems. 
Today, the trend toward ERM and the acceptance of the CRO role have 
helped the role of the risk professional evolve from that of a quantitative 
analyst, focused only on models and analysis, to that of a senior executive 
who is also concerned about corporate strategy, product and development, 
performance measurement, and incentive compensation.

In short, the risk manager has evolved from a number cruncher to a full 
business partner. Unsurprisingly, the prospect of someday becoming a CRO 
is very attractive to risk professionals. I led an Internet conference orga-
nized by ERisk in September of 2000, and polled the 175 professionals on 
whether or not they aspired to become a CRO. Nearly 70 percent of them 
said yes. The career path to CRO offers the risk professional the opportunity 
to think more broadly, learn new skills, and most importantly, add more 
value to the business.

As reflected in the rapidly rising compensation packages, companies 
have recognized the value that is added by risk professionals. Those with 
cross-functional skills are enjoying the lion’s share of this increase, as high-
lighted by the rising compensation for CROs. Based on conversations with 
CROs and executive recruiters, the high-end compensation for CROs had 
increased from the mid-six figures in the early 1990s to more than seven 
figures by the end of the decade. Today, even those reporting to the CRO can 
command more than seven figures. In addition to higher compensation, the 
role of a CRO offers the risk professional the chance to have a much greater 
impact on an organization.

A CRO often reports directly to the CEO and sometimes even to the 
board of directors. For example, the CROs of Citigroup, CIBC, and Duke 
Energy report directly to their respective CEOs. In additional to being 
a C-level executive, CROs participate in the key business decisions of a 
company.

Today, a career in risk management is more exciting and challenging 
than ever before. But the widespread effort to improve risk management 
standards is not just about elevating risk managers. If an organization really 
wants to manage risk more effectively, it must disseminate understanding of 
risk throughout the business.

Today’s employees are likely to know how the work of staff functions 
such as accounting or legal affects their business. Trading desk managers 
will know something about the tax and accounting of financial transactions; 
product developers will know something about liability issues. The greater 
the effects, the more they need to know and the more effort the company 
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should expend on making sure they understand the issues involved. The 
same is true for risk management.

education and evangelism

Education is an essential part of almost any job, but it is of paramount 
importance in a rapidly changing field like risk management. In fact, it 
would be fair to say that the success of a company’s risk management 
program can be greatly enhanced by a well-developed risk education 
program. Even the most sophisticated risk management tool will be ren-
dered ineffectual if employees do not know how to use it to its maximum 
possible advantage.

A good education program is essential for equipping a company’s risk 
professionals (and general staff) to carry out their current functions more 
effectively and also lays the foundation for new responsibilities that may be 
assumed in the future. The steps involved in setting up a risk management 
education program include determining what topics need to be covered, 
finding appropriate materials to use in covering these topics, and determin-
ing the mode of delivery.

The topics to be covered in the program must be tailored to the spe-
cific needs of the organization and the group being educated. While many 
programs focus on traditional risk management areas such as market risk 
and credit risk, a comprehensive program would include other topics. For 
example, an ERM educational program might include:

 ■ Market risk management: Market risk methodologies are generally well 
developed relative to other types of risk management. Standard cover-
age of this subject includes topics such as asset/liability Management, 
imposition of trading limits, and types of market risk.

 ■ Credit risk management: Credit risk topics include credit ratings, expo-
sure measurement, and limit management.

 ■ Operational risk management: This is an area that is often vaguely de-
fined and glossed over in risk management education programs. Topics 
to be covered include control self assessments and risk process mapping.

 ■ Enterprise risk management: Coverage here should include establish-
ment of risk frameworks, organizational structure, systems, and report-
ing, and risk culture. Risk analytics such as economic capital and VaR 
should also be included.

 ■ Risk transfer strategies: Derivatives, insurance, and alternative risk 
transfer (ART) should be covered. This is an area of rapid change in risk 
management, so this portion of the curriculum will have to be updated 
on a regular basis.
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Clearly, it is mandatory that industry practices, internal policies and 
procedures, and regulatory requirements are discussed for each of these 
topic areas. However, such rote learning tends not to grab the imagination of 
busy employees with other concerns, particularly when the subject, like risk 
management, is generally poorly understood and may be seen as a dull house-
keeping function, rather than an active contributor to business performance.

As such, educators have to work doubly hard to ensure that their 
students find the material interesting. Fortunately, there is no shortage of  
illustrative—and interesting—stories about risk management. Specific exam-
ples and scenarios should be used throughout all phases of the curriculum 
to illustrate the principles being taught in a concrete and engaging manner. 
These case studies should include both best practices and debacles, followed 
by a discussion of lessons learned from these practices and situations. Using 
case studies will both demonstrate how the material being taught is relevant 
to real-life situations and maintain listeners’ interest.

A comprehensive risk management education program will likely in-
corporate a variety of different modes of presentation. It is important to 
recognize that the educational effort should not only seek to inculcate new 
recruits in the company’s approach to risk management, but should also 
provide for the continuing education of current employees. This continuing 
education takes three forms.

The first is the continuation of a formal training program (geared, say, to-
ward various levels of certification). The second is providing employees with a 
way to remind themselves of what they have learned, or look up an unfamiliar 
topic. The third is to provide forums for discussion of specific risk problems, 
allowing expertise gained by one employee to be shared by another.

The Internet and company intranets are especially useful for these lat-
ter aspects of ongoing education and awareness. Materials covered during 
official education sessions, along with supplemental readings and reference 
materials, including complete information on the company’s risk policies 
and procedures, should be made available to employees via an intranet  
application. A division of one asset management firm, for example, has a 
risk policies and procedures help function that is a part of every employee’s 
computer desktop.

technoLogy And the convergence oF riSk 
MAnAgeMent

Just as the profession of risk management has increased in importance, 
so too has the availability of tools that make the practice of risk manage-
ment easier. Most notable among these has been the increasing emphasis on 
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quantitative tools and techniques, from pricing models to portfolio simula-
tion and beyond. As we saw in Chapter 10, the effectiveness of these tools 
and techniques, and of the risk managers using them, is intimately linked 
with the technology built to support them.

More generally, the great strides made in risk management over the 
past few years have been supported by great strides in technology, first in 
the form of exponentially increasing processor power and subsequently in 
the form of networks, most obviously the Internet. One does not have to be 
a fan of dotcoms or a cheerleader for the New Economy to recognize that 
professions dominated by information and technology—risk management 
among them—are changing rapidly and will continue to change radically 
for the foreseeable future.

Risk professionals, including risk managers, technology providers, mar-
ket makers, and consultants, must find new ways to leverage the power of 
this technology, and in particular the distributive power of the Internet and 
related technologies. One of the most obvious network-related trends in risk 
management today is convergence.

Within an institution, convergence has meant enterprise risk programs 
that integrate the management of market risk, credit risk, and operational 
risk, often under the leadership of a CRO who can take a holistic view of an 
enterprise’s total risks. Within the financial markets, convergence has meant 
innovative risk transfer solutions such as catastrophe bonds and integrated in-
surance/derivative products, which provide more complete protection, includ-
ing hitherto unmanageable risks. And across industry sectors—even across 
entire industries—convergence has meant a loosening of the traditional barri-
ers between different institutions and organizations, as shared networks and 
protocols for the transfer of information allow companies to dynamically 
streamline and reshape themselves in the pursuit of business opportunities.

While convergence was an emerging trend even before “e” entered the 
business dialogue, the Internet and related technologies have added expo-
nential speed to the process, and will continue to do so. This will happen 
in four ways: it will support the creation of a genuine risk management 
community; help establish common standards; enhance risk education; and 
improve analytics.

develop a community The Internet will help unite the various risk manage-
ment groups into a common community. As we’ve already seen, different 
groups have historically been responsible for market risk, credit risk, opera-
tional risk, and insurance risk, each operating as an independent silo within 
an institution. These silos extended beyond their institutions. Different risk 
professionals joined different associations and purchased products and ser-
vices from different providers.
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As a highly efficient aggregator and distributor of content, the Internet 
will help develop a common community among risk professionals, allowing 
them to network with each other and share issues and ideas. The growth of 
the Global Association of Risk Professionals (GARP) is a good example of 
this effect. Founded in 1996, with no official headquarters or staff for many 
years, GARP was established on the Internet as a virtual meeting place for 
risk managers. Today, it is one of the world’s largest risk management as-
sociations, with more than 15,000 members from more than 100 countries 
representing all risk disciplines.

establish common Standards In the past, risk professionals used different ter-
minologies and methodologies when dealing with essentially similar risk 
concepts. Risk managers seemed to speak different languages when discuss-
ing the risks they faced. Consultants and regulators promulgated different 
standards designed for the risk of the month. Likewise, software providers 
developed applications designed for specific products.

Over time, risk practitioners have grown to recognize that risk is risk, 
and that common standards must be established for measuring and manag-
ing all aspects of risk within an institution. The Internet will provide an 
interactive medium that will help establish common risk standards and best 
practices for risk management. Regulators can put new supervisory pro-
posals on their web sites and get feedback from a wider audience of risk 
professionals. Academics can do the same for peer reviews. Risk manag-
ers can benchmark their loss experience and risk practices against industry 
best practices. These interactive processes will speed the development of risk 
standards. A good example of this effect was JP Morgan’s decision to post 
RiskMetrics, a Value-at-Risk methodology on the Web. RiskMetrics had  
an enormous take-up rate, quickly becoming a de facto benchmark for 
market risk.

enhance education One of the major barriers to effective risk management 
has been the lack of good educational resources for the various risk disci-
plines, particularly for operational risk and ERM. While professional as-
sociations such as GARP, the Risk Management Association (RMA), and 
the Risk and Insurance Management Society (RIMS) each play a construc-
tive role, there remains a significant void in risk education. The Internet 
will help fill that void. It is without peer as the most powerful technology 
for developing, organizing, and distributing educational content; no less a 
figure than Cisco CEO John Chambers has suggested that the Internet’s 
greatest value will be in education and e-learning. As long as bandwidth 
continues to increase at its current rate and search engines become more in-
telligent, the Internet will play an ever-more-effective role in providing risk  
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education. The Internet will provide interactive videos, on-line conferences, 
e-magazines, and faster and cheaper access to risk experts. It will also pro-
vide better access to general risk knowledge, as well as specific case studies 
for lessons learned and best practices.

improve Analytics The Internet will improve risk analytics with respect to 
risk aggregation, risk monitoring, and risk technology. In terms of risk ag-
gregation, the Internet will help corporate managers develop a consolidated 
view of risk, tracking losses, reporting incidents, and measuring aggregate 
exposures across the enterprise in real time. It will also provide the appro-
priate individuals with 24/7 access to critical risk information. In terms of 
risk monitoring, the Internet will do for risk professionals what My Yahoo 
has done for individuals. It will provide risk dashboards that integrate inter-
nal and external risk information. A risk manager will then be able to go to 
a single source and see the company’s portfolio risk exposures, along with 
customized news, data, and early warning indicators.

The Internet will become the technological platform of choice, espe-
cially for small- to medium-sized institutions that cannot afford large In-
formation Technology (IT) budgets. It will reduce prices for risk software 
and increase the number of users, resulting in significant cost economies 
with respect to software development, implementation, and maintenance. 
Today, leading providers of risk management software, whether in-house 
programmers or outside vendors, are quickly moving to web-enable their 
risk models. As risk models move from packaged software to an application 
service provider (ASP) environment, model risk should decrease because 
risk managers will have greater access to different models. They can then 
more easily test the sensitivity of their portfolios according to various risk 
models and assumptions.

ten predictionS

The future for risk management is bright. Regulators and managers are rec-
ognizing the importance of risk management as a way to minimize losses 
and improve business performance. Risk professionals are moving up in 
the business world, both in terms of organizational level and compensation.  
Advances in risk methodologies and technologies are introducing a vast 
array of new tools for measuring and managing enterprise-wide risks, at 
a higher speed and lower cost than anyone could have imagined just a few 
years ago. While there are many remaining challenges, one cannot help but 
examine the progress and think that the best is yet to come for the risk man-
agement profession. Against this backdrop, I made 10 predictions in the first 
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edition of this book of how I thought risk management would change over 
the next decade. Let’s revisit these predictions and compare them to today’s 
reality to see how far the industry has come.

 1. ERM will become the industry standard for risk management: ERM 
will continue to gain acceptance as the best way to ensure that a firm’s 
internal and external resources work efficiently and effectively in 
optimizing its risk/return profile. New financial disasters will continue to 
highlight the pitfalls of the traditional silo approach to risk management. 
External stakeholders will continue to hold the board of directors 
and senior management responsible for risk oversight and demand 
an increasing level of risk transparency. More importantly, leaders in 
ERM will continue to produce more consistent business results over 
various economic cycles and weather market stresses better than their 
competitors. Their successes will gain attention and other companies will 
follow. These trends, coupled with a stock market that is increasingly 
unforgiving of negative earnings surprises, will compel businesses in all 
industries to adopt a much more integrated approach to measuring and 
managing enterprise-wide risks.

 2. A CRO will become prevalent in risk-intensive businesses: The rise 
of the CRO goes hand-in-hand with the trend toward enterprise risk 
management. Risk management is a key driver of success for financial 
institutions, energy firms, asset management firms, and non-financial 
corporations with significant risk exposures. Many market leaders in 
these industries have already created the position of a CRO. Others will 
follow suit. Companies without a CRO are faced with three perplexing 
questions: First, are we comfortable with diffused risk responsibilities, 
and if not, who is the de facto CRO—the CEO or CFO? Second, are 
their necessarily part-time efforts sufficient to manage risk in an increas-
ingly volatile business environment? Finally, will the company be able to 
attract and retain high caliber risk professionals if a CRO career track 
is not available to them? For an increasing number of companies, the 
logical resolution of these questions will be the appointment of a CRO 
and the dedication of resources to implement an ERM program.

 3. Audit committees will evolve into risk committees. As boards of direc-
tors recognize that they have responsibilities to ensure that appropriate 
risk management resources are in place, they will replace or supple-
ment their audit committees with risk committees. A number of leading 
institutions, Chase and Export Development Corporation of Canada 
among them, have already established risk committees of the board. As 
we discussed in Chapter 5, the board’s responsibilities for risk manage-
ment have been clearly established in regulatory and industry initiatives 



350 EntErprisE risk ManagEMEnt

worldwide. Key governance and risk reports include the Dey Report in 
Canada, the Turnbull Report in the UK, and the Treadway Commission 
Report in the United States. The result of these and other similar initia-
tives is that board directors have begun to realize that their responsibili-
ties go beyond traditional audit activities, and that they need to ensure 
resources and controls are in place for all types of risk. Going forward, 
companies will establish risk committees of the board, and their audit 
committees will either become sub-committees or independent commit-
tees that have the traditional audit committee focus of ensuring accu-
rate financial reporting and statements.

 4. Economic capital will be in; VaR will be out: Managers and external 
stakeholders will demand a standardized unit of risk measurement, or 
common currency, for all types of risk. This way, they can spot trends 
in a company’s risk profile, as well as compare the risk/return perfor-
mance of one company against others. To date, VaR has gained wide 
acceptance as a standardized measure for market risk. However, VaR 
has three major flaws. First, it does not capture tail risks due to highly 
infrequent, but potentially devastating, events. Second, its inability to 
capture tail risks makes VaR a poor measure for credit and operational 
risks (or even market risk positions with significant optionality). Third, 
VaR measures the risk, not the return, of any risk position. Yet finan-
cial models that have passed the test of time, such as capital asset pric-
ing model (CAPM) or the Black-Scholes option-pricing model, evaluate 
both risk and return. The concept of economic capital is intuitively ap-
pealing because one of the main reasons companies hold capital is to 
absorb potential losses from all types of risk. Risk-adjusted return on 
capital extends the concept and measures business profitability on a 
risk-adjusted basis. The Basel Committee has already adopted economic 
capital as the framework for international regulatory capital require-
ments in the banking industry. Other industries will follow and adopt it 
as a common currency for risk.

 5. Risk transfer will be executed at the enterprise level: The integration of 
risk transfer activities has already happened as far as hedging and in-
surance strategies are concerned. For example, companies that hedge 
with derivatives realize they can save on hedging costs if they execute 
portfolio hedges rather than individual securities hedges. Companies 
that bundle their insurance coverage through multi-risk, multi-year 
policies are also realizing significant savings on insurance premiums. 
Alternative risk transfer (ART), reviewed in Chapter 8, goes one step 
further in combining capital markets and insurance techniques. The 
rise of ERM and ART products will mean that risk transfer strategies 
are increasingly formulated and executed at the enterprise level. In the 
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past, companies made risk transfer decisions to control specific risks 
within a defined range, without being particularly thoughtful about 
the cost of risk transfer unless it was prohibitively high. In the fu-
ture, companies will make risk transfer decisions based on an explicit 
comparison between the cost of risk retention versus the cost of risk 
transfer and execute only those transactions that increase shareholder 
value.

 6. Advanced technology will have a profound impact on risk management: 
As discussed in the previous section, the Internet will have a significant 
impact on risk management and how information, analytics, and risk 
transfer products are distributed. Beyond the Internet, the increase in 
computing speed and decline in data storage costs will provide much 
more powerful risk management systems. Mid-sized companies will 
have access to sophisticated risk models that were once the privilege 
of large organizations. Even individual investors will be able to apply 
advanced risk/return measurement tools in managing their investment 
portfolios. Just as market risk measurement at large trading organiza-
tions is being conducted increasingly frequently, the time interval for  
enterprise-wide risk measurement and reporting will move from monthly 
to weekly to daily, and perhaps ultimately to real time. Moreover, the 
development of wireless and handheld communication devises will en-
able the instantaneous escalation of critical risk events, and allow risk 
managers to respond immediately to emerging problems or new 
opportunities.

 7. A measurement standard will emerge for operational risk: Today, there 
is considerable debate not only about the quantification of operational 
risk, but also how to best define it. Approaches to assessing operational 
risk range from qualitative assessment of probability and severity based 
on management judgment, to quantitative estimate of potential loss 
based on industry and company loss histories. The lack of consistent 
operational loss data, partially as a function of the infrequency of major 
operational risk events, has led to the development of analytical models 
such as extreme value theory to come up with loss estimates. Other 
models borrow from total quality management techniques or dynamic 
simulations to quantify operational risk. More recently, there has been 
some support, and some encouraging results, from early experimenta-
tion with neural networks to recognize patterns in operational risk. As 
the practice of operational risk management gains acceptance, and as 
data resources become more available as a result of company and indus-
try initiatives, a measurement standard will emerge for operational risk. 
However, the greatest challenge for operational risk will remain one of 
management, not measurement.



352 EntErprisE risk ManagEMEnt

 8. Mark-to-market accounting will be the basis of financial reporting: 
Over time, the risk management profession has recognized the impor-
tance of mark-to-market accounting versus accrual accounting in re-
porting the financial condition of a company. While accrual accounting 
is adequate for reporting the value of physical assets, it can provide the 
wrong signals in reporting financial and other intangible assets. The use 
of marked-to-market accounting is widely accepted in the market risk 
field, and is gaining acceptance in credit risk management, where credit-
based assets are mark-to-market given their probability of default (e.g., 
credit ratings or credit spreads). Given the cry for greater risk transpar-
ency from shareholders and regulators, it is likely that variability (i.e., 
risk sensitivity) will be much more integrated into financial reporting 
in future, including the full use of mark-to-market accounting for all 
financial assets.

 9. Risk education will be a part of corporate training and college finance 
programs: As companies recognize the need to train and develop their 
risk management staff, corporate training programs will increasingly 
feature risk management. These training programs will likely be a com-
bination of internal and external resources, and include internal work-
shops, external conferences, and Internet-based training tools. Given 
the rising corporate demand for skilled risk professionals, professional 
organizations and colleges will continue to integrate risk management 
into their course offerings. Professional certification and college degree 
programs will gain popularity and acceptance. Similar to the develop-
ment of the CFA certification in finance and investments over the past 
decade, a widely accepted professional certification in risk management 
will emerge in the next decade. Colleges will expand their course of-
ferings beyond derivative products and credit analysis to offer courses 
in ERM, risk management applications in various industries, and inte-
grated risk transfer.

 10. The salary gap among risk professionals will continue to widen. The 
trend toward ERM and the appointment of CROs has created an ex-
citing career path, and attractive compensation opportunities, for risk 
professionals. However, this new career opportunity will only be avail-
able to risk professionals that continue to develop new skills and gain 
new experiences, while the others will be left behind. The salary gap 
that has developed over the past several years will continue to widen in 
the next 10 years. On one hand, the compensation for risk profession-
als with cross-functional skills will increase faster than other profes-
sions due to rising demand for their services. On the other hand, risk 
professionals with narrow skills or who serve in limited intermediary 
roles will not enjoy above average raises, and may in fact see their job 
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security decline as their jobs become less relevant in the new world of 
risk management.

2013 Looking BAck

Looking back from a decade after I first made these predictions, it may be 
fun to see how clear my crystal ball was at the time. Bill Scotti, of the Global 
Association of Risk Professionals (GARP), recently evaluated my predic-
tions in a 2012 article—the findings of which are summarized below:

 1. Enterprise Risk Management (ERM) will become the industry standard 
for risk management: While ERM has yet to become an industry 
standard, there is certainly a lot of movement in this direction, which 
makes this prediction a true one. For example, a Global Risk Manage-
ment study conducted by Accenture in 2011, which spanned a number 
of different countries and industries, demonstrated that “more than  
80 percent of the survey respondents overall have an ERM program in 
place or plan to have one in the next two years.” However, companies are 
still having difficulty breaking away from the traditional silo approach to 
risk management, which has hindered the growth of ERM as an industry 
standard. Thus far, ERM is the most prevalent in the financial sector, with 
banks, hedge fund providers, and broker-dealers in the lead.

 2. A CRO will become prevalent in risk-intensive businesses: Likewise, 
the 2011 Accenture study also proves this prediction true, because it 
shows that C-level management of risk management is becoming in-
creasingly prevalent among risk-intensive businesses: 66 percent of sur-
vey respondents already have a CRO, while a further 20 percent have 
executives who perform CRO responsibilities (and simply do not have 
the title).

 3. Audit committees will evolve into risk committees: This has also been 
proven true by time. In September of 2004, the Committee of Sponsor-
ing Organizations of the Treadway Commission (COSO) published a 
paper called “ERM-Integrated Framework;” as suggested by its title, 
the paper outlined the essential framework of successful ERM. This has 
greatly influenced the transformation of the internal audit function. For 
example, the Institute of Internal Auditors (IIA) recommends that inter-
nal auditors should work with both the audit committee as well as man-
agement to implement ERM. IIA also draws some clear lines around the 
responsibilities of internal auditors: they should not undertake “setting 
the risk appetite, imposing risk management processes, management 
assurance on risks, making decisions on risk responses, implementing 
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risk responses on management’s behalf, and accountability for risk 
management.”

 4. Economic capital will be in; VaR will be out: Bill Scotti says that “VaR 
is useful for market risk and control over a short period of time,” but it 
does not consider “risk reward trade-off for all of the economic units of 
an institution,” while economic capital does. In his eyes, this certainly 
makes it superior to VaR. Economic capital also addresses risks apart 
from the most visible and most easily quantified market risk—liquidity 
risk, operational risk, and strategic risk can all run rampant without su-
pervision (as demonstrated by the market crash of 2007). Furthermore, 
economic capital also helps to streamline ERM—the advantages of eco-
nomic capital have been recognized in corporate culture, where there has 
indeed been a shift in primary usage from VaR to economic capital.

 5. Risk transfer will be executed at the enterprise level: This was actu-
ally already starting to occur when the first edition of this book was 
published in 2003, in terms of hedging and insurance strategies. This 
has continued through today, where the “management of risk transfers” 
now occurs through “assessments, systems, and other tools.”

 6. Advanced technology will have a profound impact on risk management: 
This is definitely true in 2013: during this last decade, we have seen 
“exponential growth in the speed of data processing,” incredible booms 
in cloud and social media services, as well as a shift from “in-house 
software development to ASP models that provide comber-based ser-
vices to customers over a network.”—all of which has transformed risk 
management profoundly.

 7. A measurement standard will emerge for operational risk: Unfortu-
nately, this has not come true in 2013. While Basel II and Basel III 
provide strict regulations for banks, this “metric doesn’t cut across in-
dustry” and most other kinds of firms are left to their own devices. For 
example, recovery costs and loss-event data are not properly utilized in 
product pricing, while the front office is still finding it difficult to imple-
ment operational risk management tools. Furthermore, because there 
is no industry standard, it is difficult for line managers to implement 
operational risk management, which makes the entire ERM implemen-
tation process less efficient.

 8. Mark-to-market accounting will be the basis of financial reporting: 
While this might have happened organically if nothing out of the ordi-
nary occurred, the financial crisis of 2008 caused the abrupt return of 
“fair value accounting under FASB 157.” Currently, there is still conflict 
between FASB and IFRS with regard to mark-to-market accounting, 
making it unlikely for it to become the basis of financial reporting in 
the near future.
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 9. Risk education will be a part of corporate training and college finance 
programs: Happily, nowadays most major universities offer a graduate 
degree in risk management, so this is definitely true. Organizations like 
GARP and PRMIA also offer “risk training and certification programs.”

 10. The salary gap among risk professionals will continue to widen: This 
is also very true; Ben Scotti says that “generalists are compensated at 
a greater level than specialists because of their cross-function skills,” 
which exactly matches the original prediction. The Risk Talent Associ-
ates’ 2011 annual salary survey demonstrated that the salary gap be-
tween senior associates and CROs continues to widen.1

In summary, Scotti concluded that eight of my 10 predictions made  
10 years ago have been fulfilled, while the jury is still out on the remain-
ing two.
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Chapter 20
everlast Financial

I t is the year 2020. Everlast Financial is a fictional financial services com-
pany with global investment bank, commercial banking, and insurance 

operations. Pamela was appointed CRO two years ago, after spending five 
years as a trader and three years as a market risk manager.

Pamela, the Chief Risk Officer of Everlast Financial, is enjoying break-
fast at home when her cellular watch suddenly begins beeping furiously. She 
checks the digital display and notes the warning “Operational Risk Alert.” 
She thinks to herself that, despite the many advances in risk management, 
an operational risk debacle is still every risk officer’s worst nightmare.  
Using her laptop, she logs on to the global risk management system to find 
out what is happening. Before she can so much as check the interactive risk 
monitoring program, Garrett, Chief of Staff, appears on the screen using the 
PC videoconferencing application. “We’ve identified a rogue trader,” Garrett 
says. “While we were examining the traders’ records to prepare for their 
annual compensation review, we identified a discrepancy in Rick Gleeson’s 
accounts. Further investigation of the transactions in question revealed that 
they were fake transactions designed to conceal about $200 million in trad-
ing losses in emerging markets bonds over the past nine months.”

“We need to move quickly on this to avoid additional losses and bad 
press,” Pamela replies, “Let’s initiate a videoconference with the CEO, the 
heads of the audit committee, the trading unit, corporate communications, 
the legal department, and human resources. We need to clarify the details 
of what happened, why it happened, and what should we do to handle the 
situation.”

“I’ll get right on it,” says Garrett.
The next day, Brandon, the CEO of Everlast Financial Corp., has called 

Austin, the head of trading, into his office. “Your trading operations have 
generated nearly half of the corporation’s profits over the past three years, 
but this is a very serious problem. Our investigation has turned up evidence 
that Rick has indeed been involved in unauthorized trading and we have a 
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zero-tolerance policy for unethical behavior. Austin, how did this happen 
under your watch and what should we do about Rick?” Brandon asks.

“I assumed our risk management systems would have picked this up. 
Also, Rick is one of our most talented traders,” Austin argues. “He just had 
the bad luck to be trading bonds in emerging markets at a time when the 
market was a bit rocky. While we shouldn’t condone what he did, the per-
formance pressure here can be immense, and, if his gambles had paid off, we 
would be rejoicing right now rather than talking about this crisis.”

“So what do you think we should do?” Brandon asks.
“Well, he should forfeit all of his bonus for this year, based both on the 

fact that he generated losses for the firm and that he violated risk manage-
ment policies which could cause us great embarrassment in the public eye.”

“So you think that is the only punishment he should receive? You don’t 
think he should be fired, which is the stated consequence for this kind of 
offense in our risk policies manual?” Brandon asks.

“I know that is what is recommended, but it would be such a shame to 
lose one of our best traders. I strongly encourage you to give him another 
chance,” Garrett asserts.

“We have already determined in our company-wide risk policy that there 
will be no second chance for offenders of this magnitude. Your willingness 
to overlook such non-compliance in pursuit of higher profits poses a much 
bigger risk to the firm than the loss of a skillful rogue trader. We can easily 
replace him with another trader, but the damage he has done is irreversible. 
Since you have demonstrated a blindness to this basic risk management con-
cept, you are both fired. I have plenty else to do to deal with this fiasco, so 
don’t try to argue with me,” Brandon states in his most assertive voice.

As Austin leaves, Brandon calls Jennifer, the head of HR, who comes 
into his office for a discussion. “I want you to personally take care of the 
dismissals of Austin and Rick. I also want to discuss what we can do from 
an HR standpoint to prevent these scenarios in the future,” Brandon says. 
“Pamela informed me that one of the abnormalities that we discovered 
about Rick in retrospect was that he never took vacations longer than 
two days. Learning from this, I want HR to generate an annual report on  
employees’ vacation time, flagging any employees who have not taken vaca-
tions of at least a week in length during the past year. Also, employees who 
consistently fail to use all of their allotted vacation days should be identified 
because they may either be hiding something or be candidates for burnout.”

“That sounds like a good idea,” Jennifer agrees, checking to see that the 
voice-interface on her smartphone has been recording all of these ideas. “I 
also think this situation and its consequences should be incorporated into 
one of our training videos offered through the risk intranet. It would be a 
valuable lesson learned for our new managers and employees.”
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“Absolutely. When we make that video, I want to speak in it to set the 
tone from the top and demonstrate how seriously we take breaches in our 
risk policy,” says Brandon.

Meanwhile, Curtis, the COO, has been meeting with Peter, the com-
pany’s head of risk transfer, to determine what coverage Everlast Financial 
Corp. has for this event. “Fortunately,” says Peter, “the integrated risk policy 
that we have has specific provisions for operational risk failures such as 
rogue traders. After a $10 million deductible, we are covered for any losses 
up to $1 billion. For the future, though, I think we should consider look-
ing into earnings per share insurance, since that way we would have much 
broader risk coverage and there will be no question as to whether or not our 
insurance policy covers specific losses.”

“Yes, I know that EPS insurance has come down a lot in price since it 
has become more popular. Go ahead and get us some quotes,” says Curtis. 
After his meeting with Curtis, Peter dials into risk.com, the Internet risk 
exchange, to get some quotes on EPS insurance. He submits a standardized 
term sheet for EPS insurance, attaches Everlast Financial’s loss history and 
enterprise risk rating, and within 10 minutes, his inbox receives five quotes 
from pre-qualified insurance providers. Peter finds that two of the quotes 
represent a net cost of risk transfer that is below Everlast Financial’s net cost 
of risk retention. His analysis on the on-line risk calculator shows that by 
executing an EPS insurance transaction, the company’s market value should 
improve by 4 to 5 percent. After a brief conversation with Pamela, Peter 
executes the EPS transaction with a European insurance company.

Back in his office, Curtis calls Brandon to relay the good news that the 
trading losses will be covered by the firm’s insurance policy. After speaking 
briefly with Curtis, Brandon calls Garrett again to exchange information 
with him and generate further ideas for using the situation as a learning 
experience. “I understand that besides not taking more than two consecu-
tive vacation days, over the past year Rick’s trading behavior was unusual 
in terms of trading volume and pattern. I’ve already spoken with Jennifer 
about identifying potential problem employees from an HR perspective, 
but I want you to consider creating other metrics to serve as early warning 
signals for possible rogue activities. Look at Rick’s trading from as many 
different angles as possible to determine the ways in which it differed from 
other traders’ activity. Maybe we can share data with trading units at other 
financial institutions to jointly identify patterns of trading that should serve 
as early warnings of irregular activity. I want you to start thinking about 
what we might want to include in a new operational risk report. That is 
the area where our risk reporting needs continuous improvement since op-
erational risk can rear its ugly head in so many different ways. We need to 
work on that.”
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Brandon tells his secretary to set up an impromptu videoconference 
with the board members, as well as conference calls with the equity analysts 
who cover Everlast Financial Corp. Brainstorming the ideas that he wants 
to convey to these stakeholders, Brandon decides that key points should 
include ideas such as:

 ■ State-of-the-art risk management can’t ensure that bad events will never 
happen, but the investments that Everlast Financial has made over the 
past several years in ERM and risk technology have identified and cor-
rected this problem at an early stage.

 ■ The company has every intention of openly communicating the details 
and proceedings surrounding this situation as soon as they become 
available, since open communication and risk transparency is one of 
the tenets of Everlast Financial’s risk management program.

 ■ Based on the lessons learned from this fiasco, steps are being taken to 
reduce the likelihood of a similar event in the future, as much as this 
is possible. The soon-to-be-implemented vacation report from HR, the 
work in progress on better operational risk analysis and reporting, the 
incorporation of the situation into a case study for a training video, and 
the dismissal of both the rogue trader and the head of trading will all 
be discussed.

 ■ The analysts in particular must be assured that the costs of the debacle 
will not substantially affect the company’s earnings due to the insur-
ance policy coverage. Additionally, the company has executed a broader 
EPS insurance coverage to protect itself from unforeseen events going 
forward.

As the day draws to a close, Brandon sits back and thinks about the risk 
management advances that have made this situation less explosive than it 
would have been 20 years ago—the real-time risk escalation that alerted him 
and Pamela of the situation that morning, coupled with technology-enabled 
instant response; and the insurance coverage for operational risk failures. 
Without this sophisticated risk monitoring, the rogue trading may have con-
tinued unnoticed for years, as was the case with a number of prominent 
rogue traders in the twentieth century. How did risk managers function in 
those days without the technology and risk transfer products that are now 
available? While the advances were substantial, there was still much to be 
done, thought Brandon as he shut off the lights to go home. With his highly 
competent risk management group and the technology that enabled him to 
stay abreast of business developments 24 hours a day, he could go home 
with the assurance that if any major new developments occurred, he would 
be among the first to know.
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chapteR 21
eRM implementation

confucius said, “The essence of knowledge is, having it, to use it.” With 
respect to ERM, it tells us that while careful planning and research is 

all very well, if we do not act upon this accumulated knowledge, it goes 
to waste. In this last section of the book, we will discuss implementation 
requirements that will help firms to translate the concepts that we have dis-
cussed in the previous sections into actions.

To share my first experience in implementing enterprise risk manage-
ment (ERM), I would like to return to the story of my tenure as Chief Risk 
Officer at GE Capital, which demonstrated to me the veracity of this idiom 
very tangibly. As the reader might recall from Chapter 4, in 1993, I was 
hired to be the CRO of GE Capital Markets Services, which was, at the 
time, going through the start-up phase with aggressive growth and profit-
ability targets. In order to quickly build up the organization, the company 
had hired a team of traders from a foreign bank, hoping to benefit from 
their industry contacts and years of experience. As part of GE Capital, 
with its pristine triple-A credit ratings, it was critical for the new business 
to establish a comprehensive ERM framework—and for this to happen 
quickly.

So I hit the ground running. I spent the first few months focusing on the 
hard side of risk management—setting up risk policies and limits, analytical 
models, and an integrated system and reporting infrastructure. However, I 
immediately came up against opposition, because the traders had never op-
erated in such a controlled environment in their previous jobs. As such, they 
didn’t take risk management seriously and were entering only 80 to 90 percent 
of their trades. Hence, each morning the risk reports were full of errors 
because they didn’t represent the full portfolio of positions. When I went 
to discuss this issue with the head trader at the time, he blatantly rejected 
my authority and brushed me off. “We know the risk of our portfolio like 
the back of our hands,” he told me dismissively, “We don’t really need your 
system to tell us about our portfolio. Our team is busy building the business. 
We will enter the trades when we have free time.”
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Frustrated, I informed the group president that I couldn’t do my job with-
out the cooperation of the traders. I have to admit; I was impressed by what the 
president did when he heard about the situation. He made a critical decision 
that changed the culture of the group and helped me to appreciate the soft side 
of risk management for the rest of my career. Determined to set the tone from 
the top, the president shut all business operations down for two days and put 
all of the employees through a risk management boot camp at GE’s corporate 
training center in Crotonville, New York. We reviewed all of the ERM policies, 
why they were set in place, and exactly who was accountable for each step of 
the process. At the end of the two days, the president conveyed a clear message 
that we will be running the business in a risk-controlled environment, and if the 
traders didn’t change their behavior we would change the traders!

To me, that was a defining moment in the risk culture of the company. 
From that point on, the traders underwent a drastic change in attitude and 
we had 100 percent compliance with the ERM framework. In fact, the  
capital markets group was recognized as an example of best practice in risk 
management within GE Capital, and the company honored me with the 
Pinnacle award. We went on to capture 25 percent of market share with 
no policy violations. My experience at GE Capital has taught me just how 
important it is to balance both the hard and the soft side of ERM—the yang 
and yin, so to speak. Figure 21.1 outlines the key features of both.

BeneFitS oF coRpoRate GoveRnance and eRM 
pRacticeS

To build the business case for ERM implementation, it is important to ar-
ticulate the expected benefits and how it can create business value. For indi-
vidual companies, the benefits of ERM will depend on their unique business 
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Policies & procedures

Risk assessments

Risk limits

Audit processes
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Risk awareness

People

Skills
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Culture & values

FiGuRe 21.1 The Hard and Soft Sides of Risk Management
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challenges, investments in staff and systems, and implementation success. 
However, it would be useful to examine industry surveys and empirical 
studies that indicate how better governance and ERM practices are associ-
ated with improved financial performance and shareholder returns. Below, 
we provide summaries of several key studies.

McKinsey & company (2002)

In 2002, McKinsey & Company conducted a cross-industry, global survey of 
more than 200 institutional investors, which indicated that poor governance 
structure would turn 60 percent of investors away from a company. Nearly a 
third of the survey respondents also indicated that they would even avoid an 
entire country that had poor governance standards. In fact, investors are will-
ing to pay a premium for well-governed companies. The McKinsey reported 
that the average premium in the United States was 12 to 14 percent, 20 to 
25 percent in Asia and Latin America, and as high as 30 percent in Europe 
and Africa.1 The attractiveness of a strong governance structure to investors is 
a good indicator of how much value it can potentially add to an organization.

Brown and caylor (2004), cheng and Wu (2005)

A Brown and Caylor study of 2,327 cross-industry firms published in 2004 
reveals that companies with strong governance structures outperform 
those with weaker governance structures in terms of return on equity 
(ROE), profit margins, and dividend payouts. For instance, firms ranked 
in the tenth percentile of the Corporate Governance Quotient2 produced 
five-year returns that are 3.95 percent lower than the averages of their 
respective industries. Conversely, those in the ninetieth percentile yielded 
returns that were 7.91 percent higher than industry averages.3 A similar 
2005 study by Cheng and Wu compounded these findings by establishing 
that this phenomenon is augmented by the size of the firm.4 In other words, 
the larger the company, the bigger an effect governance structure will have 
on returns.

By performing regression analyses on 35 variables regarding “board 
composition, compensation, takeover, and audit,” the Brown and Caylor re-
port determined that “firms with weaker governance perform more poorly, 
are less profitable, more risky, and have lower dividends than firms with 
better governance.”5 Intriguingly, the study identifies board composition as 
the single most important factor behind the success of companies with firm 
governance structures over those without them, based on their significant, 
positive contribution to one-year returns.6 We will discuss the importance of 
board structure further in the next chapter.
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hoyt and Liebenberg (2009)

Hoyt and Liebenberg conducted a study in 2009 investigating the relation-
ship between ERM programs and firm value. They analyzed data from 117 
publicly traded U.S. insurers between 1998 and 2005.7 After performing 
regression analysis, they found that ERM programs are associated with a 
16.5 percent, statistically and economically significant, equity premium. 
In addition to this finding, the study identifies insurance companies with 
an ERM program as having lower returns volatility. The results indicate 
that ERM is associated with improved shareholder wealth and financial 
stability.

Standard & poor’s (2010)

In 2010, Standard & Poor’s evaluated the stock performance of 165 North 
American and Bermudan public multiline insurance companies.8 S&P as-
signed each company an ERM score ranging from “excellent” to “weak” 
and then compared their score with their stock performance. The study 
found that between January and November of 2008, companies with an 
“excellent” ERM score fared better than their counterparts, experiencing a 
−30 percent change in stock performance compared to −60 percent for com-
panies with “weak” ERM scores. In 2009, companies with “excellent” ERM 
ratings experienced a +10 percent change in stock performance, versus a 
−10 percent change for companies with “weak” ERM scores. Furthermore, 
S&P finds a strong correlation between having a high ERM score and ex-
periencing low share price volatility in 2009. These findings are significant 
because they show that during periods of economic fluctuation, strong ERM 
programs can help individual companies to maintain stability and value.

eRM iMpLeMentation RequiReMentS

ERM implementation is more important than ever in today’s turbulent 
economy. At the 2009 World Economic Forum in Davos, Switzerland, it 
was reported that the global financial crisis has destroyed 40 to 50 percent 
of world wealth. While there have been other severe recessions, this one 
stands out in an important way; its impact is felt not only by every country 
and industry, but also by every company and individual. The current eco-
nomic downturn has thus served as the ultimate stress test—one that many 
companies have failed to pass.

The GE Capital story is one of ERM implementation, where the capi-
tal markets group moved itself from where it was to where it wanted to be.  
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Other companies must go through their own growing pains as they im-
plement ERM in a structured and balanced way. What are the key imple-
mentation requirements for ERM? Figure 21.2 provides an overview of 
four key building blocks, which are designed to address four fundamental 
questions:

 1. Governance structure and policies: Who is responsible to provide risk 
oversight and make critical risk management decisions?

 2. Risk assessment and quantification: How (ex-ante) will they make these 
risk management decisions in terms of analytical input?

 3. Risk Management: What specific decisions will they make to optimize 
the risk/return profile of the company?

 4. Reporting and Monitoring: How (ex-post) will the company monitor 
the performance of risk management decisions (i.e., a feedback loop)?

The above questions may sound simple but addressing them effectively 
can be very challenging for most firms. Let’s look at the main characteristics 
of each requirement here. Chapters 22 to 25 will provide further details on 
implementation steps.

definitions of Risk and eRM

Based on the ERM implementation building blocks in Figure 21.2 and the 
notion that any risk can be conceptualized (and ideally quantified) as a bell 

FiGuRe 21.2 ERM Implementation Requirements

Risk Assessment
And Quantification

Enterprise
Risk

Management

Dashboard Reporting
and Monitoring

Governance Structure
and Policies

Risk Management 

Who?

How?
(ex-ante)

What?

How?
(ex-post)



368 EntErprisE risk ManagEMEnt

curve, we can establish the following updated and more detailed definitions 
of risk and ERM:

 ■ Risk is a variable that can cause deviation from an expected outcome, 
and as such, may affect the achievement of business objectives and the 
performance of the overall organization.

 ■ ERM is an integrated management process for managing enterprise-
wide risks—including strategic, financial, operational, compliance, 
and reputational risks—in order to maximize firm value. This process 
empowers the board and management to make more informed risk/
return decisions by addressing fundamental requirements with respect 
to governance and policy (including risk appetite), risk analytics, risk 
management, and monitoring and reporting.

Governance Structure and policies

Governance structure and policies address the question of who (i.e., individ-
uals or committees) is responsible for making risk management decisions, 
and what are the policies that provide incentives, requirements, and con-
straints (e.g., risk tolerances) for the decision makers. Governance structure 
and policies should include the following:

 ■ Risk governance: How should the board provide effective risk oversight? 
First, should the board consider establishing a separate risk committee, 
or assign risk oversight responsibility to the audit committee or the full 
board? Second, should the board consider adding a risk expert to assist in 
risk issues, similar to the additions of financial experts to oversee financial 
issues? Finally, should board members be more engaged in the risk man-
agement process? These questions regarding the board’s governance struc-
ture, risk expertise, and its role in ERM should be addressed to enhance 
the board’s effectiveness in providing risk oversight. As a recent example, 
UBS announced that it added one CRO and two CFOs to the board, and 
investors reacted favorably, sending the stock price up 7 percent in late 
trading. Finally, board members should be fully engaged in the risk man-
agement process. This includes debating risk tolerance levels, challenging 
management on critical business assumptions, and holding management 
accountable for the risk-return performance of past decisions. Beyond the 
board structure, the management structures at the corporate management 
and business segment levels should also be fully aligned.

 ■ ERM Policy: An ERM policy should be established to support the risk 
management oversight activities of the board. Key components of an 
ERM policy may include board and management governance structure, 
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summary of risk committee charters, risk management roles and re-
sponsibilities, guiding risk principles, summary of risk policies and 
standards, analytical and reporting requirements, and exception man-
agement processes. Moreover, one of the most important components 
of an ERM policy is the delineation of specific risk tolerance levels for 
all critical risk exposures. These risk tolerance levels enable the board 
and corporate management to control the overall risk profile of the 
organization.

 ■ Risk-compensation linkage: The design of incentive compensation sys-
tems is one of the most powerful levers for effective risk management 
(including risk culture), yet insufficient attention has been paid to how 
incentives influence risk/return decisions. For example, if incentive com-
pensation is driven by earnings growth or stock price appreciation, then 
corporate and business executives would be motivated to increase risks 
in order to drive up short-term earnings and the stock price. Traditional 
executive compensation systems do not provide the appropriate frame-
work for risk management because they can motivate excessive risk 
taking. To better align the interests of management and investors, incen-
tive compensation systems must be driven by long-term, risk-adjusted 
financial performance. This can be achieved by incorporating risk man-
agement performance into the incentive compensation system; estab-
lishing long-term risk-adjusted profitability measurement; using vesting 
schedules consistent with the duration of risk exposures; and applying 
claw-back provisions to account for tail-risk losses.

Risk assessment and quantification

Risk assessment and quantification processes address the question of how 
analytical tools and processes support risk management decisions. Risk as-
sessment and quantification tools for ERM include:

 ■ Risk assessments that identify and evaluate the key risks facing the or-
ganization, including estimations of the probability, severity, and con-
trol effectiveness associated with each risk.

 ■ Loss-event database that systematically captures an organization’s ac-
tual losses and risk events so management can evaluate lessons learned 
and identify emerging risks and trends.

 ■ Key risk indicators (KRIs) that provide measures of risk exposures over 
time. Ideally, the KRIs are tracked against risk tolerance levels and inte-
grated with related key performance indicators (KPIs).

 ■ Risk analytical models that provide risk-specific and/or enterprise-wide 
risk analyses, including value-at-risk (VaR), stress-testing, and scenario 
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analyses. One of the key objectives of these models is to provide loss 
estimations given an organization’s risk portfolio.

 ■ Economic capital models that allocate capital to underlying risks based 
on a defined solvency standard. These models often support risk-adjusted 
profitability and shareholder value analyses.

While the above tools can provide useful information, organizations 
should be aware of potential pitfalls. One of the key lessons from financial 
crises is that major risk events are usually the consequence of not one risk, 
but a confluence of interrelated risks. To avoid the silo approach to risk 
analysis, companies need to integrate their risk assessment and quantifica-
tion processes, as well as focus on critical risk interdependencies. Currently, 
many companies use value-at-risk models to quantify market risk, credit 
default models to estimate credit risk, and risk assessments and KRIs to 
analyze operational risk. However, each of these tools might be used inde-
pendently. Going forward, companies must integrate these analyses to gain 
a broader perspective.

Risk models are only as reliable as their underlying assumptions. Prior 
to the financial crisis of 2008, many of the credit models used were based 
on the assumption that years of rising home prices and benign default rates 
would continue in the future. Moreover, credit and market risk models often 
assume some level of diversification benefits based on historical default and 
price correlations.

However, the financial crisis has also provided strong evidence of the 
risk management adage that price correlations approach one during market 
stresses (i.e., global asset prices dropped in concert). In other words, the ben-
efit of diversification may not be there when you need it most. Companies 
should stress-test the key assumptions of risk models to understand how 
sensitive model results are relative to these assumptions.

Risk Management

Risk management addresses the question of what specific decisions are 
made to optimize the risk/return profile of the company. Key decision points 
include:

 ■ Risk acceptance or avoidance: The organization can decide to increase 
or decrease a specific risk exposure through its core business, mergers 
and acquisitions (M&A), and financial activities.

 ■ Risk mitigation: This involves establishing risk control processes and 
strategies in order to manage a specific risk within a defined risk toler-
ance level.
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 ■ Risk-based pricing: All firms take risks in order to be in business, but 
there is only one point at which they can get compensated for the risks 
that they take. That is in the pricing of their products and/or services, 
which should fully incorporate the cost of risk.

 ■ Risk transfer: If risk exposures are excessive and/or if the cost of risk 
transfer is lower than the cost of risk retention, an organization can de-
cide to execute risk transfer strategies through the insurance or capital 
markets.

 ■ Resource allocation: An organization can allocate human and financial 
resources to business activities that produce the highest risk-adjusted 
returns in order to maximize firm value.

At most organizations, the risk management function does not handle 
most of the above decisions. Rather, they are made by business units and 
other corporate functions. However, the risk function should support busi-
ness and corporate decision makers with the risk/return analytical tools out-
lined in the previous section. Moreover, the risk function should provide an 
independent assessment of critical business/risk issues.

The role and independence of the risk management function is a critical 
issue that should be addressed by each organization. Should the risk func-
tion be a business partner and actively participate in strategic and business 
decisions, or take the role of a corporate overseer and provide independent 
oversight? Can the risk function balance these two potentially conflicting 
roles? A related issue is whether the chief risk officer (CRO) should report 
to the CEO or the board.

One organizational solution may be to establish a solid reporting line 
between the CRO and CEO, and a dotted reporting line between the CRO 
and the board. On a day-to-day basis, the risk function serves as a business 
partner advising the board and management on risk management issues. 
However, under extreme circumstances (e.g., CEO/CFO fraud, major repu-
tational or regulatory issues, and excessive risk taking) the dotted line to the 
board becomes a solid line such that the CRO can go directly to the board 
without concern about his or her job security. Ultimately, to be effective 
the risk function must have an independent voice. A direct communication 
channel to the board is one way to ensure that this voice is heard.

Reporting and Monitoring

The risk reporting and monitoring process addresses the question of how 
critical risk information is reported to the board and senior management, 
and how risk management performance is evaluated. It has been wisely said 
that what gets measured gets managed.



372 EntErprisE risk ManagEMEnt

However, there remains a general sense of dissatisfaction among board 
members and senior executives with respect to the timeliness, quality, and 
usefulness of risk reports. Currently, companies often analyze and report on 
individual risks separately. These reports tend to be either too qualitative 
(risk assessments) or quantitative (VaR metrics). Risk reports also focus too 
much on past trends. In order to establish more effective reporting, compa-
nies should develop forward-looking role-based dashboard reports. These 
reports should be customized to support the decisions of the individual or 
group, whether that is the board, executive management, or line and op-
erations management. ERM dashboard reports should integrate qualitative 
and quantitative data, internal risk exposures and external drivers, and key 
performance and risk indicators.

How do we know if risk management is working effectively? This is 
perhaps one of the most important questions facing boards, executives, reg-
ulators, and risk managers today. The most common practice is to evaluate 
the effectiveness of risk management based on the achievement of key mile-
stones or the lack of policy violations, losses, or other unexpected events. 
However, qualitative milestones or negative proves should no longer be  
sufficient. Organizations need to establish performance metrics and feedback 
loops for risk management. Other corporate and business functions have 
such measures and feedback loops. For example, business development has 
sales metrics, customer service has customer satisfaction scores, HR has 
turnover rates, and so on.

In order to establish a feedback loop for risk management, its objective 
must first be defined in measurable terms. The objective of risk management 
could, for instance, be defined as to minimize unexpected earnings volatility. 
In this case, the purpose of risk management is not to minimize absolute 
levels of risks or earnings volatility, but to minimize unknown sources of 
risks or earnings volatility.

Based on this definition, Figure 21.3 provides an example of using 
earnings volatility analysis as the basis of a feedback loop. At the begin-
ning of the reporting period, the company performs earnings-at-risk anal-
ysis and identifies several key factors (business targets, interest rates, oil 
price, etc.) that may result in a $1 loss per share, compared to an expected 
$3 earnings per share. At the end of the reporting period, the company 
performs earnings attribution analysis and determines the actual earnings 
drivers. The combination of these analyses provides an objective feed-
back loop on risk management performance. Over time, the organization 
strives to minimize the earnings impact of unforeseen factors. While this 
may not be the right feedback loop for an individual organization (i.e., 
non-profit), every company should establish some feedback loop(s) for 
risk management.
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eRM MatuRity ModeL

Previously, we discussed the four building blocks for ERM implementation. 
However, a company cannot expect to establish these risk management practices 
all at once or even over a short period of time. ERM is often a multi-year effort. 
As such, it is helpful for each company to develop an ERM roadmap for the 
future, articulating where they are, where they want to be, and how they are 
going to get there. Of course, the ERM road map should be customized for each 
company based on their current state, future vision, business and regulatory 
requirements, and available resources. As the ERM roadmap is developed, it 
is helpful to review the key benchmarks by way of an ERM Maturity Model. 
The purpose of the ERM Maturity Model is to provide specific industry 
benchmarks of ERM practices so companies can self assess the maturity and 
development opportunities of their ERM programs. Since these are general 
industry benchmarks, it is possible that an organization may have specific ERM 
practices from a more advanced stage before completing all of the practices in 
prior stages. Figure 21.4 provides an overview of the five stages of the ERM 
Maturity Model. Let’s review the practices and benchmarks for each stage.

Stage 1: definition and planning (White Belt)

In Stage 1 the organization is organizing resources to define the scope and 
objectives for its ERM program. Key objectives during this phase include 

FiGuRe 21.3 Example of an Earnings Volatility Analysis
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identifying an organization’s ERM requirements, obtaining board-level and 
executive support, and developing an overall framework and plan for ERM. 
Some organizations find it useful to establish a cross-functional taskforce in 
order to accomplish these objectives. Stage 1 may take 6 to 12 months to 
complete and typical activities include:

 ■ Researching regulatory requirements and industry practices
 ■ Providing risk briefings for board members and corporate executives
 ■ Appointing a chief risk officer and/or ERM project leader
 ■ Organizing an ERM task force and/or ERM committee
 ■ Conducting benchmarking exercises with other companies
 ■ Assessing the current state of risk management capabilities
 ■ Defining the scope, vision, and overall plan for ERM
 ■ Establishing an ERM framework, including a risk taxonomy

Stage 2: early development (yellow Belt)

In Stage 2 the ERM program is in the early stages of development. Key ob-
jectives during this stage include formalizing roles and responsibilities in an 
ERM policy, identifying key risks through risk assessments, and providing 
risk education to enhance risk knowledge and awareness. Stage 2 may take 
one to two years and typical activities include:

 ■ Establishing an ERM policy, which includes roles and responsibilities
 ■ Performing annual risk assessments across business units
 ■ Coordinating risk identification and control processes across risk, audit, 
and compliance functions

 ■ Providing risk education for the board of directors, as well as risk train-
ing for a wider group of employees

 ■ Establishing risk functions across the business units

FiGuRe 21.4 ERM Maturity Model
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The development of the ERM policy is arguably the most important 
aspect at this point, since it sets the stage for the company’s movement 
through the rest of the maturity model. Following the ERM implementation 
requirements, a standard ERM Policy should include:

 ■ The Executive Summary provides the purpose, scope, and objectives 
for ERM

 ■ The Statement of Risk Philosophy discusses the overall approach to risk 
management, as well as guiding risk principles

 ■ The Governance Structure summarizes board committees and charters, 
management committees and charters, and roles and responsibilities

 ■ Risk Tolerance Levels provide a statement of risk appetite, including 
key risk limits and tolerance levels for critical risk exposures

 ■ The ERM Framework and Processes section summarizes the ERM frame-
work, as well as specific requirements across overall risk management

 ■ Risk Categories and Definitions provide a risk taxonomy for commonly 
used terms and concepts

Defining risk tolerance levels may be initially difficult. An organization 
can establish risk tolerances using different approaches ranging from judg-
ment to quantitative tools—these methods are not mutually exclusive. For 
instance, risk tolerances might be established as a percentage of quarterly 
earnings or equity capital, or be model-driven (e.g., through value-at-risk, 
economic capital, or simulation analysis, to name a few). Regardless, the 
board and management should ensure that their chosen tolerance levels ad-
here to regulatory requirements. It may also prove useful to conduct indus-
try benchmarks to see where direct competitors are standing.

Stage 3: Standard practice (Green Belt)

In Stage 3 the organization is establishing more timely and granular risk 
analyses. Key objectives during this stage include performing more frequent 
risk assessments and developing risk quantification processes. This stage 
may take one to three years and activities may include:

 ■ Updating risk assessments on a quarterly or monthly basis
 ■ Developing risk databases, including loss-event information
 ■ Developing KRIs and reporting on enterprise-wide risks on a monthly 
basis

 ■ Integrating credit risk and market risk models, and building operational 
risk models

 ■ Developing risk-adjusted performance measurement methodologies
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Stage 4: Business integration (Brown Belt)

In Stage 4 the focus is on integrating ERM into business management and 
operational processes. ERM tools and practices become more distributed 
throughout the organization. It is during this stage that risk and return 
tradeoffs in business decisions are evaluated more explicitly. Key objectives 
include quantifying the cost of risk to support pricing and risk transfer 
decisions, assessing business risks up front as part of business and product 
development, developing automated risk reporting and escalation technolo-
gies, and linking risk and compensation. Stage 4 may take two to four years 
and include the following activities:

 ■ Expanding the scope of ERM to include business risk
 ■ Allocating economic capital to underlying market, credit, operational, 
and business risks

 ■ Incorporating the cost of risk into product and relationship pricing, as 
well as portfolio management and risk transfer strategies

 ■ Integrating risk reviews into new business and product approval 
processes

 ■ Automating ERM reporting through the use of electronic dashboards, 
including customized queries and real-time escalations

 ■ Establishing trigger points to make timely business decisions, including 
risk mitigation and exit strategies

 ■ Developing feedback loops on risk management performance
 ■ Linking risk management performance and executive compensation

Stage 5: Business optimization (Black Belt)

In the most advanced stage, ERM is applied to optimize business perfor-
mance and enhance relationships with key stakeholders. Key objectives in 
Stage 5 include integrating ERM into strategy development and execution, 
maximizing firm value by optimizing risk-adjusted profitability, providing 
risk transparency to key stakeholders, and helping customers manage their 
risks. Stage 5 is an ongoing process and may include the following activities:

 ■ Expanding the scope of ERM to include strategic risk
 ■ Integrating ERM into strategic planning processes
 ■ Maximizing firm value by actively allocating organizational resources 
at the efficient frontier

 ■ Providing risk transparency to key stakeholders—as discussed in  
Chapter 11—with respect to current risk exposures and future risk drivers

 ■ Leveraging risk management skills, tools, and information to deepen 
customer relationships by helping them manage their risks
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Given the above benchmarks, and my research and review of pub-
lished research, I would estimate the following for companies involved  
in ERM:

 ■ 20 percent of companies are in Stage 1—Definition and Planning 
(White Belt)

 ■ 40 percent of companies are in Stage 2—Early Development (Yellow Belt)
 ■ 20 percent of companies are in Stage 3—Standard Practice (Green Belt)
 ■ 15 percent of companies are in Stage 4—Business Integration (Brown Belt)
 ■ 5 percent of companies are in Stage 5—Business Optimization 
(Black Belt)

otheR eRM MatuRity ModeLS

Various professional organizations and consulting firms have created 
other versions of the ERM Maturity Model. For example, McKinsey & 
Company has developed a risk maturity system with four stages. Firms 
in the first stage of initial transparency comply with basic risk manage-
ment guidelines—this only helps them to reduce losses from minor un-
expected setbacks. In the second stage of “systemic risk reduction,” firms 
have professionalized risk management, which provides the stability for 
further growth, as well as the ability to avoid “large loss events.” In the 
third stage, firms become competitive with industry standards, which al-
low them to navigate trade-offs, as well as improve their Return on Equity 
(ROE) requirements. Once a firm reaches the fourth and final stage of this 
risk maturity system, top management is wholly focused on “risk-adjusted 
performance.”9

Deloitte has a maturity model that consists of five stages. The first 
stage begins with planning, in which risk management is mainly reactive, 
and depends primarily on the individual capabilities and sharp wits of ex-
perienced employees. During the second stage, titled “Siloed,” risk man-
agement is given structure, in terms of alignment with strategy, though 
little attention is paid to the links between risks (a traditional departmen-
tal approach to risk). In the third “comprehensive” stage, the company 
has a defined ERM function with dedicated risk professionals, and risk 
is implemented into end-to-end business processes. The fourth stage is 
“integrated,” in that the interdependencies of risk are analyzed. At this 
stage, the company also begins to rely on sophisticated risk models. Dur-
ing the last stage, the company becomes “optimized,” using early warning 
indicators to preempt policy violations. Discussion of risk is fully embed-
ded into strategic planning, capital allocation, product development, and 
the like.10
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RiSK cuLtuRe

As companies move up in ERM maturity, one of the core issues that the 
board, senior executives, and regulators are most concerned about is risk 
culture. What is risk culture? I am often asked by clients and conference 
audiences to give some hallmarks of good versus bad risk cultures. My reply 
would often begin with the following:

 ■ In a typical risk culture, people will do the right things when risk poli-
cies and controls are in place. They do what they are instructed and 
trained to do.

 ■ In a good risk culture, people will do the right things even when risk 
policies and controls are not in place. They do what is in the best inter-
est of the company and its stakeholders.

 ■ In a bad risk culture, people will not do the right things regardless of 
risk policies and controls. They do what is in their own best interest.

The risk culture of a company is an intangible but powerful force that 
shapes the values, beliefs, norms, and ultimately the risk management be-
havior of individuals and groups within an organization. Many observers 
argue that the financial crisis of 2008, the effects of which are still rippling 
strongly today, was caused by failures in the risk cultures at banks. As an 
example, these observers would point to the change in culture and risk-
taking at investment banks as they converted from private partnerships to 
publicly traded companies. Would they have acted the same way if they 
remained private firm and the partners’ capital and reputations were on 
the line?

Given the importance of risk culture, a growing number of companies 
are conducting risk culture assessment to monitor this intangible but impor-
tant component of ERM. Risk culture can be affected by—and thus assessed 
through—a multitude of factors, which include the following:

 ■ Tone from the top: Do the company’s board members, CEO, and other 
business leaders set the right tone from the top with respect to their 
commitment to risk management? Do business leaders (and other key 
influencers) exhibit the appropriate behavior?

 ■ Risk awareness: Are employees throughout the company aware of the 
key risks, as well as their individual accountabilities for risk assessment 
and management? Does the company provide the appropriate training 
and development programs?



ERM Implementation 379

 ■ Organizational incentives: What are the company’s incentive compen-
sation practices, and to what extent is risk management considered? Do 
rising executives and employees exemplify the appropriate risk manage-
ment behavior?

 ■ Change management: Does the company explicitly address change 
management issues as part of their ERM build out? Does the ERM 
function present a clear vision, roadmap, and rationale?

 ■ Communication and escalation: Does senior management effectively 
communicate risk management policies and expectations? Is healthy 
inquiry and debate on critical risk management issues encouraged? Do 
employees feel comfortable in escalating critical risk management issues 
in a timely manner, or is there fear of the shoot the messenger syndrome?

It is important to understand how each of the building blocks of ERM 
implementation will shape risk culture. In the subsequent chapters, we will 
discuss each of the four ERM implementation requirements further—the 
role of the board, risk assessment, risk-based decision making, and dash-
board reporting and monitoring.
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Chapter 22
role of the Board

a transformation is under way at boards of directors with respect to their 
role in ERM. In the wake of the global financial crisis of 2008, boards 

are taking a much more active role in risk oversight. They are reexamining 
governance structure and roles, risk policies and limits, as well as assurance 
and reporting processes.

This change indicates a very significant and positive shift in the way 
corporate boards oversee risk management. Of the key groups that provide 
independent risk monitoring—boards, auditors, regulators, rating agen-
cies, and institutional investors—the board of directors is the only group 
with both the direct responsibility and the greatest leverage in ensuring that 
sound risk management is in place.

At most organizations, corporate management would bend over back-
ward to satisfy board demands. By asking tough questions and establish-
ing board expectations with regard to ERM, the board can set the tone 
from the top and effect significant change in the risk culture and practices 
of an organization. Recent surveys have reported that board members rec-
ognize the importance of ERM, and even indicate that risk management 
has replaced accounting issues as the top board concern. For instance, 
accounting firm Eisner LLP conducted a study in 2010 of more than 
100 directors sitting on a variety of cross-industry boards. It revealed that 
directors ranked both risk assessment and the incorporation of financial 
models into strategic decision-making processes higher than accounting, 
in terms of level of interest.1

Board oversight requirements

More importantly, board members recognize that they can play a more ef-
fective role in risk oversight. Based on a survey of more than 200 board 
members, a December 2010 report commission by the Committee of Spon-
soring Organizations of the Treadway Commission (COSO) indicated that 
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71 percent of respondents acknowledged that their boards “are not formally 
executing mature and robust risk oversight processes.”2

It is evident that board members are setting higher expectations and 
requirements for risk oversight. They are not alone. In December 2009, 
the Securities and Exchange Commission (SEC) established new rules that 
require disclosures in proxy and information statements about the board 
governance structure and the board’s role in risk oversight. These disclo-
sures also include the relationship between compensation policies and risk 
management, as well as the extent to which executive compensation may 
lead to excessive risk taking. These requirements also highlight the necessary 
qualifications of directors and nominees, in addition to the role that diver-
sity plays in director nominations. The SEC designed these rules to enhance 
transparency around the role of the board in risk oversight.

In July 2010, the Dodd-Frank Act was signed into law. It requires that 
a board risk committee be established by all public bank holding compa-
nies (and public non-bank financial institutions supervised by the Federal 
Reserve) with more than $10 billion in assets. The board risk committee is 
responsible for ERM oversight and practices, and its members must include 
“at least one risk management expert having experience in identifying, as-
sessing, and managing risk exposures of large, complex firms.”

The Federal Reserve Board may also require a risk committee at smaller 
publicly traded bank holding companies. There are parallels between Section 
165 of the Dodd-Frank Act and Section 407 of the 2002 Sarbanes-Oxley 
Act (also known as the Public Company Accounting Reform and Investor 
Protection Act), which called for the creation of audit committees staffed by 
independent directors and at least one “financial expert.” However, unlike 
the Sarbanes-Oxley rules that define the attributes of a financial expert,3 the 
Dodd-Frank Act does not provide specific criteria on what would qualify a 
board member to be a risk expert—we’ll discuss this issue more later.

In December 2010, global banking regulators established Basel III to 
improve capital adequacy, stress testing, and risk management practices 
with respect to counterparty, liquidity, and systemic risks. Basel III was spe-
cifically designed as a response to the deficiencies in financial regulation 
during the 2008 financial crisis. The new Basel III requirements will sig-
nificantly increase the capital and liquidity costs for banks with more than  
$50 billion in assets. Basel III will also impact the capital management prac-
tices and dividend policies throughout the banking industry.

The combined impact of Dodd-Frank, the SEC, Basel III, and other 
regulatory requirements has far-reaching implications for the overall profit-
ability of banking institutions. A key impact is that these regulatory require-
ments have created significant demand for bank directors who can assist the 
board in overseeing complex risks and regulatory requirements, as well as 



Role of the Board 383

help executive management in formulating the appropriate business strate-
gies and plans.

Current Board praCtiCes

What are the current industry practices in board risk governance? To an-
swer this question, James Lam & Associates, in collaboration with Odgers 
Berndston, conducted research on the top 100 U.S. banking institutions. 
Coincidentally, there are almost exactly 100 banks with more than $10 billion 
in assets, which is the Dodd-Frank threshold for requiring a board risk 
committee.

As shown in Figure 22.1, the money center banks with more than  
$1 trillion in assets all have risk committees of the board. They also all 
have a chief risk officer (CRO) who supports the board risk committee 
with respect to risk assessment and reporting. For large national banks 
with between $100 billion and $1 trillion in assets, 71 percent had a board 
risk committee and 78 percent had a CRO. For large regional banks with 
between $50 and $1 billion in assets, 88 percent had a board risk committee 
and 76 percent had a CRO. For regional banks having between $10 and 
$50 billion in assets, only 55 percent had a board risk committee and  
58 percent had a CRO.

Figure 22.1 Percentage of Banks with Risk Committees and/or CROs
Source: James Lam & Associates, Odgers Berndston, 2012
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Based on the regulatory requirements discussed above, it is expected 
that 100 percent of these banks will establish a board risk committee in the 
next one to two years. It is also likely that nearly all of these banks will have 
a CRO, given the high correlation between having a board risk committee 
and a chief risk officer.

It becomes apparent that the presence of directors with significant expe-
rience in risk management on the board is an indispensable necessity. What 
are the credentials found at bank boards today? Researchers from James 
Lam & Associates reviewed the professional biographies of more than 1,200 
directors at the top 100 U.S. banks. Our research and analyses produced the 
following observations:

 ■ On average, there are 12.7 directors on each bank board.
 ■ Currently 44 percent of bank boards have at least one director who may 
be considered a risk expert. That means the boards of 56 percent of the 
top 100 U.S. banks must add one or more risk professionals to their 
ranks to satisfy Section 165 of the Dodd-Frank Act.

As shown in Figure 22.2, the research found the following distribution 
of board-member credentials:

 ■ A significant portion of bank board members come from CEO 
(47 percent), CFO (20 percent), and COO (7 percent) backgrounds.

Figure 22.2 Distribution of Board Member Credentials
Source: James Lam & Associates, Odgers Berndston, 2012

47%

Board Credentials - Top 100 U.S. Banks

20%

7%
5%

8%
5%

3% 3%
1%

0%

15%

30%

45%

60%

75%

CEO CFO COO CRO Academia Political/
Regulatory 

HR Sales &
Marketing

Tech

74% Top 3 C-Suite Roles



Role of the Board 385

 ■ Only 5 percent come from CRO or risk backgrounds.
 ■ Other backgrounds include academia (8 percent), political or regulatory 
entities (5 percent), human resources (3 percent), sales and marketing  
(3 percent), and technology (1 percent).

Given the above findings, and in order to meet regulatory requirements, 
the number of risk professionals on the boards of the top of 100 U.S. banks 
should more than double over the next few years.

As bank boards add risk professionals to their ranks, which skills and 
experiences should they look for? The Dodd-Frank requirement specified 
that the risk committee must have “at least one risk management expert 
having experience in identifying, assessing, and managing risk exposures of 
large, complex firms.” However, beyond meeting regulatory requirements, 
banks should recruit directors who can add strategic value to the institution. 
As such, bank boards should consider the following criteria in their  
selection process:

 ■ An understanding of risk governance and management practices at 
banks, including board risk oversight, risk policy and appetite, moni-
toring and assurance processes, and risk reporting and disclosure  
requirements.

 ■ Experience as a chief risk officer, and/or actively a chief risk officer, at a 
large, complex financial institution.

 ■ Knowledge of banking regulations and standards, such as Dodd-Frank, 
Basel II and III, SEC, FDIC, OCC, and Federal Reserve requirements.

 ■ Working experience in identifying, assessing, and managing the key 
risks faced by financial institutions, including strategic, business, mar-
ket, liquidity, credit/counterparty, operational, and systemic risks—plus 
experience in integrating strategy and risk oversight.

 ■ Knowledge of ERM, including assessment of cross-risk interdependen-
cies and aggregate risk profiles, and the ability to oversee the CRO’s 
implementation of the ERM program.

 ■ Ability to lead or advise the board on major risk governance and policy 
issues, as well as guide or challenge management on recommended risk 
strategies, plans, and assumptions.

 ■ Experience in overseeing or executing applications of key risk manage-
ment tools, including value-at-risk, economic capital, risk-adjusted pric-
ing and profitability models, risk-control assessments, stress testing, and 
scenario analysis.

 ■ Understanding of both the usefulness and limitations of the above 
tools, in addition to a solid understanding of derivatives and hedg-
ing strategies.
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The Directors and Chief Risk Officers Group recently published a white 
paper entitled “Qualified Risk Director Guidelines” that provided risk director 
standards with respect to professional experiences, personal attributes,  
business acumen, and education.4 According to these standards, directors 
should be able to act assertively, independently, and with integrity, putting the 
interests of the company above their own personal interests. The ability to as-
sess multiple outcomes simultaneously is also a crucial characteristic of a com-
petent director. Business acumen is, of course, also of paramount importance; 
directors should have substantial experience in managing a wide variety of risk, 
including financial, operational, technological, or market risks, among others. 
They should be capable of thinking in the long term and so assess risks not 
only in the context of their potential consequences today, but also in the future. 
In addition, directors need a background of rigorous education that helps to 
prepare them for the complex needs of the organization—this education should 
include some form of specific governance or director training. 

Now let’s examine the case of JP Morgan Chase—a bank that was wide-
ly recognized as a best-practice in risk management. However, that reputa-
tion has been tarnished recently,5 and the bank has been criticized for not 
having directors with deep risk and banking experience on the board’s risk 
committee.

Case study: Jp morgan Chase 

JP Morgan Chase, an investment banking giant and one of the largest banks 
in the United States, relies on its Chief Investment Office (CIO) for keeping 
an eye on investment risks. However, in 2012, the firm faced a US$2 billion 
trading loss that eventually ballooned to around $6.2 billion. A London-
based JP Morgan Chase trader, Bruno Iksil—not so affectionately nick-
named the ‘London Whale’—made a series of large bets in the debt markets 
on the recovery of the economy through a rise in the value of corporate 
bonds. JP Morgan Chase incurred heavy losses when it cut back on these 
trades.

In truth, Iksil’s bets fit in with what seemed to be a general change in 
the company’s attitude toward risk. For example, in early 2012, JP Morgan 
Chase reduced the funds it put into trades that would protect it from nega-
tive market shifts, and instead began to sell credit-default swaps (CDSs). 
Essentially, JP Morgan Chase was looking to make profits on the “financial 
health of certain companies.”6

At the same time, the bank’s CIO group altered the company’s  
value-at-risk to more than double its value-at-risk in 2011, which meant 
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that the bank was increasing its risk appetite in a very short time frame. 
The bank also tweaked its derivative valuation methods, masking the true 
amount of risk it was taking on from shareholders. Looking back, CEO 
James Dimon said that the bank’s strategy was “flawed, complex, poorly 
reviewed, poorly executed, and poorly monitored.”7

Even after the London Whale incident, JP Morgan Chase’s CIO group 
was allowed to continue expanding the bank’s risk appetite, “[blowing] 
past risk limits and advisories more than 330 times in four months.”8 For 
example, Ina Drew, head of the CIO at the time, admits to being aware 
that the company’s portfolio had been in violation of risk limits for more 
than 71 days, though she did not appear to try and stop the portfolio’s 
accelerated growth. Both internal and external audits revealed that risk 
limits were simply shifted higher to give traders like Bruno Iksil more 
freedom.

Although the bank’s overall performance was not set back by much—it 
earned $5.38 billion in the first quarter of 2012—it has suffered a repu-
tational impact. Dimon was often touted as the “King of Wall Street” for 
his sound judgment, but his crown has slipped somewhat after this fiasco. 
In an investors conference call on April 13 of 2013—a month before the 
company’s losses were publicly disclosed—Dimon dismissed the incident as 
a “tempest in a teapot,” downplaying the significant implications and con-
sequences it had in terms of financial loss and risk management concerns. 
Later investigations revealed that Dimon was, at the time, already aware 
of the substantial losses caused by the London Whale, and their continued 
growth.

The incident also highlighted some issues regarding the members of JP 
Morgan Chase’s risk committee, none of whom had deep risk or recent 
banking experience. In the aftermath of the London Whale, the bank issued 
a statement supporting the current board members: “The company strongly 
endorses the re-election of its current directors . . . The members of the 
board’s risk committee have a diversity and breadth of experiences that 
have served the company well.”9 While the ISS Proxy Advisory Services have 
identified three board members—David M. Cote, Ellen V. Futter, and James 
Crown—as particularly unqualified in terms of risk management experi-
ence, a review of the risk committee biographies reveals that the members 
seem to be lacking in terms of risk and banking expertise:

 ■ James A. Bell served as the Executive Vice President of Boeing
 ■ David M. Cote is the leader of Honeywell International, a diversified in-
dustrial firm

 ■ James S. Crown is the President of a private investment company
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 ■ Timothy P. Flynn was Chairman of KPMG International
 ■ Ellen V. Futter is the president of the American Museum of Natural History

Lee Raymond, the board’s presiding director, defended the company 
against questions about why director positions were given to executives from 
industries that were unrelated to finance by highlighting the difficulties of “find-
ing qualified board members who were not conflicted from serving.”10 Since 
the London Whale incident, JP Morgan Chase has undergone some signifi-
cant changes, with a turnover of nine top executives leaving the bank, though  
Ellen Futter, David Cote, and James Crown were narrowly re-elected by 
shareholders during the bank’s annual meeting in May of 2013. However, 
Futter and Cote have since resigned.11 During that same annual meeting, 
shareholders also voted against splitting the CEO/chairman role.

JP Morgan Chase’s lapses in judgment also had larger implica-
tions for the entire banking industry. To the dismay of most banks, the  
London Whale incident only seemed to fortify the need for stricter reg-
ulation—for example, in the form of the Volcker rule, which was being pol-
ished that year. Dimon regretfully noted that the incident “[played] right in 
to the hands of a whole bunch of pundits out there . . . We will have to deal 
with that—that’s life.”12

the Last Line oF deFense

To put the role of the board in context, and to provide clarity to risk gover-
nance structure and roles, companies should consider adopting the three 
lines of defense model that is commonly used in the financial services industry. 
This model organizes risk management into a hierarchal, role-based struc-
ture, as follows:

 ■ First line of Defense: Business and operating units
 ■ Second line of Defense: CRO and ERM function (and Compliance)
 ■ Third line of Defense: Board of Directors (and Internal Audit)

Let’s briefly look at the first two lines of defense before focusing on the 
role of the board of directors as the cornerstone of this chapter.

the First Line of defense

The first line of defense is made up of the business units and operating 
units (including all profit centers and support units such as IT and HR). 
They perform day-to-day business processes and support operations, 
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and as such are at the forefront of risk management. They are ultimately 
accountable for measuring and managing risk within their unit. For 
example, business units must assume risk in order to generate profits and 
growth. In this process, they make daily decisions about which risks to 
accept and which to avoid. Of course, these decisions should be in line 
with the company’s risk appetite, which is established by the board of 
directors—we will consider this later, when we discuss the third line of 
defense. Business units are responsible for executing customer manage-
ment, product development, and financial plans, as well as monitoring 
and mitigating resulting risks at a tactical level. Moreover, they are ac-
countable for product pricing. Without the proper incorporation of risk 
in the pricing process, the firm may not be fully compensated for the risks 
that it chooses to take on.

the second Line of defense

The second line of defense consists of the Chief Risk Officer (CRO), and the 
ERM and compliance functions. One of their primary duties is to establish 
and implement risk and compliance programs. These programs include poli-
cies that will guide and constrain the decision-making processes of the busi-
ness units. The second line of defense supports corporate management by 
establishing the infrastructure and best-practice standards for ERM. This in-
cludes developing risk policies and procedures, analytical models, and data 
resources and reporting processes. The ERM and compliance functions are 
also held accountable for ongoing risk monitoring and oversight—particu-
larly concerning safeguarding of the company’s financial and reputational 
assets and ensuring compliance with laws and regulations.

the third Line of defense

The third line of defense is the board of directors, with the support of 
the risk and audit committees—the focus of this chapter. As an industry 
standard, the audit committee usually serves as the third line of defense 
by itself, but I argue that committees like audit and risk do not have the 
skill, experience, or mandate necessary to perform this high-level function. 
Consider the failure of banks such as Lehman Brothers in 2008. While 
these institutions did have risk management processes in place, they did 
not capture the subtle, inherent dangers of credit exposure to a single 
market. This shows how internal auditors may be too focused on putting 
the company’s risk processes through stringent tests and checking minute 
details to see the bigger picture—which can potentially lead to devastating 
consequences.
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As such, more engaged involvement of the board of directors is needed 
here to provide direction and perspective on the ERM process. We can cat-
egorize the responsibilities of the board as follows:

 ■ Governance. Establish an effective governance structure to oversee risk. 
How should the board be organized to oversee ERM? What is the link-
age between strategy and risk management? How can the independence 
of the risk management function be strengthened?

 ■ Policy. Approve and monitor an ERM policy that provides explicit risk 
tolerance levels for key risks. Do risk management policies and risk 
tolerance levels effectively capture the board’s overall risk appetite and 
ERM expectations? What is the linkage between risk policies and com-
pensation policies?

 ■ Assurance. Establish assurance processes to ensure that an effective 
ERM program is in place. What are the performance metrics and feed-
back loops for ERM? How to improve the structure and content of 
board reports? How should that assurance be disclosed to investors, 
rating agencies, and regulators?

Let’s examine these responsibilities in turn.

governance It is evident that a fundamental step in providing ERM over-
sight is to establish an effective risk governance structure at the board level. 
Beyond the organizational chart, risk governance delineates the oversight 
roles and decision points for the board and board committees, as well as 
the relationships with management and management committees. Common 
issues related to board risk governance include:

 ■ Fragmented and/or ambiguous risk oversight responsibilities across the 
full board and various subcommittees

 ■ Insufficient risk experience and expertise among board members
 ■ Inconsistencies between the board and management governance struc-
tures, or unclear separation of roles

 ■ Lack of integration between strategy and risk management
 ■ Weak independence for the chief risk officer and/or the risk manage-
ment functions
While the full board generally retains overall responsibility for risk 

oversight, a growing number of organizations are establishing risk com-
mittees. Based on the COSO Report, 47 percent of board members at 
financial services organizations indicated that they had a risk committee, 
versus 24 percent at nonfinancial services firms. Given the Dodd-Frank 
Act and other regulatory reforms, it is likely that these percentages will 



Role of the Board 391

increase in the next few years. Regardless of the committee structure, the 
risk oversight roles of the full board and committees (for example, audit, 
governance, and compensation) should be clearly defined. Boards should 
also ensure that they can effectively challenge management on risk issues 
by appointing board members and/or board advisors with deep risk man-
agement expertise. General risk education should also be provided to all 
board members.

The risk governance structures at the board and management levels 
should also be fully aligned. This alignment encompasses committee char-
ters, roles and responsibilities, reporting relationships, approval and deci-
sion requirements, and information flows. As boards become more active in 
establishing risk policies and risk appetite, the role of the board versus the 
role of management should be differentiated with increasing clarity.

Monitoring the organization’s strategy and execution has long 
been the purview of boards. As boards become more active in ERM, 
the integration of strategy and risk is a logical and desirable outcome. 
Independent research studies have found that when publicly traded 
firms suffer a significant decline in market value, 60 percent of the loss 
events were caused by strategic risks, 30 percent by operational risks, and  
10 percent by financial risks. While integrated strategy and risk oversight 
is arguably a key role for the board, this process is still in its early stage 
of development. According to the COSO Report, fewer than 15 percent 
of board members indicated that they were fully satisfied with the board’s 
processes for understanding and challenging the assumptions and risks 
associated with the business strategy.

Independent risk management is also a core tenet for ERM. The 
board must ensure that risk management is independent of the business 
and operational activities of the organization. This includes formalizing 
the reporting relationship between the chief risk officer and the board or 
board risk committee. Moreover, under exceptional circumstances (for 
example, excessive risk taking, major internal fraud, or significant busi-
ness conflicts), the chief risk officer should be able to escalate risk issues 
directly to the board without concern about his or her job security or 
compensation.

Many of the common issues we listed at the beginning of this section 
stem from two major ambiguities that remain pertaining to the role of the 
board within the context of the organizational hierarchy:

 1. The uncertainty with regard to the necessity of an independent risk 
committee

 2. How to separate the roles and responsibilities of the board and 
management



392 EntErprisE risk ManagEMEnt

A recent cross-industry McKinsey white paper demonstrates that while 
96 percent of directors agreed that risk management should be a respon-
sibility of the board, 66 percent of directors said that risk management is 
delegated to the audit committees—only 21 percent of directors see the need 
for a “separate risk committee.”13 However, as we have noted before, the 
financial sector has a much higher occurrence of sophisticated ERM pro-
grams, with independent, functional risk committees.

I would recommend that firms clearly define the roles of the board and of 
management to avoid overlap. Otherwise, the board might be too involved 
and start to encroach on the territory of the management, or be too passive 
and not engaged enough. Table 22.1 outlines the key differences between 
their responsibilities with respect to each aspect of ERM implementation.

An important factor to consider in delineating distinct functions 
for the board and for the management is that the board represents the 
interests of shareholders, among other stakeholder groups. As such, 
while management is responsible for operating the company, the board 
of directors is present to supply effective oversight, and to engage in 
credible challenge with respect to management’s strategies and plans. 
In terms of risk management, the board of directors should provide 
assurance that the existing processes are effective, and, if necessary, 
initiate new processes.

taBLe 22.1 The different responsibilities of the board and of management

ERM Component Executive Management Board of Directors

Risk Governance Establish management 
structure and roles

Establish board structure and 
roles

ERM Vision and Plan Develop and implement Support vision; track 
progress against plan

Risk Tolerance Levels Establish and conform Debate and approve

Risk Policies Develop and implement Approve and monitor

Business and Risk 
Strategies

Formulate and execute Challenge key assumptions; 
monitor execution

Critical Risks Manage and measure; 
optimize risk/return

Provide input and oversight

Risk Reports Provide context, analysis, 
and key points

Monitor key exposures, 
exceptions, and feedback loops

Risk Analytics Provide qualitative and 
quantitative analyses

Obtain ERM assurance; 
conduct board assessments
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policy While risk governance provides the organization with risk manage-
ment and oversight, the board needs an instrument for communicating its 
expectations and requirements. Board-approved risk policies represent a 
critical tool in this regard. As shown in the table, management’s responsibil-
ity is to develop and execute risk management policies. The board’s role is 
to approve the policies and monitor ongoing compliance and exceptions. 
Common issues related to risk policies include:

 ■ Absence of explicit limits or tolerance levels for key risks
 ■ Lack of standards across different policies for ERM, credit risk, market 
risk, operational risk, and so on

 ■ Insufficient reporting and monitoring of policy exceptions and 
resolutions

 ■ Key policy components are missing, or obscured by detailed procedures

To establish effective risk policies and address the above issues, the 
board should communicate its expectations and standards with respect to 
risk policy structure and content. For example, an ERM policy may include 
the following components:

 ■ Executive summary: The executive summary provides a concise descrip-
tion of the purpose, scope, and objectives for ERM. It may also provide 
a high-level summary of the key limits and risk tolerance levels.

 ■ Statement of risk philosophy: The statement of risk philosophy discusses 
the overall approach to risk management. It should also include guiding 
risk principles that articulate the desired risk culture of the organization.

 ■ Governance structure: The section on governance structure summarizes 
board committees and charters, and roles and responsibilities. Addi-
tionally, it should delineate the delegation of authority, including risk 
management and oversight responsibilities for key individuals.

 ■ Risk tolerance levels: This section provides a statement of risk appetite, 
including specific limits or tolerance levels for critical risk exposures. It 
also provides exception management and reporting requirements.

 ■ Risk framework and processes: This section summarizes the ERM 
framework, as well as key processes and specific requirements for over-
all risk management.

 ■ Risk policy standards: This section discusses policy standards for all 
other risks so that the structure and content of risk policies are consis-
tent across the organization.

 ■ Risk categories and definitions: This section provides a taxonomy for 
commonly used risk terms and concepts, facilitating a common language 
for risk discussions.
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While its role is to approve and monitor risk policies, the board should 
actively discuss (if not debate) the risk limits or risk tolerance levels that are 
appropriate for the organization, including the risk/return trade-offs at vari-
ous risk appetite levels.

The linkage between risk management and compensation policies 
should be a top board issue. As one board member remarked, “People don’t 
do what you tell them to do; they do what you pay them to do.” As such, the 
board should ensure that risk management performance is considered in a 
meaningful way (for example, a 20 percent weighting or more) in executive 
management performance evaluations and incentives. The criteria may be 
specific risk management goals or an ERM scorecard that includes various 
quantitative and qualitative indicators. By incorporating ERM into execu-
tive management incentives, the board can have a far-reaching impact not 
only on management actions, but also on the incentives and actions of all 
employees.

Articulating the company’s risk appetite is an essential element of estab-
lishing the ERM policy. Companies should specify the amount of risk that 
they are willing to take on in pursuit of strategic and business objectives. 
Oftentimes, the terms risk appetite and risk tolerance are used interchange-
ably, but some companies have found it useful to distinguish the two terms. 
For each risk, the risk tolerances define the maximum amounts of that risk 
the company is willing to take on. Risk appetite is a subset of risk toler-
ance that determines the desirable amount of that risk the company wants 
given risk/return opportunities. While risk appetite statements require the 
approval of the board before they can be implemented, they are developed 
and defined by corporate management with the assistance of the CRO.

The development of a suitable risk appetite statement is an important aspect 
of the governance and risk oversight process, since it helps employees through-
out the corporate hierarchy to make risk-based decisions. A typical risk appetite 
statement, as shown in Figure 22.3, is organized by the company’s major risk 
categories (for example, business risk, market risk, credit risk, operational risk, 
etc.) each with specific, attributed metrics. Each metric is then assigned a range 
of acceptable values that the company’s activities should be confined to. Not 
only does this help to integrate risk into strategic planning, it also allows the 
company to track its risk exposures against risk tolerance levels over time.

It is important to note that risk appetite statements are not meant to 
capture all material risks, since that would make it far too unwieldy and 
granular. By pinpointing the most crucial risk metrics, the risk appetite state-
ment aims to provide an overall, holistic view of the company’s risk profile.

assurance While risk policies articulate board requirements for ERM, the 
board still needs information and feedback. How does the board know if 
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risk management is working effectively? This is perhaps one of the most 
critical questions facing board members today. The answer lies in the assu-
rance processes established by the organization, including board monitor-
ing and reporting, independent assessments, and objective feedback loops. 
Common issues related to risk assurance include:

 ■ Ineffective board communication and reporting
 ■ Lack of independent assessments of the ERM program
 ■ Use of subjective indicators to gauge ERM effectiveness
In order to fulfill its mandate to oversee ERM, the board must rely on 

management to provide critical information with respect to board commu-
nications and reports. Board members often criticize the quality and timeli-
ness of board reports. The standards that they want (but are not getting to 
their satisfaction, or are not getting at all) include:

 ■ A concise executive summary of business/risk performance, as well as 
the key discussions and decision points for the board

 ■ Management narrative on select data and trends
 ■ Key performance and risk indicators against specific targets or limits
 ■ More discussion with, versus presentation from, management.

Figure 22.3 A Risk Appetite Statement Template

Define risk tolerances for five primary risk:

Strategic/Business: The impact on earnings or value arising from adverse business
decisions, or lack of responsiveness to industry changes

Financial: The risk to income, cash flows, or valuation of equity resulting from
adverse movements in market rates or prices

•

•

Operational: The risk to adverse economic impact resulting from human error or
malfeasance, failed internal processes or systems, or external events

Compliance: The risk of legal or regulatory sanctions, financial loss, or damage to
reputation as a result of the Company’s failure to comply with laws and regulations

Reputational: The risk arising from negative opinion as viewed by the Company’s
stakeholders

Risk Type Metric

Identify appropriate
metrics for each risk

Establish risk tolerance
levels or ranges

Provide trend analysis over the
last 4 quarters

Risk Tolerance
(better - worse) Q2 2012 Q3 2012 Q4 2012

Trend
Q1 2013

•

•

•
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Recently, James Lam & Associates worked with a large financial in-
stitution to improve its board communication and reporting. In addition 
to adopting these standards, the financial institution developed an ERM 
dashboard that allows high-level charts as well as drill-down capability to 
underlying data.

As boards retain independent auditors to review and provide assu-
rance for the financial statements, they should also retain an independent 
party to review and provide assurance for the ERM program. The final 
product of this review may be an assessment of the organization’s ERM 
program with respect to its relationship to best practices and/or its devel-
opment against plan.

Finally, the board should establish effective feedback loops to gauge 
the effectiveness of its ERM program. Companies currently tend to evalu-
ate ERM effectiveness based on measurements such as progress toward key 
milestones, or the number of policy violations, losses, or surprises. While 
these metrics are useful, such qualitative markers or negative proofs are no 
longer adequate on their own for a robust ERM system. The board needs 
to work with management to establish performance metrics and feedback 
loops for ERM. In Chapter 21, we discussed the use of earnings-at-risk as a 
feedback loop on ERM.

The ERM scorecard is another example of a feedback loop, which allows 
the board to measure the effectiveness of ERM in terms of the following:

 ■ Achievement of ERM development milestones: Milestones could in-
clude drafting an ERM policy, setting risk tolerance levels, drafting a 
risk appetite statement, etc.

 ■ Lack of regulatory/policy violations or other negative events. Directors 
and executives would generate include “no surprises”—such as regula-
tory violations and fines, risk limit breaches, customer or reputational 
events—as a key success factor in ERM. 

 ■ Minimizing the total cost of risk: The total cost of risk is defined as the 
sum of expected loss, unexpected loss (or economic capital), risk trans-
fer costs, and risk management costs.

 ■ Performance-based feedback loops: These include minimizing unex-
pected earnings volatility, minimizing variances between ex-ante risk 
analytics (e.g., risk assessments and models) and ex-post risk results (ac-
tual losses and events), and contributions to shareholder value creation.

Regardless of the metrics and criteria, the board should decide on the 
appropriate feedback loop(s) for risk management.

Board members are not involved in day-to-day business activities, 
but they have the ultimate responsibility to ensure that an effective ERM 
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program is in place. What can they do to effectively oversee ERM and the 
key risks facing the organization? They have three key levers. First, a well-
thought-out governance structure should be put in place to organize risk 
management and oversight activities. Second, risk policies and risk tolerance 
levels should be established to articulate the board’s expectations and risk 
appetite. Finally, boards should establish assurance processes and feedback 
loops to gauge the effectiveness of the ERM program.
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Chapter 23
risk assessment

r isk analytics and assessments provide the information to help the board, 
corporate management, and business and functional leaders to make 

more informed business and risk management decisions. In Chapter 9 we 
discussed the risk analytics that can support enterprise risk management 
(ERM). However, not all risks can be easily quantified and modeled, which 
is why risk assessments can be useful. The objective of risk assessment is to 
identify, quantify, and prioritize an organization’s key risks to enable more 
informed business and risk management decisions. Risk assessment princi-
ples are well established in industry frameworks such as the Committee of 
Sponsoring Organizations of the Treadway Commission (COSO) ERM, the 
Dey Report, the Turnbull Report, and ISO 31000.1

A 2013 KPMG survey2 of approximately 1,000 C-level, cross-industry 
executives found that 80 percent of their respondents said their companies 
perform some form of risk assessment, while only 20 percent had no formal 
enterprise-wide risk identification strategy at all. Of the 80 percent of re-
spondents that perform risk assessment, the survey found (multiple answers 
allowed):

 ■ 48 percent of respondents said their company’s risk management func-
tion performs an annual risk assessment

 ■ 38 percent said that the individual businesses perform a risk-control self 
assessment (RCSA)

 ■ 34 percent said that risk assessments of all risk and control functions 
are aligned to establish a complete risk profile

The diversity of the survey’s pool of respondents—which includes ex-
ecutives from operations, risk, legal, technology, compliance, and internal 
audit functions, from all five continents—demonstrates the growing accep-
tance of risk assessment as a core ERM practice. In this chapter, we will 
discuss how risk assessment fits into the overall scheme of ERM implemen-
tation, as well as methods of applying risk assessment processes so that 
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they recognize enterprise-wide risks in an integrated manner. Let’s begin by 
looking at the key steps of typical risk assessments:

 1. Establish the business context with respect to organizational objectives 
and regulatory requirements.

 2. Identify the key risks that may negatively (or positively) impact the 
achievement of business objectives.

 3. Evaluate the key risks in terms of probability (likelihood of occurrence) 
and severity (financial and reputational consequences).

 4. Evaluate the effectiveness of controls associated with the key risks.
 5. Determine the risk management strategies, including accountabilities 

and action plans.
 6. Prioritize the top risks for further analyses, quantification, and risk 

mitigation.
 7. Provide ongoing reporting and monitoring.

The risk assessment steps outlined above require significant time and 
resources. Most companies implement GRC (governance, risk, compliance) 
systems to support their risk assessment and reporting processes. In the im-
plementation of ERM programs, it is important to keep in mind the poten-
tial benefits of risk assessment, which include:

 ■ Enhanced awareness and transparency of the key risks facing the  
organization

 ■ Facilitated cross-functional learning and knowledge transfer for the 
participants

 ■ Improved risk analytics and quantification processes (by targeting these 
efforts on the most critical risks)

 ■ Enhanced board and management reporting
 ■ Improved business performance through risk-based decision making

While most organizations have already implemented risk assessment pro-
grams for many years, there are common issues that may prevent them from 
achieving the benefits discussed above. These common issues may include:

 ■ Lack of senior management sponsorship and/or business unit support 
for the risk assessment program

 ■ Inconsistencies in the risk assessment standards that are used over time; 
and/or the quality of input throughout the organization

 ■ Inability to develop an overall risk profile due to the vast amount of 
qualitative data, which may be difficult to aggregate, prioritize, and 
quantify
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 ■ Lack of integration with other ERM processes and/or business activities 
and operations.

 ■ Difficulty in showing tangible business benefits other than compliance 
with regulatory and corporate requirements

In this chapter, we will discuss the key phases and processes for develop-
ing and implementing risk assessment programs. We will also examine the 
common, related pitfalls and practical solutions related to each phase of risk 
assessment. At the end of the chapter, a self-evaluation checklist is provided 
so companies can benchmark their current risk assessment processes.

risk assessment methodology

The specific risk assessment methodology should be customized for the 
business scope, operating complexity, and risk management maturity of an  
organization. However, there are common industry processes and practices 
for risk assessment. Figure 23.1 provides an overall process map of the four 
phases of risk assessment.

The first phase is foundation setting. This should include senior-level spon-
sorship for risk assessment to ensure business unit participation and candor. 

Figure 23.1 Risk Assessment (RA) Methodology—Process Map
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Other elements include organizing and planning, establishing a risk taxonomy, 
developing risk assessment tools, and providing education and training.

The second phase is risk identification, assessment, and prioritization. 
This includes establishing the business context in terms of business objec-
tives and regulatory and policy requirements. Given the business context, 
risk assessment interviews and/or workshops are organized and the key 
risks are identified, evaluated, and prioritized.

The third phase, deep dives, risk quantification, and management in-
cludes conducting deep dive analysis, developing key risk indicators, setting 
risk tolerance levels, and creating risk management strategies and action 
plans. Such strategies and plans should feature new controls, risk transfer, 
and guidelines for action in the face of risk. Phase three should also explore 
early warning systems that can prevent risk events.

The fourth phase, business and ERM integration, should include strate-
gic planning, an examination of business processes and operations, scenario 
analysis and stress testing, dashboard reporting, the creation of a loss/event 
database, and the production of a comprehensive risk escalation policy.

Let’s review each of these phases in turn.

phase 1: Foundation setting

The foundation setting phase provides the essential support elements for 
risk assessment, including senior executive sponsorship, organization and 
planning, key documents and tools, and education and training. The ab-
sence of any of these elements may hinder the efficiency and effectiveness of 
the risk assessment process.

executive sponsorship At the start of the risk assessment cycle, a senior-level 
sponsor (e.g., CEO, CFO, or CRO) should communicate the board’s and 
executive management’s commitment to the risk assessment process, the key 
objectives and expected benefits, and the expected timeline and milestones. 
Given the time constraints and other priorities business managers face, it can 
be difficult to get their full, candid input without senior-level sponsorship. 
The project sponsor and other corporate leaders should also lead by example 
by engaging in the risk assessment process and being straightforward in their 
assessment of risk and control issues. For example, consider Alliant Energy, 
an energy company in Madison, Wisconsin. Joel Schmidt, Chief Audit,  
Ethics, and Compliance Officer, leads an annual risk assessment accompa-
nied by a monthly outlook process and discussions between the Vice Presi-
dent of Strategy and Risk and the Board of Directors that occur roughly 
eight times per year. By frequently discussing risk, Schmidt aims to establish 
a culture where risk assessment is the basis for operation.3
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organization and roles An overall risk assessment plan should be established 
in terms of specific tasks, accountabilities, and deadlines. Key roles may 
include a project sponsor to provide senior management commitment and 
organizational resources, a project manager to execute the risk assessment 
project, subject matter experts to provide risk management and technical 
expertise, a trained facilitator to assist in managing the meetings and discus-
sions, and risk analysts to capture, organize, analyze, and report on the risk 
assessment results.

risk taxonomy The risk taxonomy provides the standard categories and defi-
nitions of risk. If a risk taxonomy is not already in place, the project team 
should develop one to establish a common language in support of effective 
risk discussions. These categories and definitions should be specific to the 
company’s business profile, but general categories may include strategic risk, 
business risk, financial risk, operational risk, and legal/compliance risk. In 
addition to risk types and events, the risk taxonomy should provide clear 
explanations of key terms and concepts such as probability, severity, risk 
tolerance levels, and so on. It is also useful to develop subcategories and 
definitions of risk, as well as examples of actual or potential risk events. 
For example, subcategories of financial risk may include interest rate risk, 
foreign exchange (FX) risk, equity risk, commodity risk, liquidity risk, bor-
rower risk, and counterparty risk.

risk assessment tools Some companies have acquired vendor products to 
support risk assessment, while others develop their own customized processes. 
Regardless, in preparation for the risk assessment interviews and workshops, 
the project team should have risk assessment tools, such as a questionnaire 
for executive interviews, risk assessment templates, and polling technology 
for the workshops. These tools should be customized for the risk assess-
ment participants. For example, senior executives and board members tend 
to discuss risk management issues through real-life stories and examples. 
As such, it may be inappropriate to limit their input by using a standard-
ized template. For executive and board member interviews, it may be more 
useful to ask open-ended questions in order to facilitate a fuller and more 
contextualized discussion of the risk issues. An example of questions that 
may be used for these interviews is shown in Figure 23.2:

education and training The foundation-setting process should include educa-
tion and training sessions for all participants. The project team should be 
trained on industry best practices for implementing risk assessments, ana-
lyzing and aggregating risk assessment results, and providing analyses and 
reports to management and the board. Other participants should be trained 
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on the role of risk assessment in ERM, how they can best participate and 
contribute, and how they can apply the risk assessment results to mitigate 
risks and enhance business performance.

In the foundation setting phase, the common pitfalls and practical solu-
tions include:

 ■ Lack of senior management participation: As part of the project 
planning process, senior executives should commit their time to par-
ticipating in the process. Senior executives should not only be the 
audience for the risk assessment in terms of receiving the final risk 
assessment reports, they should be active participants. In addition 
to communicating executive sponsorship as discussed above, senior 
management engagement can provide useful input on key risks and 
controls. As with any enterprise-wide initiatives, there is a high level of  
correlation between senior management engagement and success in risk  
assessment.

 ■ Inappropriate resource planning and allocation: A critical success fac-
tor in the implementation of risk assessment is having the right amount 
and mix of professional resources. On the one hand, some companies 
only allocate minimum part-time staff resources to conduct risk as-
sessments. Inadequate resources are likely to result in inaccurate or su-
perficial assessments of risks and controls. On the other hand, some 
companies over-allocate professional resources. At one mid-size bank, 
a team of more than 20 full-time risk staff and consultants worked on 
an annual risk assessment that took about nine months to complete.  

Figure 23.2 Example of Risk Assessment Executive Questionnaire

1. Please summarize the scope of the business or operating unit that you are 
representing

2. Review the key short-term and long-term business objectives for your business 
unit

3. Looking back, discuss the major losses, incidents, or near-misses that 
concerned you the most

4. Looking forward, identify the main risks faced by the company and your 
specific business unit, including estimated probabilities and consequences

5. Discuss the key controls associated with these main risks (e.g., risk policy and 
tolerance levels, processes and systems, risk mitigation strategies)

6. Discuss the metrics and reporting associated with these main risks

7. Identify other relevant issues that we have not discussed
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In this instance, an over allocation of resources resulted in an excessively 
bureaucratic process that drained corporate and business unit time and 
resources. Moreover, the end product was several thick binders of risk 
assessment information that was not useful for the bank.

 ■ Insufficient preparation for risk assessment: Risk assessment is not an 
ad-hoc process that can be easily implemented. It requires thoughtful 
planning and organization. As discussed above, the development of 
risk assessment tools and training programs should be a fundamental 
step. For most companies, risk assessment is an ongoing annual process 
that requires significant corporate and business unit time and attention. 
Thus, thoughtful preparation can go a long way to ensure that the risk 
assessment process is efficient and effective.

phase 2: risk identification, assessment, and prioritization

With the foundation discussed above, the project team is ready to execute 
the risk assessment process with respect to risk identification, assessment, 
and prioritization. The key deliverables in this phase include top-down risk 
assessments from senior executives, bottom-up risk assessments from busi-
ness and operating units, risk assessment reports and maps, and the priori-
tization of top enterprise-level risks. Figures 23.3, 23.4, and 23.5 provide 
examples and benchmarks of ratings for probability, severity, and effective-
ness of controls:

regulatory and policy requirements In pursuit of business objectives, businesses 
must comply with regulations and corporate policies. In fact, compliance 
with regulations and corporate policies is one of the key objectives of ERM. 
In risk assessment, it is useful to summarize the regulatory requirements 
and guidelines, as well as corporate policies and associated risk tolerance 
levels.

Figure 23.3 Example of Probability Ratings

Risk Probability Rating:

1. Very Low: Less than 5% likelihood of risk event occurring within 1 year 

2. Low: 5-20% likelihood of risk event occurring within 1 year 

3. Medium: 20-50% likelihood of risk event occurring within 1 year 

4. High: 50-95% likelihood of risk event occurring within 1 year 

5. Very High: Greater than 95% likelihood of risk event occurring within 1 year
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Figure 23.4 Example of Severity Ratings

Risk Severity Rating:

1.  Very Low: Immaterial impact on the company’s reputation and/or annual 
earnings, or on its ability to achieve business objectives 

2.  Low: Low impact on the company’s reputation and/or annual earnings, or 
on its ability to achieve business objectives

3.  Medium: Moderate impact on the company’s reputation and/or annual 
earnings, or on its ability to achieve business objectives

4.  High: Significant impact on the company’s reputation and/or annual 
earnings, or on its ability to achieve business objectives

5.  Very High: Very significant impact on the company’s reputation and/or 
annual earnings, or on its ability to achieve business objectives

Figure 23.5 Example of Control Effectiveness Ratings

Control Effectiveness Rating:

1.  Highly effective – Risk exposures are within established tolerance levels; 
controls are tested and functioning effectively; linkage between risk and 
return is explicitly established (performance based); comprehensive metrics 
and dashboard reporting in place

2.  Effective – Risk exposures are within established tolerance levels; controls 
are tested and functioning effectively; linkage between risk and return 
is implicitly established (judgment based); some metrics and dashboard 
reporting in place but development plans are established

3.  Moderately effective – Risk exposures are generally within established 
tolerance levels with few exceptions; controls are functioning at an 
acceptable level but not fully tested; some metrics and dashboard reporting 
in place

4.  Needs improvement – Some or material exceptions to established tolerance 
levels; controls are established but not fully tested; minimum metrics or 
dashboard reporting in place

5.  Needs significant improvement – Significant exceptions to established 
tolerance levels (or tolerance levels are not established); controls are not 
in place or functioning effectively; minimum or no metrics or dashboard 
reporting
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risk assessment interviews and Workshops As discussed previously, it is ben-
eficial to conduct interviews using open-ended questions when working 
with senior executives on risk assessments. In addition to identifying key 
risks associated with corporate objectives (i.e., top-down risk assessment), 
these interviews can gather important institutional knowledge about busi-
ness strategy and culture, lessons learned from previous risk events, and the 
kinds of key performance indicators (KPIs) and key risk indicators (KRIs) 
that senior executives find most useful. For business unit teams, it may be 
more appropriate to organize workshops to develop bottom-up risk assess-
ments. During the interviews and workshops, participants identify risks or 
risk events, and assess probability, severity, and effectiveness of controls. 
They may also decide on risk treatment (e.g., avoid, mitigate, transfer, or 
accept). Examples of ratings on probability, severity, and controls have been 
previously provided.

risk assessment reports and maps The interviews and workshops may result 
in a large number of risk assessments. It is the responsibility of the project 
team to aggregate and report on these results. Risk assessment reports gene-
rally provide the following information for each risk:

 ■ Description of the risk or risk event
 ■ Assessment and rating of probability (or likelihood)
 ■ Assessment and rating of severity (or impact)
 ■ Assessment and rating of control effectiveness
 ■ Responsible person(s) and oversight committees
 ■ Management response and action plans

In addition to risk assessment reports, the use of risk maps (or heat maps) 
can be used to help visualize the risk assessment information. Figure 23.6 
shows an example of a heat map for a company’s top seven areas of risk.

risk prioritization Based on the aggregate risk assessment results, the company 
should identify the most critical risks (e.g., top 10 risks). This is not to say 
that the company should only pay attention to 10 risks. In fact, each business 
unit or functional area may identify their top risks and collectively monitor 
all of the key risks recorded in the risk assessment process. However, it is use-
ful to establish a priority list of risks for the overall company. For example, 
one large asset management firm reported more than 700 risks. It would be 
impractical for executive management or the board to review and monitor 
such a large number of risks. The project team can identify the top-10 risks 
for the company based on the risk assessment information, and they can con-
firm their analysis through a separate risk assessment session with executive 
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management. This list should be consistent with the company’s risk appetite 
statement and should aim to protect the key interests of the business. Based 
on a prioritized set of the most critical risks, a company can develop more 
in-depth risk assessments, risk quantification, and risk treatment strategies.

In Phase 2, the common pitfalls and practical solutions include:

 ■ Lack of clear business objectives or risk policy constraints: Most com-
panies have a clear sense of regulatory requirements and guidelines. 
However, some companies have not clearly defined their business  
objectives, and/or have not established explicit risk tolerance levels. For 
these companies, it may be difficult to assess risks in the context of busi-
ness objectives and policy constraints. In some instances, the company 
develops business objectives and risk policies in parallel with the risk 
assessment process. In other instances, this management issue becomes 
an identified risk of its own.

 ■ Defining risks in terms of consequences, and not root causes: Risks are 
often erroneously defined based on consequences instead of root causes.  
Figure 23.7 outlines examples of root causes versus consequences. This can 

Figure 23.6 Heat Map
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cause frustration in determining the appropriate risk treatment because 
consequences are not directly controllable. For example, a company can-
not decrease production errors or customer complaints directly, but it 
can increase process automation and staff training. Likewise, a company 
cannot determine its debt rating, but it can manage the company’s equity 
level (through stock issuance and dividend policies) to ensure they are 
adequately capitalized given their target debt rating. Another example is 
that a company cannot control FX losses, but it can control its FX expo-
sures and monitor FX volatility. During the risk assessment process, the 
project team must ensure that risks are defined in terms of root causes.

 ■ Inconsistent estimates of probability and severity: What is the probabil-
ity and severity of a risk event? The answers depend on the timeframe 
and, more importantly, on how bad a worst case the company is willing 
to consider. Any risk can be conceptualized and, with adequate data, 
quantified as a distribution or bell curve. That distribution curve repre-
sents a range of probabilities and severities. If we take investment port-
folio losses as an example, there is a high probability that a company 
may suffer a small loss and a low probability that it may suffer a large 
loss. If different people are asked to assess the probability and severity 
of a risk event, they may be thinking of different levels of worst case. To 
address this issue, the project team should establish clear guidelines with 
respect to the worst case, as well as the timeframe for the risk assessment. 
Companies that allocate economic capital to all key risks may want to 
harmonize the probability level used for risk assessment and economic 
capital allocation (e.g., 95 percent or 99 percent). Ultimately, a probability-
severity distribution curve can be developed for each risk assessment.

phase 3: deep dives, risk Quantification, and management

The top-10 risks identified in the previous phase represent the most criti-
cal risks facing the company. A smaller list focuses management time and 
attention on the appropriate risks. For these risks, management concentrates 

Figure 23.7 Root Causes versus Consequences

Root Causes Consequences

Lack of automated processes Production errors

Improperly trained staff Customer complaints or loss

Ineffective capital management Ratings downgrade

FX volatility FX losses
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on further risk assessment, risk quantification, and risk management strate-
gies.

deep dives Deep dives are more granular risk assessments. Beyond the in-
formation gathered during Phase 2, deep dives may add risk assessments 
from the next level down in the organization; external benchmarking of 
the risk and related controls; process maps that clearly document the key 
business and operational flows; independent assessments from auditors and 
regulators; and control effectiveness testing. Overall, the purpose of deep 
dives is to get more granular and actionable information.

risk tolerance levels Risk tolerance levels provide the boundaries to evalu-
ate risk assessments and KRIs, and also represent the company’s risk ap-
petite on key risks. Examples of risk tolerance levels include (a) market 
risk, credit risk, or liquidity risk limits, (b) business performance targets and 
triggers, (c) operational performance goals and limits, and (d) other bench-
marks in terms of desirable and undesirable performance. Ideally, KRIs are 
tracked against risk tolerance levels so management can clearly see if risk 
levels are within acceptable ranges.

risk management strategies and action plans Without risk management strategies 
that reshape the company’s risk/return profile, every process up to this point 
would be an intellectual exercise. Based on an assessment of the risk relative 
to business objectives and risk tolerance levels, management should decide 
on the appropriate risk management strategy. That strategy may be to avoid, 
mitigate, transfer, or accept the risk. Any risk acceptance decision should 
also involve strategies to incorporate the cost of risk into the pricing of the 
company’s products and/or services. The total cost of risk includes expected 
loss, unexpected loss (i.e., cost of economic capital), risk transfer costs, and 
administrative costs. It is important to note that all companies take risks 
in their business activities. However, there is only one point at which they 
can get compensated for the risks they accept and that is in the pricing of 
their products and services. To support the execution of the risk management 
strategies, action plans with clear accountabilities should be developed.

During Phase 3 of the risk assessment process, the common issues and 
practical solutions include:

 ■ Lack of prioritization of top risks: The risk assessment process in Phase 
2 may produce a large number of key risks that may impact business 
objectives. But a key risk for a business unit may not be a key risk for 
the overall company. It would be too burdensome to develop KRIs, risk 
tolerance levels, risk management strategies, and early warning systems 
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for all of these risks. Thus the top risks for the company must be identi-
fied so management and the board can focus on a prioritized set of risks. 
However, this does not preclude business units from developing more 
granular analysis and action plans for all of their key risks.

 ■ Insufficient risk quantification: Information collected from risk assess-
ments is largely qualitative. Even the probability, severity, and control 
assessment ratings usually represent numeric expression of qualitative 
inputs. In order to build confidence in the appropriate risk management 
strategies and actions, objective risk quantification must supplement 
risk assessments. This stresses the importance of developing KRIs, risk 
tolerance levels, and early warning indicators.

 ■ Insufficient risk management strategies and action plans: One of the big-
gest complaints about risk assessment is that the process does not result 
in value-adding strategies and actions. Companies spend significant time 
and resources to produce and review a large volume of risk assessment 
reports and maps, but these documents may sit on the shelf until the next 
risk assessment cycle. The end goal of risk assessment is not to produce 
better information, but to support more intelligent decision-making based 
on that information. It is critical that specific risk management strategies 
and action plans are developed as part of the risk assessment process. 
Moreover, risk assessment should be integrated into business processes 
and other ERM practices, as we will discuss in the next section. 

phase 4: Business and erm integration

Risk assessment should not be a standalone process. It should be integrated 
into strategic planning and review processes, business processes and op-
erations, and other ERM processes such as dashboard reporting, loss/event 
tracking, and risk escalation policies.

strategic planning Important linkages between strategic planning and risk as-
sessment should be established. In fact, the integration of strategy and ERM 
is a key initiative as boards and executive management take a more active 
role in risk oversight. This integration provides significant benefits. The 
strategic planning process provides business objectives, which, as discussed 
throughout this chapter, should drive risk assessment. On the other hand, 
risk assessment can add value to the strategic planning process with respect 
to the key risk exposures and the cost of risk, both of which are essential in 
making risk/ return tradeoff decisions. In addition to strategic planning, risk 
assessment should be integrated into strategy and business review processes. 
As companies execute their business strategies, they often organize strategy 
and business review sessions to consider new information such as competitive  
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trends, customer data, and business performance. This new information 
should be used to update risk assessments and related monitoring processes.

Business processes and operations On a day-to-day basis, risk assessment should 
be integrated into key business processes and operations. As discussed above, 
the pricing of the company’s products and services should fully incorporate 
the price of risk. Risk assessments can also support other business processes 
such as new product and business development, mergers and acquisitions 
(M&A) transactions, project management, and capital allocation. Risk as-
sessment should also be integrated into operational processes. For example, 
a process map can depict where key risks (and actual errors and losses) may 
occur within an operational process. Management can then embed specific 
controls and risk monitoring processes into where they are most effective.

scenario analysis and stress testing Companies should not only be concerned 
about the worst case scenario of any single risk, but also the possibility of a 
more consequential scenario of multiple risk events, such as a failed product 
launch, an economic downturn, and a new competitive threat. Moreover, 
the company may stress test the combined failure of key controls, such as 
risk model error, incorrect data, and departure of key risk personnel. While 
less likely than a single risk event, the confluence of multiple risk events (i.e., 
the perfect storm) may present the company with critical challenges that it 
should prepare for. Thus, the company should conduct risk assessments on 
scenarios where various risk events occur simultaneously.

dashboard reporting Risk and return are different sides of the same coin. There-
fore, risk assessment results should be reported to senior management and the 
board as part of an integrated performance and risk reporting process. How-
ever, the sheer volume of data from risk assessments, other ERM analytics, 
and business performance systems can be overwhelming. Dashboard reports 
should be implemented in order to provide senior management and the board 
with the appropriate information. These dashboard reports should be designed 
to support the specific decision-making and informational needs of corporate 
executives and board members. For example, when asked about the attributes 
that they want to see on dashboard reports, board members often request:

 ■ A concise executive summary of business/risk performance, as well as 
external performance drivers

 ■ Streamlined reports, including a focus on key board discussion and 
decision points

 ■ An integrated view of the organization, versus functional or silo views
 ■ Key performance and risk indicators shown against specific targets or 
limits
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 ■ Actual performance of previous business/risk decisions
 ■ Alternatives to, and rationale for, management recommendations for 
board decisions

 ■ Drill-down capabilities to underlying data and analysis

We will discuss dashboard reporting further in chapter 25.

loss/event database Every risk loss or event represents a valuable learning 
opportunity, but only if they are captured and reviewed systematically. Com-
panies should develop and maintain a loss/event database to capture all mate-
rial losses and incidents. This database can be used to conduct post-mortem 
analyses in terms of root causes and needed controls; monitor key risk trends 
and emerging patterns; address risk issues before they become major prob-
lems; and provide a feedback loop on the efficacy of risk assessments and 
dashboard reporting (i.e., are the risks underpinning the actual losses and 
events identified in risk assessments and monitored in dashboard reporting?).

risk escalation policy Risk events do not occur at regular intervals, but in real 
time. Thus, annual risk assessments—even if they are updated monthly or 
quarterly—may not support timely alerts or management responses. A risk 
escalation policy can mitigate this problem by establishing specific notification 
triggers for material losses or events (e.g., losses above a certain threshold, 
risk events that impact a certain number of customers, etc.). A lesson learned 
from previous corporate disasters is that bad news does not always travel up 
the organization. A risk escalation policy establishes the explicit expectation 
and specific criteria for communicating risk events on a timely basis.

In the business- and ERM integration phase, the common pitfalls and 
practical solutions include:

 ■ Integration occurs only in back-end reporting: Some companies simply 
provide consolidated reporting of various business and risk manage-
ment processes. However, integrating risk assessment with other ERM 
and business processes should not only occur in the back end in terms 
of reporting. It should involve integrated planning and analysis in the 
front end, as well as on an ongoing basis in terms of performance and 
risk monitoring.

 ■ Lack of a change agenda and change management: At most companies, 
the integration of risk management with strategy and business activities 
requires significant change in organizational processes. Different organi-
zational units may have well-established policies and procedures for their 
business. To implement the necessary change, a clearly defined change 
agenda should be established. This includes change management strategies 
to align goals, overcome barriers, and measure and track success.
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Best praCtiCe Case studies in risk assessment

For larger institutions, technology can prove helpful in all stages of the risk 
management process. Bank of America, a large banking institution, has 
partnered with Microsoft Office to develop a SharePoint Server 2007 that 
is customized to its risk assessment and reporting needs. The program has 
multiple-level access, allowing information to be dispersed at various stages 
of detail to employees based on rank. It allows employees to enter data about 
risk that is then aggregated and presented to senior management in the form 
of a risk report.4

Best-practice example: the global risk report

While there are potential and significant pitfalls associated with risk assess-
ment, there are examples of efforts that produce useful analyses and in-
sights. The Global Risk Report (Report), annually produced by The Global 
Risk Network, is an example of a highly effective risk assessment process. 
Since 2004, a global group of sponsors and researchers collaborate each 
year to create a risk assessment that is published and discussed at the World 
Economic Forum. Based on the insights of 580 experts from different pro-
fessions and countries, the 2011 Report demonstrates that it is possible to 
integrate diverse qualitative input into a cohesive and concise analysis. Let’s 
look at the most commendable aspects of the Report:

 ■ The ability to integrate various risk assessments and opinions of the 
experts: The Report pulls together information from highly diverse 
sources. The list of participants for the Report includes professors, 
executives from many different areas of business (from Citigroup to the 
World Health Organization), economists, and research scientists. The 
Report manages to sift through the knowledge of these 580 experts 
to grasp the most fundamental risks, or “Core” Global Risks, that the 
world economy is likely to face in the coming decade.

 ■ The reporting method is integrated and effective: The Report presents its 
findings using a variety of different methods, from simple bullet-pointed 
lists to illustrative figures that render complex information accessible to 
readers with different levels of background knowledge. For example, the 
“Core” Global Risks are listed as bullet points, but are also detailed further 
with a diagram, which mapped these risks against axes representing severity 
(in U.S. dollars) and likelihood, to allow for quick, effective comparison.5 
This is akin to the risk maps that are produced by individual companies.

 ■ The Report provides analyses of risk interdependencies: One of the most 
significant features of The Global Risk Report is a risk interconnection 
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map that studies the relationships between the various “Core” Global 
Risks. The map from the 2011 report identified three key risks: the 
“macro-economic imbalances nexus,” the “illegal economy nexus,” and 
the “water-food-energy nexus.” A web of contributing risks represents 
each of these key risk categories. For example, for the “macro-economic 
imbalances nexus,” asset price collapse, fiscal crises, and global imbal-
ances/currency volatility are presented as the contributing risks. The 
lines of the webs are shaded various gradients to indicate the strength 
(or, conversely, weakness) of a particular link between two risks.6

 ■ The 2007 Report identified the risks underlying the 2008 financial crisis: 
An effective risk assessment should provide forward-looking analysis and 
early warnings of emerging risk. One of the “Core” Economic risks iden-
tified by the 2007 Report was a “blow up in asset prices/excessive indebt-
edness.”7 This turned out to be a crucial factor behind the 2008 housing 
bubble, which demonstrates effectiveness of the Global Risk Network’s 
ability to identify the macro risk trends given the experts’ opinions.

appendix: risk assessment selF-evaluation CheCklist

As companies evaluate and assess their current risk assessment procedures 
against best practices, the following checklist can serve as a useful framework 
of standards and suggestions to evolve from one stage to another. Based on the 
self-evaluation scores, a company can identify critical gaps and determine spe-
cific areas for improvement. It may be useful to develop a group-based evalu-
ation by organizing a small cross-functional team to go through this checklist.

The Risk Assessment Self-Evaluation is based on two dimensions in risk 
assessment:

 ■ Development and maturity of risk assessment standards, or to what 
extent the company has developed a robust and mature risk assessment 
process

 ■ Integration and application of risk assessment results, or to what extent 
the company is effective in integrating risk assessment into business and 
ERM processes, and applying the results in making better decisions

Now let’s look at the specific steps of the self-evaluation checklist.

step 1

Please rate your risk assessment processes from 1 to 5. Enter your rating in 
the last column for each criterion and sum the ratings at the bottom.
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Rating Criteria

Strongly 
Disagree 

(1)
Disagree 

(2)
Neutral 

(3)
Agree 

(4)

Strongly 
Agree 

(5) Score

 1. Organizational Alignment 
and Support. Our risk 
assessment process is fully 
supported by the board 
and senior management, as 
well as the business units. 
Participants are engaged 
in open discussions and 
provide candid input on 
risks and controls. 

 2. Planning and Resources. 
We have a well-defined 
plan to conduct risk 
assessments. Specific roles 
are clearly defined and 
we have the appropriate 
resources to carry out 
that plan.

 3. Risk Taxonomy. We 
have established a risk 
taxonomy with key 
categories and definitions 
for risk. Participants 
use a common language 
when they discuss risk 
and control issues.

 4. Risk Assessment Tools. 
We have a robust set 
of tools to support risk 
assessment, including 
standard questionnaires, 
templates, and software 
and pooling tools.

 5. Training and 
Development. We have 
provided training and 
development programs 
on risk assessment. These 
programs are available to 
new participants.

Figure 23.8 Evaluation of Risk Assessment Development and Maturity
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Rating Criteria

Strongly 
Disagree 

(1)
Disagree 

(2)
Neutral 

(3)
Agree 

(4)

Strongly 
Agree 

(5) Score

 6. Linkage to Business 
Objectives. Our risk 
assessment process 
is explicitly linked to 
business objectives, at 
both the corporate and 
business unit levels.

 7. Linkage to Regulatory 
and Policy Requirements. 
Our risk assessment 
process incorporates the 
key regulatory and policy 
requirements for our 
business.

 8. Input Quality. During 
interviews and workshops, 
our risk assessment 
discussions are highly 
effective. We describe risks 
based on root causes (not 
consequences) and we 
apply consistent definitions 
for probability, severity, 
and control effectiveness.

 9. Output Quality. The 
risk assessment reports 
and risk maps are highly 
effective. We have a clear 
risk profile at both the 
corporate and business 
unit levels. Participants are 
highly satisfied with our 
reports and maps.

 10. Risk Prioritization. 
We have established a 
systematic methodology 
to identify our top risks. 
Deep-dive analyses are 
performed to obtain more 
granular and actionable 
information.
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Figure 23.9 Evaluation of Risk Assessment Integration and Application

Rating Criteria

Strongly 
Disagree 

(1)
Disagree 

(2)
Neutral 

(3)
Agree 

(4)

Strongly 
Agree 

(5) Score

 1. Key Risk Indicators. We 
have integrated risk 
assessments and KRIs. Risk 
assessments provide input  
on the design of KRIs, and  
KRIs help us monitor our 
risk exposures and trends.

 2. Risk Tolerance Levels. We 
have established risk 
tolerance levels for our  
key risks to ensure that  
our actual exposures are 
within acceptable levels.

 3. Risk Management. For 
our key risks, we develop 
risk management and 
actions plans, with clear 
accountabilities for 
avoiding, mitigating, 
transferring, or accepting 
the risks.

 4. Early Warning Systems. 
We have established 
early warning systems 
that include leading risk 
indicators and contingency 
action plans.

 5. Strategic Planning and 
Reviews. Our risk 
assessment process is 
integrated with strategic 
planning, as well as 
ongoing strategy and 
business reviews.

 6. Business Processes and 
Operations. We apply risk 
assessment results into

Total Score on Development and Maturity:
Total Score for Integration and Application:
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Rating Criteria

Strongly 
Disagree 

(1)
Disagree 

(2)
Neutral 

(3)
Agree 

(4)

Strongly 
Agree 

(5) Score

our business processes 
(e.g., pricing, product 
development, capital 
allocation) and day-to-day 
operations (e.g., call centers, 
treasury operations, IT). 

 7. Scenario Analysis and Stress 
Testing. In addition to 
individual risks and 
controls, we conduct 
scenario analysis and stress 
tests of a confluence of risk 
events and/or a failure of 
multiple key controls.

 8. Dashboard Reporting. We 
have implemented 
management and board 
dashboards that provide 
integrated performance 
and risk reporting.

 9. Loss/Event Database. We 
have established a 
database that captures 
material losses and events. 
This database supports 
post-mortem analysis, 
risk monitoring and 
response, and continuous 
improvement of our risk 
assessments and  
dashboard reporting. 

 10. Risk Escalation Policy. To 
supplement our risk 
assessments, we have 
implemented a risk 
escalation policy with 
specific notification  
triggers for material losses 
or events. This policy 
ensures that “bad news” 
travel up the organization.
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step 2

Sum the total scores for development/maturity and integration/application. 
For each total, the minimum score is 10 and the maximum score is 50, with 
a midrange score of 30.

step 3

Based on the two total scores, identify the quadrant and placement for your 
company using the matrix laid out in Figure 23.10. The vertical axis is for 
the total score on development/maturity and the horizontal axis is for the 
total score on integration/application.

step 4

Evaluate the results and develop plans to further develop, integrate, and 
apply risk assessments at your organization. The following guidelines might 
serve as a starting point for discussion.

Beginners Your company may be in the early stages of conducting risk as-
sessments or you have been implementing risk assessments for a few years, 
but a lack of priority and resources have prevented you from advancing 
your risk assessment techniques. This can be seen as an opportunity to make 

Figure 23.10 Self-Evaluation Matrix

High: 50

Intellectuals

Beginners

Advanced
Practitioners

Expendients

High: 50

Low: 10

Low: 10

Risk Assessment
Development and

Maturity

Risk Assessment Integration
and Application
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progress on developing your risk assessment processes, as well as integrating 
and applying these processes to make better decisions.

intellectuals Your company has been developing risk assessment tools, soft-
ware, reports, and maps for several years. Overall, your risk assessment 
process is robust and mature. However, the risk assessment process appears 
to be a standalone exercise that is disconnected from other ERM and busi-
ness activities. There may be concerns that the risk assessment represents a 
significant cost without tangible business benefits. You should focus your 
attention and resources to integrate risk assessment with other ERM tools, 
as well as strategic and business processes.

expedients Your company is practical in integrating and applying risk as-
sessments. However, the lack of development of risk assessment tools and 
processes may hinder your ability to conduct risk assessments in an efficient 
and consistent manner. It may seem like you are reinventing the wheel each 
time a risk assessment cycle is executed. Moreover, the lack of standards 
makes it difficult to evaluate trends over time or compare risk assessments 
across the company. You should focus your attention and resources to de-
velop more robust risk assessment tools and processes.

advanced practitioners Congratulations! Your company is an advanced 
practitioner in risk assessment and ERM processes. You have developed 
standardized tools and systematic processes for risk assessment. More 
importantly, you apply these tools and processes to make better strategic, 
business, and operational decisions. However, best-practice ERM is a 
journey and not a destination. You should focus your attention and 
resources to stay up to date on emerging best practices and maintain your 
leadership position.

■ ■ ■

In the aftermath of the global financial crisis, risk management has climbed 
to the top of corporate board and management agendas. Risk assessment 
represents a critical component of any ERM program. For risk assessments to 
be effective and value-adding, the company must:  establish the appropriate 
foundation in terms of executive sponsorship, organizational resources, risk 
assessment toolset, and training; perform the risk assessments on consistent 
basis; prioritize the company’s top risks for more granular analyses, risk 
quantification, and risk management strategies; and integrate risk assessment 
into other business and ERM processes.
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Chapter 24
risk-Based Decision Making

a few years ago, I led an enterprise risk management (ERM) research 
project on Asian bank risk management. In one meeting in Beijing I 

met with the CRO of one of the largest Chinese banks. We reviewed the 
four components of ERM implementation governance structure and poli-
cies, risk assessment and quantification, risk management, and dashboard 
reporting and monitoring (refer to Figure 21.2). He asked which one of the 
four components I think is the most important to get right. Before answer-
ing his question, I asked him for his opinion. He suggested the risk assess-
ment and quantification component, since it provides accurate identification 
and analysis of the risks. I respectfully disagreed and instead proposed that 
risk management is the most important because it is the only one of the four 
components that actually impacts the risk/return profile of the organization. 
We debated the question and agreed that while all four components are im-
portant, the only way to add economic value to the business is through risk 
management decisions and actions.

That conversation reinforced what I believe to be one of the greatest 
challenges in ERM: how do we integrate ERM into business decision-making 
processes in order to create value? This chapter will specifically address this 
critical question.

erM DeCisions anD aCtions

In the design and implementation of ERM, it is critical to support the 
decision-making processes of the organization. The Pareto principle, also 
known as the 80/20 rule, states the general observation that 80 percent of 
the effects come from 20 percent of the causes. We see this in both everyday 
life and business. For example, 80 percent of your free time is spent with 
20 percent of your friends, or 80 percent of sales come from 20 percent of 
the customers. The 80/20 rule can also apply to risk management. As illus-
trated in Figure 24.1, the risk management function might spend 80 percent 
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of its efforts in gathering the data, developing risk analytical models, and 
producing board and management reports. However, this work may only 
produce 20 percent of the value in terms of better information. On the other 
hand, risk-based decision making, which we will cover in this chapter, might 
take only 20 percent of the effort, and yet produce 80 percent of the value 
with respect to more informed business decisions.

Let’s examine a typical risk system implementation process to illustrate 
the necessity of focusing on decision-making. In general, risk managers 
apply a bottom-up approach to implementing a risk system, as shown in 
Figure 21.1. They might begin with risk modeling and data requirements by 
defining the analytical capabilities, systems functionality, and data sources. 
Based on these requirements, they may implement the new risk system us-
ing vendor-based or in-house programs, or some combination of the two. 
As part of the implementation process, risk reports are produced for, and 
delivered to, the various groups within the organization.

However, this is the point at which the value-creation process often 
breaks down. The individuals or groups receiving these risk reports may 
not have deep risk management backgrounds. Moreover, the risk reports 
may have been prepackaged vendor-based reports, or designed without their 
decision-making needs in mind. As such, there is a steep learning curve to 
simply understand the metrics and analyses, let alone make critical deci-
sions based on them. In the end, the new risk system supports mainly risk 

Figure 24.1 The 80/20 Rule of ERM
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 reporting for informational and compliance purposes, but it has insignifi-
cant impact on decision-making.

Alternatively, a more efficient and effective way of implementing a risk 
system is to take a top-down approach. The first step is to identify the busi-
ness and risk management decisions of various committees, functions, and 
individuals, as well as the decision-support requirements of the decision 
makers. In other words, how do these committees, functions, and individu-
als make decisions? How can we establish the appropriate structure and 
content in the risk reports to support these decisions? If the risk system 
implementation team doesn’t fully understand these requirements, they need 
to ask. This may involve interviewing board members, corporate employees,  
and business executives to understand their decision-making needs. The 
second step is to design easy-to-understand and concise risk reports, and 
use rapid prototyping, interim reviews, and interactive discussions to ensure 
the final risk reports are useful to the decision makers. The final step is to 
implement the risk analytical models and develop the data sources that will 
 support the generation of the risk reports. By taking a top-down approach 
and supporting the key decisions, risk management can achieve its full value.

general risk Decision Choices

What are the decision choices an organization can make in risk manage-
ment? In general, the following are the key risk management decisions:

 ■ Risk acceptance or avoidance: The organization can decide to increase 
or decrease a specific risk exposure through its core business, mergers 
and acquisitions (M&A), and financial transactions. This includes new 
product development, market expansion, acquisitions and divestitures, 
and capital budgeting and financing activities.

 ■ Risk mitigation: An organization can establish risk control processes 
and strategies in order to manage a specific risk within a defined risk 
tolerance level. This includes constructing a risk appetite statement with 
explicit risk tolerance levels, corporate risk policies, risk measurement 
and monitoring systems, and risk control strategies and contingency 
plans. 

 ■ Risk-based pricing: All firms take risks in order to be in business, but 
there is only one point at which they can get compensated for the risks 
that they take. That is in the pricing of their products and/or services, 
which should fully incorporate the cost of risk. The full cost of risk 
should be incorporated into the pricing of products and services, and be 
used to measure the risk-adjusted profitability of customers and business 
units. We will discuss examples of risk-based pricing in the next section. 
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 ■ Risk transfer: An organization can decide to execute risk transfer strat-
egies through the insurance or capital markets if risk exposures are 
excessive and/or if the cost of risk transfer is lower than the cost of 
risk retention. Risk transfer strategies include hedging with derivative 
 products, corporate insurance and captive insurance strategies, and se-
curitization programs.

 ■ Resource allocation: An organization can allocate human and financial 
resources to business activities that produce the highest risk-adjusted 
returns in order to maximize firm value. This includes rationalizing the 
allocation of staff resources, economic capital, and financial budgets 
based on projected risk-adjusted performance.

roles of the Board, Corporate Management,  
and Business units

While it is important to understand the general risk decision choices an 
organization can make as discussed above, in practice, risk management 
decisions are made by a specific committee, function, or individual. These 
decision makers can be the board, corporate management, or business and 
functional units. Figure 24.2 provides a summary of key risk management 
decisions based on the three lines of defense model.

Figure 24.2 Risk Management Decisions

3rd Line of
Defense 

2nd Line of
Defense 

1st Line of
Defense

Business Units (and Support Functions)

• Business risk acceptance or avoidance

• Customer management and product pricing

• Tactical risk mitigation strategies

CRO and ERM Function (and Corporate Management)

• Resource allocation (e.g., economic capital, human capital)

• M&A and organic growth strategies

• Risk transfer decisions: hedging and insurance

Board of Directors (and Audit)

• Risk policy decisions (e.g., statement of risk appetite)

• Capital structure, dividend policy, and target credit ratings

• Strategic risk management
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Business units and support Functions Business units and support functions 
(e.g., information technology or human resources) represent the first line of 
defense, and they are ultimately accountable for measuring and managing 
the risks inherent in their businesses and operations. However, they must 
assume some level of risk to generate profits and growth, and achieve their 
business objectives. Key business and risk management decisions would  
include accepting or avoiding risks in day-to-day business activities and 
operations; establishing risk-based product pricing and managing customer 
relationships; and implementing tactical risk mitigation strategies and 
 contingency plans in response to risk events.

Corporate Management Corporate management, supported by the CRO, ERM, 
and compliance functions, represents the second line of defense. They are 
responsible for establishing and implementing risk and compliance programs, 
including risk policies and standards, risk appetite and tolerances, and board 
and management reporting processes. The second line of defense is accountable 
for ongoing risk monitoring and oversight. Key business and risk management 
decisions include allocating financial and human capital resources to business 
activities that produce the highest risk-adjusted profitability; implementing 
organic and/or acquisition-based growth strategies; and risk transfer strategies 
to reduce excessive or uneconomic risk exposures.

the Board of Directors The board of directors, with the support of the audit 
function, represents the third line of defense. They are responsible for 
establishing board risk governance structure and oversight processes; 
reviewing, challenging, and approving risk policies; and overseeing strategy 
execution, risk management, and executive compensation programs. The 
third line of defense is accountable for the periodic review and assurance of 
risk management effectiveness. Key business and risk management decisions 
would include establishing the statement of risk appetite and risk tolerance 
levels; reviewing and approving management recommendations with respect 
to capital structure, dividend policy, and target debt ratings; and reviewing and 
approving strategic risk management decisions, including major investments 
and transactions.

Creating Value through erM

In Chapter 21, we examined several empirical research studies that indicate 
significant improvements in financial performance and shareholder return 
are associated with stronger corporate governance and ERM programs. 
While these studies provide encouraging evidence that value can be created 
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through ERM, an individual company would be more interested in specific 
examples of value-creating strategies. Figure 24.3 provides a diagram of 
the key drivers of shareholder value. The two main drivers are return on 
equity (ROE) and growth. ROE is determined by net income (revenue minus 
expenses and losses and taxes) divided by equity; growth is driven by new 
business, M&A, and business diversification strategy.

In the context of these value drivers, let’s review how the scope of risk 
management has expanded with ERM. Prior to the late 1980s, companies 
practiced risk management in a silo-based manner. The objective was  mainly 
to develop cost-effective insurance and hedging strategies and minimize 
 financial and operational write offs (numbers 5 and 6 on Figure 24.3). In 
the later 1980s and early 1990s, companies began to practice the integrated 
management of financial risks (i.e., credit risk, market risk, liquidity risk) 
and apply economic capital techniques. The scope of risk management  
expanded to include establishing cost-effective risk oversight functions and 
efficient allocation of capital resources. Since the mid-1990s, ERM has con-
tinued to increase the reach of risk management to include strategy and 
business risks so that the risk function can have an impact on all 10 drivers.

In the remainder of the chapter, let’s focus our discussion on four of 
these key drivers:

 ■ Risk-based pricing
 ■ Mergers and acquisitions
 ■ Risk transfer
 ■ Strategic risk management

Figure 24.3 Value Drivers
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risk-Based pricing

As we touched on earlier, the most effective way for companies to ensure a 
return on the risks they have accepted is to incorporate the cost of risk into 
their pricing methodologies. If the cost of risk is not fully reflected in the 
initial pricing (e.g., the product or transaction is underpriced relative to the 
risk), then there is nothing the company can do to recover its costs. Risks 
that are underpriced may increase revenue and growth in the short term, but 
over time they will destroy shareholder value. When quantifying the total 
cost of risk, companies should include:

 ■ Expected loss (EL), or average loss per year
 ■ Unexpected loss (UL), which can be defined as economic capital × Ke 
(cost of equity capital)

 ■ Risk transfer costs (i.e., of hedging or insurance)
 ■ Risk management costs (i.e., that pertain to maintaining staff, systems, etc.)

Figure 24.4 provides an example of risk-based pricing. The building 
blocks for the typical income statement go from right to left; start with net 
revenue, and subtract from it risk losses, expenses, and taxes to compute net 
income, and then divide net income by equity to quantify ROE. Risk-based 
pricing basically reverse-engineers the traditional income statement. In other  
words, the building blocks go from left to right. With risk-based pricing, 

Figure 24.4 Risk-Based Pricing
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we actually start by multiplying economic capital and the cost of capital to 
determine the required net income. We then add to it taxes, expenses, and 
risk losses to calculate the required net revenue.

Let’s look at a numerical example of risk-based pricing, and see how 
the same methodology can be used to calculate RAROC and pricing. In the 
first column in Table 24.1, Calculate RAROC, the math works from top to 
bottom. We have a $100 million transaction and a 2.5 percent margin, result-
ing in $2.5 million in revenue. Pre-tax net income of $1.0 million is derived 
after subtracting risk losses (i.e., expected loss) of $0.5 million and expenses 
of $1.0 million. Assuming a 40 percent tax rate, net income of $0.6 million 
is calculated. In this example, $2.0 million of economic capital is allocated 
based on the underlying risks of the transaction. Finally, a 30 percent RAROC 
is quantified by dividing net income by economic capital. This 30 percent 
RAROC metric can be very useful in decision making in two ways:

 ■ First, it can support product and customer management strategy. If  
RAROC is above Ke then the transaction or customer is creating shareholder 
value and the company should do more of this business. Conversely, if  
RAROC is below Ke then the transaction is destroying shareholder value 
and the company should discontinue this business, increase pricing of future 
transactions, or cross-sell more profitable products to the same customer to 
bring the overall RAROC of the relationship above Ke.

 ■ Second, it can support business management and resource allocation. The 
calculated RAROCs of different business units can be compared against 
each other because they provide a consistent risk-adjusted measurement 
of profitability. Other profitability measures—such as profit margin, 
return on assets (ROA), ROE—are not risk-adjusted, so any comparisons 
might lead to wrong conclusions. For example, a business unit with 
marginally lower ROA and ROE might be more attractive than another 
business unit if the former has a substantially lower risk profile. RAROC 
analyses support management decisions regarding which businesses to 
grow, maintain, fix, shrink, or exit.

In the above example, how should the company respond if a close 
competitor decides to introduce a discount pricing strategy by charging a 
2.3 percent margin (instead of 2.5 percent)? Risk-based pricing can be used 
to support that business decision. This is demonstrated in the second col-
umn, Calculate Pricing, where the math works backward or from bottom 
to top. Say the company decides that a 20 percent RAROC is the minimum 
hurdle rate of profitability that it wants to achieve for this business. By 
applying the same methodology but in reverse, a 2.2 percent margin is cal-
culated as the risk-based pricing that would achieve a 20 percent RAROC.
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For over 20 years, banks have applied economic capital, risk-based pric-
ing, and RAROC analysis in managing their businesses. Banks use these 
tools to measure risk-adjusted profitability and pricing for a wide range of 
products and services, including commercial loans, consumer loans, deriva-
tive products, and investment banking and brokerage services. However, as 
we have discussed in the Microsoft and Airbus case studies at the end of 
Chapter 18, non-financial corporations must also fully incorporate the cost 
of risk in their product pricing.

Mergers & acquisitions

M&A transactions can have a profound impact on the fortunes of  companies. 
A good deal can help a company leapfrog its competitors, while a bad one 
can set it back for many years. The ERM function can support critical deci-
sions in M&A by assessing the risk profile of the target company and the 
risk/return economies of the combined organization.

Traditional merger analysis is based on financial projections of the com-
panies operating as independent entities as well as a combined company. 
Based on these financial projections, potential earnings dilution/accretion 
can be estimated assuming a range of acquisition prices. However, traditional 
earning dilution/accretion analysis does not fully adjust for risk. As such, 
it can lead to the wrong M&A decisions with dire strategic and  financial 
consequences.

taBle 24.1 Calculating RAROC and Risk-Based Pricing

Calculate 
 RAROC

Calculate 
 Pricing

[1] Exposure $100 mm $100 mm

[2] Margin 2.5% 2.2% [3] ÷ [1]

[3] Revenue $2.5 mm [1] × [2] $2.2 mm [6] + [5] + [4]

[4] Risk Losses <0.5 mm> <0.5 mm>

[5] Expenses <1.0mm> <1.0 mm>

[6] Pre-tax Net Income $1.0 mm [3] − [4] − [5] $0.7 mm [8] + [7]

[7] Tax (40% tax rate) <0.4 mm> <0.3 mm>

[8] Net Income $0.6 mm [6] − [7] $0.4 mm [10] × [9]

[9] Economic Capital $2.0 mm $2.0 mm

[10] RAROC 30% [8] ÷ [9] 20%
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Let’s examine how ERM can help a company make better M&A deci-
sions. Figure 24.5 provides an example of an M&A analysis. In this example, 
Company A is considering acquiring either Company B or Company C. To 
simplify this example, we will assume that both companies can be acquired 
for the same price. Based on traditional financial analysis, Company C  
appears to be the more attractive because it has a higher RAROC and a 
higher market-to-book (M/B) ratio than Company B. In M&A parlance, 
acquiring Company C would be anti-dilutive (no earnings dilution) while 
acquiring Company B would be dilutive.

However, we have not considered the effects of diversification benefits 
(i.e., risk correlations). ERM incorporates these factors in evaluating the two 
potential acquisitions. The impact of the diversification benefits can be seen 
in the economic capital line of the combined entities. Acquiring Company B  
would result in a 30 percent diversification benefit: the economic capital of 
A+B is 210 compared to 300 before the merger (200 for Company A and 
100 for Company B). On the other hand, acquiring Company B would 
result in a 10 percent diversification benefit: the economic capital of A+C is 
270 compared to 300 before that merger (200 for Company A and 100 for 
Company C). As such, the acquisition of Company B would result in a higher 
RAROC and a higher M/B ratio.

risk transfer

Within a company, ERM has represented a holistic risk program that in-
tegrates the management activities for strategic risk, market risk, credit 
risk, and operational risk, often under the leadership of a CRO. Within the 

Figure 24.5 M & A Analysis

A B C A + B A + C 

Revenue 100 50 50 150 150 

Expense 50 30 25 80 75 

Pre-Tax 50 20 25 70 75 

Tax 20 8 10 28 30 

Net Income 30 12 15 42 45 

Economic Capital 200 100 100 210 270 

RAROC 15% 12% 15% 20% 17% 

M/B Ratio* 1.00 0.67 1.00 1.50 1.20 

* M/B Ratio = (RAROC – g) ÷ (Ke – g); assumes Ke = 15% and g = 5% 
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 capital markets, ERM has signified the convergence of financial and insur-
ance products, resulting in a whole new class of innovative risk transfer 
solutions, such as credit derivatives, insurance-linked securities, and other 
alternative risk transfer (ART) products.1

As we have discussed throughout this book, the silo approach to risk 
management is fundamentally flawed when it comes to how a company 
organizes its internal processes to deal with interdependent risks. By exten-
sion, the silo approach is also flawed when it comes to risk transfer.

Traditionally, risk transfer has been viewed by companies as a way to 
solve specific micro-risk issues. There are generally two reasons behind a 
firm’s rationale for implementing risk transfers: either the firm’s exposures 
are too excessive, and they need to shed risk, or it is more financially ef-
ficient for that risk to be taken on by a third party, such as a hedge fund or 
insurance provider. Within a company, for example, the treasurer may use 
financial futures and swaps to hedge interest rate and foreign exchange (FX) 
risk exposures, while the insurance manager might purchase product liabil-
ity and property and casualty (P&C) insurance to protect against certain 
business and operational risks. Both the treasurer and the insurance man-
ager have specific risk problems they seek to address through risk transfer. 
They will evaluate various proposals from product providers and then make 
a decision based on the best structure and price.

However, even in a risk silo, the cost of risk transfer can be greatly 
reduced when individual positions are grouped into portfolios. For ex-
ample, the treasurer can reduce hedging costs for interest rate risk by 
macro-hedging the overall balance sheet as opposed to micro-hedging 
individual assets and liabilities. Similarly, insurance managers have real-
ized significant premium savings by taking advantage of internal diver-
sification and transferring the residual risks using multi-risk, multi-year 
insurance policies.

ERM takes diversification a step further by integrating the risk silos into 
a firm-wide risk portfolio. The benefits of diversification, or internal hedges, 
can then be maximized by considering the volatility and correlation of all 
risk exposures. As such, the company can integrate its risk transfer activities 
and focus on its net risk exposures. Taking an ERM approach to risk trans-
fer produces four key benefits:

 ■ Incorporation of the full impact of diversification and thereby reducing 
the notional amount of coverage and cost of risk transfer

 ■ Rationalization of various risk transfer strategies to avoid the over- and 
under-hedging of different risks

 ■ Optimization of the limits and attachment points for insurance/reinsur-
ance policies, as well as the hedging structures for derivative  transactions
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 ■ Minimization of the cost of risk transfer by arbitraging between tradi-
tional and alternative risk transfer products, as well as between product 
providers

It is important to note that while ART products can be highly effective, 
their use is not required in ERM to achieve the above benefits. A company can 
gain efficiency simply by taking an ERM perspective in assessing its portfolio 
of risks before executing traditional derivative or insurance transactions.

The economic capital and RAROC methodology discussed above for 
risk-based pricing is also a useful tool for evaluating the impact of different 
risk transfer strategies. For example, the economic benefits of executing  
any risk transfer strategy include lower expected losses and reduced loss 
volatility, while the economic costs include insurance premium or hedging 
costs, as well as higher counterparty credit and operational risk exposures. 
In a sense, the company is ceding both risk and return, resulting in a ceded 
RAROC. By comparing the ceded RAROCs of various risk transfer strategies, 
a company can compare different structures, prices, and counterparties on an 
apples-to-apples basis and select the most optimal transaction(s).

Ceded RAROC is calculated by dividing the incremental change in re-
turn by the incremental change in economic capital. In essence, it represents 
the effective cost of risk transfer. If the ceded RAROC is below the cost 
of equity capital (Ke), then the risk transfer creates shareholder value. If, 
conversely, the ceded RAROC is above Ke, then the risk transfer is actually 
destroying shareholder value.

ERM can support risk transfer decisions in two important ways. The 
first is to analyze the net risk exposures of the company, including natural 
hedges, diversification benefits, and cross-risk correlations. The second is 
to analyze the economic costs of various risk transfer strategies, and also 
to compare the cost of risk transfer (ceded RAROC) versus the cost of risk 
retention (Ke).

strategic risk Management

The integration of strategy and ERM, or strategic risk management, is now 
considered by many as the next frontier in risk management. This recogni-
tion is driven by the elevation of ERM as a board and executive manage-
ment issue, heightened regulatory and stakeholder expectations, as well as 
numerous empirical studies that indicate when companies suffer a signifi-
cant drop in market value, the majority of the time it is due to strategic risk, 
and not financial or operational risks.

James Lam & Associates (JLA) addressed this question in 2004 by per-
forming an original research study on the main cause for financial  distress at 
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publicly traded companies. The research question was straightforward: when 
a company suffers a major decline in market value (defined as a 30 percent rel-
ative decline), what was the root cause? Through the analysis of the market 
value data of S&P500 companies between 1982 and 2003, the JLA research 
team found that 76 companies had experienced a 30 percent or more rela-
tive value decline in one month. In other words, if the S&P500 dropped 
by 10 percent in a given month, these companies would have dropped by 
40 percent or more. The 76 companies encompassed a cross section of major 
industries, including energy, materials, industrials, telecommunications, 
consumer products, health care, utilities, and financials. For each of these  
76 occurrences, the JLA research team reviewed news reports, regulatory filings, 
and company statements to determine the root cause. In summary, the re-
search project found that 61 percent of the occurrences were due to strategic 
risks (e.g., consumer demand, M&A, competitive threats), 30 percent were 
due to operational risks (e.g., accounting irregularities, supply chain disrup-
tions), and 9 percent were due to financial risks (e.g., commodity prices, FX, 
interest rates).

The Corporate Executive Board and Deloitte Research conducted simi-
lar studies, using different groups of companies, time periods, and defini-
tions of major decline in market value. As summarized in Figure 24.6, these 
three independent research studies resulted in comparable findings. When 
companies suffer a significant drop in market value, strategic risk is the 
main culprit, followed by operational risk and financial risk.

Given the importance of strategic risk, how should companies manage 
it? Let’s use GE Capital’s Policy 6.0 as a best-practice example. As dis-
cussed in Chapter 21, I joined GE Capital to launch a new capital markets 
business in 1993. At GE Capital, Policy 6.0 is a strategic risk management 
framework that applies to all new businesses, products, and investments. 
Prior to obtaining corporate approval, Policy 6.0 requires a detailed analy-
sis of the strategic risks associated with the new business. It also requires 
quarterly business/risk reviews between the business leaders and GE cor-
porate executives to ensure that the business is performing at or above 
expectations. As shown in Figure 24.7, the major components of Policy 
6.0 include:

 ■ Key Assumptions: In many respects, the key assumptions of a business 
plan represent the most critical strategic risks. These assumptions may 
include business trends, customer needs, and disruptive technologies. 
The new business is required to identify the key assumptions that sup-
port the feasibility of the new business. 

 ■ Monitoring Systems: For each assumption, the business must identify 
the monitoring systems with respect to key performance indicators, key 
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risk indicators, and early warning indicators. Moreover, the individuals 
responsible for oversight need to be specified. 

 ■ Trigger Points: With respect to the most critical metrics, the business 
is required to establish pre-defined positive, expected, and negative 
trigger points. These trigger points initiate management actions or 
reviews in between the quarterly business/risk reviews. If significant 
thresholds are breached, they may trigger immediate escalations and 
special reviews. 

Figure 24.7 GE’s Capital Policy 6.0

Key Assumptions
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Systems

Trigger-
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Management Decision 
or Action
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 ■ Technology trends
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James Lam 
& Associates 
(2004) 

 ■ S&P 500 (1982-2003).
 ■ One-month stock price 

decline of 30% or greater 
relative to the S&P 500 

 ■ 61% were exposed to 
strategic risks

 ■ 30% were exposed to 
operational risks

 ■ 9% were exposed to 
financial risks 

The Corporate 
Executive Board 
(2005) 

 ■ Fortune 1000 companies 
(1998-2002)

 ■ Top 20% of companies 
with the greatest market 
value declines 

 ■ 65% were exposed to 
strategic risks

 ■ 20% were exposed to 
operational risks

 ■ 15% were exposed to 
financial risks 

Deloitte 
Research (2005) 

 ■ Thomson Financial Global 
1000 Companies (1994-
2003)

 ■ One-month stock price 
decline relative to the 
Morgan Stanley Financial 
World Index 

Among the 100 largest 
declines:

 ■ 66 involved strategic risks 
 ■ 62 involved external events 
 ■ 61 involved operational 

risks 
 ■ 37 involved financial risks

Figure 24.6 Risks Causing Large Declines in Market Value
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 ■ Management Decision and Action: Positive trigger points mean things 
are going better than planned, which indicates that management may 
consider accelerating the business plan or accept more risks. Negative 
trigger points may initiate risk mitigation strategies, or, if key metrics 
and trends are well below expectations, then an exit strategy may be 
considered.

Based on my direct experience, GE Capital’s Policy 6.0 is a simple but 
effective strategic risk management framework that enables thoughtful 
analyses and disciplined management responses. Various research studies 
have indicated that up to 70 percent of new business initiatives fail to meet 
management expectations. A strategic risk management framework sup-
ports management decisions and corrective actions to ensure that scarce 
human and financial resources are reallocated to the other 30 percent in a 
timely manner.

Case stuDy: Duke energy

In July 2000, Duke Energy’s senior executives gathered for a two-day strat-
egy meeting to discuss the future of the energy business. They reviewed three 
possible scenarios:

 ■ Economic Treadmill, in which U.S. economic growth slips to 1 percent 
per year

 ■ Market.com, in which the internet revolutionizes the relationships be-
tween buyers and sellers

 ■ Flawed Competition, in which uneven deregulation will continue in the 
energy industry, resulting in significant price volatility.

Duke Energy’s consideration of these different scenarios is a great ex-
ample of the stress-testing strategies that we discussed in earlier chapters. 
It was particularly pertinent of Duke Energy to consider these issues in the 
year 2000, when confidence in the U.S. economy’s boom was starting to 
wane—the beginnings of the confidence slide that would culminate in the 
bursting of the internet bubble.

To help manage the company’s strategic and business uncertainties, 
Duke Energy appointed Richard Osborne as its first CRO earlier that year. As 
early warning indicators for these three scenarios, management established 
specific signposts, including macroeconomic indicators, regulatory trends, 
technology changes, environmental issues, competitive moves, and patterns 
of consolidation in the energy industry.2 Over time, Duke Energy began to 
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notice that a large number of the signposts for the Flawed  Competition sce-
nario were being flagged, and so they acted accordingly, under the assump-
tion that this was the scenario most likely to occur.

There was a general lack of consensus within the energy industry with 
regard to what the future would hold, which meant that having a concrete 
direction gave Duke Energy the important advantage of being able to take 
action. With a set vision, Duke Energy was able to focus and streamline its 
strategic, long-term plans. Instead of recklessly capitalizing on the increase 
in power demand through rapid expansion, as many other comparable com-
panies were doing in the early 2000s, Duke Energy decided to rearrange and 
solidify its existing assets instead. For example, fearing that the electricity 
market in Texas would be over supplied in coming years, Duke Energy sold 
some of its plant assets in Texas even before they were completely built.3

Duke Energy’s hard work has ultimately paid off, and it has continued 
to perform well relative to its competitors. For the five-year period ending 
December 2012, Duke Energy delivered a shareholder return of 6.7 percent, 
which is significantly higher than the 1.7 percent return in the S&P 500 
Index and the 0.1 percent return in the Philadelphia Utility Index.4 Duke 
Energy’s excellent performance has been widely recognized over the years. 
For instance, Duke Energy was named the Most Admired Energy Company 
by Fortune Magazine consecutively between 1998 and 2002. Likewise, Site 
Selection magazine identified Duke Energy in 2012 as a top-10 best util-
ity company in the United States for the fourteenth year in a row.5 Duke 
Energy’s success demonstrates that effective ERM implementation, which is 
often seen as a profit inhibitor, can actually yield highly profitable results.
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Chapter 25
Dashboard reporting

One of the key objectives of enterprise risk management (ERM) is to 
promote risk transparency, both in terms of internal risk reporting and 

external public disclosure. The old adage what gets measured gets managed 
holds true in risk management. A 2011 Deloitte study of approximately 
1,500 cross-industry executives indicated that 86 percent of survey re-
spondents identified “risk information reporting” as of high or moderate 
priority, making it the most highly prioritized of 13 risk initiative options. 
The second and third most prioritized initiatives were “risk data quality and 
management” at 76 percent and “operational risk measurement system” at 
69 percent.1 This study clearly demonstrates that establishing a robust risk 
measurement and reporting system is critical to ERM success.

However, many companies still approach risk reporting from the wrong 
angle. The reader may recall the 80/20 rule from the previous chapter, where 
data sources, analytics, models, and reports make up the base of the ERM 
process pyramid, with decision making on top. It would seem logical to 
start from the bottom of the pyramid and work our way up. Nevertheless 
dashboard reporting becomes much more effective when we start from the 
top, and first define business and risk management decision-making needs. 
Who is our audience? What kind of decisions do they make? From there, 
we can determine the metrics, analyses, and reports needed to support those 
decisions (and then which systems will produce those reports, as well as the 
data that these systems need, in turn).

When designing the structure and content of an ERM report, and the 
functionality of a dashboard reporting system, it is useful to start by articu-
lating the key questions that the report is meant to address. For example, 
the ERM dashboard for the board and senior management may address the 
following five basic questions:

 1. Are any of our business objectives at risk? 
The ERM dashboard should organize risk information (e.g., quantita-

tive metrics, qualitative risk assessments, early warning indicators) in the 
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context of key strategic and business objectives. For each objective, the 
dashboard report would show green, yellow, or red indicators to signal 
that its achievement is on track, threatened, or off track, respectively. 
For objectives with yellow or red indicators, the board and management 
can then drill down to the underlying analyses.

 2. Are we in compliance with policies, regulations, and laws? 
The ERM dashboard should include a compliance monitor that 

shows at a glance the company’s compliance status with key policies, 
regulations, and laws. Traffic light signals would highlight whether the 
company is in full compliance (green), near violation (yellow), or in vio-
lation (red). Drill-down capabilities would enable further analysis with 
respect to more detained compliance metrics and reports. 

 3. What risk incidents have been escalated? 
In real time, the ERM dashboard should escalate critical risk incidents 

to the appropriate board members, executives, or managers. In order to 
support this feature, risk incidents that meet a defined threshold (e.g., 
customer impact, financial exposure, reputational impact, etc.) need to 
be captured throughout the company. Moreover, the ERM dashboard 
needs to have an embedded algorithm that would sort the risk inci-
dents and escalate them to the right individuals.2 The most sensitive and 
time-critical incidents should be pushed to the individuals’ computers 
or smart phones as alerts to enhance timely communication and rapid 
response.

 4. What key performance indicators (KPIs), key risk indicators (KRIs), or 
early warning indicators require attention? 

The ERM dashboard will report on the quantitative metrics that are the 
most relevant to the informational and decision-making needs of the 
audience. Ideally, each metric would include performance thresholds 
and/or risk tolerance levels against which the metric can be evaluated. 
Trend analysis and expert commentary should also be provided for the 
most important metric. 

 5. What risk assessments need to be reviewed? 
Risk assessments may include top-down risk assessments, bottom-

up risk/control self assessments (RCSAs), regulatory examinations, 
and audit reports. Given that these assessments include mainly 
qualitative information, the key findings and analyses should be 
summarized. The risk assessment section of the ERM dashboard 
should provide an executive summary of these risk assessments, and 
highlight whether they meet board and management expectations 
(green), are near expectations (yellow), or are below expectations 
(red). The actual risk assessments and reports would be available for 
more detailed reviews.
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For a typical company, it might take days or weeks to gather the required 
information to answer these five questions on an enterprise-wide basis. The 
fundamental problem is that the information is stored in different systems, 
databases, spreadsheets, and reports. Additionally, current approaches to risk 
reporting can be described as risk measurement by silos, with static reports 
that provide risk information for different risks separately. Static reports 
require significant manual work, resulting in more data integrity issues and 
less time for risk analysis and decision making. 

With an effective dashboard reporting system, the board and manage-
ment should be able to answer all five of these questions in a few minutes. A 
dashboard reporting system would provide executive reporting of enterprise-
wide risks and drill-down capabilities so that all key risks can be monitored 
centrally. The key attributes of a dashboard reporting system include:

 ■ A single point of access to all critical risk information that may reside in 
disparate risk systems and data sources.

 ■ Executive reporting of enterprise-wide risks combined with drill-down 
capabilities to more granular risk data and analyses.

 ■ Just-in-time risk information, delivered from real-time risk alerts to 
monthly credit reports to quarterly risk assessments.

 ■ Quantitative KRIs integrated with qualitative risk assessments, policy 
documents, and external market data.

 ■ The opportunity for users to provide commentary or analysis to the risk 
information presented by the dashboard reporting system.

traDitiOnal versus DashbOarD repOrting

It may be useful to distinguish dashboard reporting from traditional risk 
reporting. The main features of each type of reporting are summarized in 
Figure 25.1. Let’s compare and contrast the key differences between tradi-
tional risk reporting and ERM dashboard reporting:

 ■ Approach to analysis: Traditional risk reporting provides risk informa-
tion in silos such as risk types, business units, and functional units. On 
the other hand, ERM dashboard risk reporting allows for a more inte-
grated approach by evaluating the impact of risk on strategic objectives 
or examining the impact of one risk scenario (e.g. recession, counter-
party default, or an extreme weather event) across all the risk types and 
business units of the organization.

 ■ Information reported: Traditional risk reporting tends to focus on his-
torical data and internal information. Since the ERM dashboard has 
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aggregated such information, the risk function has more time to focus 
on forward-looking analyses and early warning indicators, as well as 
external market data and macroeconomic trends. 

 ■ Reporting flexibility: With traditional reporting there is a trade-off 
between more or less information. Board members and executives may 
want more concise analysis and reports (i.e., executive summaries), while 
business and functional managers require more granular information 
to perform their operations. The drill-down capability of dashboard 
reporting eliminates this trade-off, allowing the board and executive 
management to view high-level risk information and analysis, while 
also providing the more granular information needed by the business 
and functional units.

 ■ Questions asked: While traditional risk reporting considers mainly 
what-if questions (such as what if commodity prices go down), dash-
board reporting can address more decision-oriented questions: So what 
if commodity prices go down? What should we do about it? With more 
advanced ERM dashboards that integrate not only information but also 
analytics, the board and management can review current risk sensitivi-
ties, as well as the impact of alternative strategies in real time. In other 
words, traditional reporting is data-driven while dashboard reporting is 
more action driven.

 ■ Interaction with information: Traditional reporting is akin to reading 
a book while dashboard reporting is similar to searching for informa-
tion on Google. With a book, you have to flip through the pages from 
beginning to end to find the information that you need, but it is difficult 
to get the specific information that you need in a timely manner. With 
Google, you can type in your search terms, which allows you to filter 
the vast amounts of information available so that you can find exactly 
what you need efficiently. As discussed earlier, the ERM dashboard 
should be able to address key questions, as well as provide summary 
and detail information, in order to meet the decision-making needs of 
the individual that is using it. Today, few people would go to the library 
instead of using Google to find information. Similarly, the board and 
management should have access to an efficient ERM dashboard instead 
of going through stacks of reports to get critical risk information.

general DashbOarD appliCatiOns

Dashboard reporting is becoming more common on all business levels 
from individual investors to corporate CEOs. According to Keithe Gile, 
an analyst from Forrester Research, Inc., approximately 40 percent of 
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the 2,000 largest companies had developed some form of dashboard 
reporting by 2006.3 In fact, dashboards are becoming more common at 
the consumer level. Various forms of dashboards range from a personal 
data tool provided by Google to a service offered by JP Morgan to its 
investment customers. The JP Morgan service, called ACCESS Dashboard, 
combines information on market performance with links to the customer’s 
investment portfolio. The dashboard application allows users to have a 
general view of their investment portfolios or to drill through detailed 
information.

Let’s look at two other examples of dashboard reporting applications.

Cnn Magic Map

My favorite example of dashboard reporting is the CNN magic map, which 
has been used during U.S. presidential elections since 2008. Originally de-
veloped by Jeff Han as a military tool, it was adopted by the cable news 
channel to provide viewers with election information in a highly visual and 
accessible manner. The map presents an image of the United States, with 
each state’s color reflecting voter preferences for democrat or republican 
candidates. The map allows for a high-level view of the country’s voting 
distribution as well as the opportunity to dig deeper if the viewer desires 
more information. By clicking on an individual state, the commentator can 
provide voting statistics by local districts, demographic segments, and even 
historical voting patterns. The CNN magic map is a great analog for dash-
board reporting in its ability to display synthesized information as well as 
granular detail.

Figure 25.1 Key Distinctions between Traditional Risk Reporting and Dashboard 
Reporting
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Static, linear (e.g., book) Dynamic (e.g., Google)
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ge’s Cockpit

Dashboard reports are being used with increasing frequency to improve 
communication within companies. For instance, CEOs and high-level ex-
ecutives across the board are also relying more and more on dashboard 
reporting to stay in the loop on company performance. James P. Campbell, 
Chief of General Electric’s (GE) Consumer and Industrial Division, uses 
dashboard reports regularly: “I look at the digital dashboard the first thing 
in the morning so I have a quick global view of sales and service levels across 
the organization.”4 The value of the technology is that it is convenient and 
gives Campbell a broad picture of how GE is doing. After taking a look at 
the dashboard, Campbell can prioritize future actions.

GE Capital does not use a single dashboard report, but rather imple-
ments an entire system of different dashboards. Each business unit has a 
customized dashboard that fits in with their business structure. This dash-
board reporting system, otherwise known as the cockpit, provides a general 
report on business unit performance to managers and was first implemented 
in 2001. Mike Stout, GE Capital’s former Vice President and Chief Technol-
ogy and Information Officer, describes the advantages of such a system: “It 
gives a tremendous amount of power to a general manager to manage a 
business by.”5 The dashboard system provides information on sales broken 
down by day, week, and month. It can also notify managers when loans 
are going into default or when customer service is lagging behind. Perhaps 
most valuable is the risk mitigation and response opportunity provided by 
the dashboard system. In creating a way to gather data on performance, the 
dashboard offers managers a chance to act to avoid future problems.

erM DashbOarD iMpleMentatiOn

While the implementation of ERM dashboards brings many challenges, the 
result can provide important benefits. We have already discussed how dash-
board reporting can enhance enterprise-wide risk monitoring, board and 
management reporting, and decision support. With less time spent on gath-
ering data and generating reports, another key benefit is that it would free 
up resources for the risk function to focus on developing more advanced 
analyses and risk strategies. The following are some useful steps to keep in 
mind in the implementation of an ERM dashboard system:

 ■ Assess the decision-making support needs of the audience: Companies 
should first identify the needs of decision makers by drafting a proto-
type dashboard report and circulating it around the organization for 
specific feedback.
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 ■ Develop KRIs: Based on the feedback gathered in the previous step, com-
panies should then develop the appropriate KRIs. These KRIs should pro-
vide quantitative metrics on risk exposures and early warning indicators.

 ■ Ascertain dashboard functionality: The overall structure and function-
ality should be defined. These business requirements will then drive the 
selection and development of the appropriate technologies.

 ■ Avoid common pitfalls: Finally, there are some common pitfalls associ-
ated with ERM dashboard implementation. We will review some of the 
key common pitfalls and how to avoid them.

Let’s look at each step in turn.

assessing Decision-Making support needs

The first and most important step in ERM dashboard implementation is to  
truly understand the decision-making requirements of the intended audience. 
In Chapter 24 we reviewed the general risk management decisions at the 
board, executive management, and business- and functional-unit levels. 
However, these decisions and the roles of specific committees, functions, and 
individuals are unique to each organization. As such, the ERM dashboard 
implementation team should take the following steps in assessing these 
decision-support requirements:

 ■ Review current corporate risk policies, including policies that cover risk 
tolerance levels and limits (e.g., statement of risk appetite), delegation of 
authority, and risk escalation policy. A key area in these policies is the 
reporting requirements, including exception management and reporting.

 ■ Review the charters of board and management risk committees and func-
tions, including reports and minutes that may document the key discussions 
and decisions that these committees and functions have made in the past.

 ■ Review existing reports, metrics, and risk assessments. It would be use-
ful to highlight the specific risk analyses that are often used to support 
key decisions. The team should also review key performance goals and 
objectives of various risk committees and functions.

 ■ Based on a solid understanding of reporting practices and requirements, 
select board members and managers should be interviewed to gather 
additional attributes and requirements.

Next the implementation team should design a paper ERM paper dash-
board that is manually developed to document the desired structure and con-
tent in a working prototype (refer to Figure 3.1 for an example of a paper 
dashboard). This prototype should be socialized across the organization for 
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feedback. Prototype dashboard reports not only provide companies with a 
methodology of presenting information in a clear, dynamic manner, but also 
help them to identify critical gaps within existing reporting processes.

Developing Key risk indicators

The development of effective KRIs is a key challenge for most companies. 
Financial institutions usually have an abundance of credit risk and mar-
ket risk indicators, but they are challenged in aggregating this data as well 
as developing operational risk indicators. On the other hand, non-financial 
institutions may have significant business and quality information derived 
from balanced scorecard and quality initiatives, but they may experience 
difficulties in developing KRIs for financial risk or technology risk. All 
companies face the challenge of establishing leading indicators that can 
effectively provide early warnings of potential future losses.

While the development of effective KRIs is a significant challenge, 
there are some readily available sources from which KRIs can be derived. 
Figure 25.2 provides an overview of the characteristics and sources of effec-
tive KRIs. The sources include:

 ■ Policies and regulations: Regulations that govern the business activities 
of the company, as well as the corporate policies and limits established 
by management and the board, provide useful compliance KRIs. These 
KRIs may include risk exposures against limits or compliance with reg-
ulatory requirements and standards. 

Figure 25.2 Sources and Characteristics of Effective KRIs
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 ■ Strategies and objectives: The corporate and business strategies estab-
lished by senior management, and their associated performance metrics, 
are another good source. Note that performance metrics are designed 
to measure expected performance, whereas KRIs should be designed to 
measure downside risk or volatility of performance.

 ■ Previous losses and incidents: Many companies have compiled loss/
event databases that capture historical losses and incidents. These da-
tabases, or even anecdotal evidence, can provide useful input on what 
processes or events can cause financial or reputational loss. KRIs can 
then be developed for these processes and events.

 ■ Stakeholder requirements: Beyond regulators, the expectations and 
requirements of other stakeholders—customers, rating agencies, stock 
analysts, business partners—can help in the development of KRIs based 
on variables that are important to these key groups. 

 ■ Risk assessments: Risk assessments performed by the company—including 
audit assessments, risk-control self assessments, and Sarbanes-Oxley 
tests—can provide valuable input on the business entities, processes, or 
risks where KRIs are needed.

Given the various sources for KRIs, the objective should be to develop a 
high-quality set of KRIs, rather than a high quantity of them. The following 
are ten key characteristics of effective KRIs:

 1. Based on consistent methodologies and standards.
 2. Incorporate risk drivers: exposure, probability, severity, and correlation.6

 3. Be quantifiable: $, %, or #.
 4. Track in time series against standards or limits.
 5. Tie to objectives, risk owners, and standard risk categories.
 6. Balance of leading and lagging indicators.
 7. Be useful in supporting management decisions and actions.
 8. Can be benchmarked internally and externally.
 9. Timely and cost effective.
 10. Simplify risk, without being simplistic.

erM Functionality

While dashboard reports should be tailored to fit the specific needs of the 
organization, there are a few general functions that should be considered:

 ■ Basic and advanced statistical calculations: Dashboard reports should 
provide basic statistical calculations, including mean, maximum, mini-
mum, standard deviation, and confidence level. Beyond basic statistics, 
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dashboard reports should also provide data on positive and negative 
correlations and regressions (i.e., time-lagged regression).

 ■ Linkage between qualitative and quantitative data: Dashboard reports 
should provide decision-makers with the means of combining qualita-
tive and quantitative data in order to link business strategies, objectives, 
and KRIs. 

 ■ Risk accountability and ownership: Dashboard reports play a large 
part in monitoring risk escalation processes. In this regard, dashboard 
reports should track risk escalation policy violations through to resolu-
tion, explicitly assign monitoring, management, and oversight responsi-
bilities, and also track risk mitigation projects.

 ■ Customized reporting and analysis: Dashboard reports should be 
flexible in nature and be capable of presenting data in a multitude 
of different formats to suit the audience. While the ERM dashboard 
provides centralized risk reporting, the dashboard reports produced 
should be role-based. In other words, the reports made available to 
board members, senior executives, and business managers should 
be customized based on their informational and decision-making 
requirements.

avoid Common Mistakes

With respect to dashboard reporting implementation, there are four com-
mon pitfalls that companies should avoid. These pitfalls, and strategies to 
overcome them, are as follows:

 ■ Don’t just integrate risks—break down organizational silos. 
 ■ Dashboard reporting and, indeed, ERM in general, are not just about 
integrating the key risks—strategic, business, credit, market, and  
operational—into a common framework. They are also about break-
ing down organizational silos in order to identify interdependencies 
and make trade-off decisions. Most companies have established over-
sight functions such as risk management, audit, compliance, legal, 
treasury, and other oversight groups. The ERM dashboard should 
help break down organizational and reporting silos by facilitating a 
unified view of enterprise-wide risks.

 ■ Don’t boil the ocean—focus the dashboard reporting process on what 
is most important. 

 ■ Given the wide scope of the dashboard implementation process, 
many companies are overwhelmed with their risk identification, 
assessment, documentation, and reporting procedures. The objective 
of dashboard reporting should not be to address all of the risks 
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faced by the company. Truthfully, it would be impossible to identify 
all of the company’s risks because that list is infinite. The objec-
tive of dashboard reporting should be to support decisions on the 
critical risks and opportunities for the board of directors, executive 
management, and business and operational units. An effective dash-
board reporting system should prioritize risk information for the 
company’s key decision makers. As such, an indication of dashboard 
reporting success is not to say “We have identified 720 risks across 
the company, and fully documented related controls and risk assess-
ments,” but to say “We have identified the major risks that require 
the attention of various management groups, and supported their 
decisions for these major risks.”

 ■ Don’t just tell me, show me—quantify risks through effective key risk 
indicators. 

 ■ Many risk assessment processes produce large volumes of qualitative  
information that are not conducive to board and management 
decision making. In order to support policy and business decisions, 
critical risks must be quantified and reported in a concise and effective 
manner. That is not to say that quantitative information is more valu-
able than qualitative data, but there should be a balance in dashboard 
reporting. For the company’s most critical risks, quantitative analysis 
can be used to show trends, risk-adjusted metrics, compliance with 
policy limits, and performance against established standards. For the 
same risks, qualitative analysis can be used to provide expert risk 
assessments, alternative strategies and actions, management recom-
mendations, and other contextual information.

 ■ Don’t produce volumes of data and reports.
 ■  A dashboard report should not be a 50-page report that takes the risk 
committee two hours to simply walk through. A common complaint 
from board members and senior executives is that they cannot see the 
forest for the trees. Companies should develop an ERM dashboard 
that provides role-based information to key decision makers. During 
a board or management risk committee meeting, the ERM dashboard 
would enable board members and senior executives to first see high-
level risk information. In addition, it should allow them to drill down 
to more granular data if they want to see more details. An exciting 
possibility is to develop the ERM dashboard so that it not only pro-
vides dynamic access to risk information, but also to risk analytical 
models. As such, it should also enable board members and senior ex-
ecutives to perform real-time scenario analysis, such as “How would 
a 30 percent increase in crude oil price impact our quarterly earnings, 
as well as market risk and credit risk exposures?”
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evOlving best praCtiCes

In the past 10 years, technology applications have been focused on risk 
quantification in terms of analytical models, such as asset/liability models, 
Value-at-Risk (VaR) models, credit default models, and so forth. However, 
we are beginning to see a shift in technology toward focusing more on 
risk communication in terms of ERM reporting systems. An ERM report-
ing system, such as a dashboard, will provide board members, corporate 
executives, and risk professionals with a single point of access to all criti-
cal risk information—including objectives at risk, early warning indicators, 
KRIs against policy limits or performance standards, risk assessments and 
audit findings, escalations of issues and incidents, and risk-adjusted return 
performance. The time interval for enterprise-wide risk measurement and 
reporting will move from monthly to weekly to daily, and ultimately to real-
time in the form of an electronic dashboard that updates itself.

The value of risk information is not in its development, but in its 
application. As such, to realize the full potential of ERM, risk professionals 
must deliver the right information, to the right decision makers, at the right 
time.



451

Chapter 1

 1.  Rawls, S. Waite III, and Charles W. Smithson (1990). “Strategic Risk Management,” 
Journal of Applied Corporate Finance 2, no. 4 (Winter).

 2.  Tufano, P. (1998). “The Determinants of Stock Price Exposure: Financial Engi-
neering and the Gold Mining Industry,” Journal of Finance 53, 1015–1052.

 3.  Jin, Yanbo, and Philippe Jorion. “Does Hedging Increase Firm Value? Evidence 
from the Gold Mining Industry,” July, 2007, 15. California State University.

 4.  Mancini, Massimo. “Corporate Risk Hedging Strategies and Shareholders’ 
Value Creation: The Southwest Airlines Case,” June 2, 2009, 9. Kellogg School 
of Management.

 5.  Stewart, James B. “The Omen,” The New Yorker, October 20, 2008.
 6.  Ibid.
 7.  Luchetti, Aaron, et al. “A Year Later, All Eyes Still on ‘Edie’,” Wall Street Journal, 

October 30, 2012.
 8.  Rapoport, Michael, “MF Global Masked Debt Risks,” Wall Street Journal, 

November 4, 2011.
 9.  Ibid.
 10.  Sherter, Alain. “Jon Corzine Resigns as MF Global Scandal Deepens,” CBS News, 

November 4, 2011.

Chapter 3

 1. In this context, new business includes mergers and acquisitions.
 2. See Chapter 9 for a more detailed discussion on expected loss, unexpected loss, 

and economic capital.
 3. For example, a loan or security that is downgraded (widening in credit spread) 

would incur a mark-to-market loss even though no defaults or charge-offs have 
occurred. Marking the credit portfolio to market using credit spreads provides 
an economic assessment of credit losses.

Chapter 4

 1.  Other popular terms used to describe enterprise risk management include firm-wide 
risk management, integrated risk management, and holistic risk management.

 2.  Winokur, L. A. “The Rise of the Risk Leader: A Reappraisal,” Risk Professional, 
April 2012, 20.

 3.  Davy, Peter. “Cinderella Moment,” Wall Street Journal, October 5, 2010.

Notes



452 Notes

 4.  Lam, James. “Structuring for Accountability,” Risk Professional, June 2009, 44.
 5.  Banham, Russ. “Disaster Averted,” CFO Magazine, April 1, 2011, 2.
 6.  Ibid.
 7.  Winokur, L. A. “The Rise of the Risk Leader: A Reappraisal,” Risk Professional, 

April 2012, 17.
 8.  Hofmann, Mark A. “Average Chief Risk Officer’s Salary Nearly $184,000: 

RIMS,” Business Insider, April 24, 2013.

Chapter 5

 1. Robert A.G. Monks and Nell Minow, Corporate Governance (United Kingdom: 
Blackwell Business, 1995).

 2. “CalPERS’ Corporate Governance Core Principles and Guidelines,” 1995,  
p. 3.

 3. Toronto Stock Exchange Committee on Corporate Governance and the  
Institute of Corporate Directors, “Report on Corporate Governance, 1999:  
Five Years to the Dey,” 1999, co-chair’s letter.

 4.  Financial Reporting Council, “Developments in Corporate Governance 2011:  
The Impact and Implementation of the UK Corporate Governance and  
Stewardship Codes,” December, 2011, p. 1.

 5. The term stakeholders here refers not only to corporate shareholders, but also 
to employees, suppliers, and the general public wherever they have a direct 
interest in the affairs of the corporation.

 6. Charles J. Woelfel, Encyclopedia of Banking and Finance, 10th ed. (Chicago: 
Probus Publishing Company, 1994), p. 939.

 7. “The Cadbury Report 4.12,” 1992, p. 22.
 8. “The Combined Code,” 2000, Principle A.2.
 9. “CalPERS’ Corporate Governance Core Principles and Guidelines,” 1995, p. 5.
 10. “The Dey Report,” 1994, Guideline 12.
 11. “General Motors Board Guidelines,” 1994, Guideline 22.
 12. “1996 NACD Report,” p. 4.
 13. “The Dey Report,” 1994, Guideline 5.
 14. “1996 NACD Report,” p. 23.
 15. Toronto Stock Exchange Committee on Corporate Governance and the  

Institute of Corporate Directors, “Report on Corporate Governance, 1999:  
Five Years to the Dey,” 1999, p. 19.

 16. Jeff Cossette, “Can Board Self-Assessment Work?,” Insider Investor Relations, 
Feb 1, 2005.

 17. “General Motors Board Guidelines,” 1994, Guideline 15.
 18. “Non-US Firms Compete Through Good Governance,” Investor Relations 

Business, March 6, 2000.
 19. Ibid.
 20. “1996 NACD Report,” p. 6.
 21. “General Motors Board Guidelines,” 1994, Guideline 36.
 22. “Campbell Soup Company Corporate Governance Standards,” October 1, 

2012, Guideline 39.
 23. For example, see the National Association of Corporate Directors’ “1995 Re-

port of the NACD Blue Ribbon Commission on Director Compensation” and 



Notes 453

the Conference Board of Canada’s “Compensation of Boards of Directors,” 
1998 and every 2 years previously for approximately 20 years.

 24. “The Combined Code,” 2000, Principle D.1.
 25. “The Dey Report,” 1994, Guideline 8.
 26. General Motors Company Board of Directors: Corporate Governance Guide-

lines (Index), Guideline 19.
 27. “GE Proxy Statement 2007: Non-management Directors’ Compensation for 

Fiscal 2006,” February 28, 2007.
 28. “Bank of Montreal 1998 Annual Report,” p. 101.
 29. “The Dey Report,” Guideline 1(ii) and the “OECD Principles of Corporate 

Governance, 2004, Principle D7.
 30. Toronto Stock Exchange Committee on Corporate Governance and the Insti-

tute of Corporate Directors, “Report on Corporate Governance, 1999: Five 
Years to the Dey,” 1999, p. 8.

 31. Brown, David, Debra Brown, and Kimberley Birkbeck, Canadian Directorship 
Practices 1997: A Quantum Leap in Governance (Ottawa: The Conference 
Board of Canada, 1998).

 32. Strategic Risk Council, www.conferenceboard.ca/networks/src/membership.aspx.
 33. “JP Morgan Chase & Co. 2011 Annual Report,” p. 125.
 34. Author’s note: While JP Morgan Chase has long been recognized as a leading 

institution in ERM, it faced its share of challenges in the “London Whale” inci-
dent in 2012. The events and lessons learned will be discussed in Chapter 22.

 35. “CompuTrac Announces Restructuring of CEO’s Compensation,” Business 
Wire, December 11, 1998.

 36. Brodeur, André, Gunnar Pritsch, “Making Risk Management a Value-Adding 
Function in the Boardroom,” McKinsey & Company, working paper, Septem-
ber, 2008, p. 4.

Chapter 6

 1.  Lam, James. “Custom-Built for Success,” Risk Magazine, Enterprise-Wide Risk 
Management Supplement, November 1997.

 2.  China Briefing. “Avon Bribery Case May Face U.S. Grand Jury Investigation,” 
China Briefing, February 14, 2012.

 3.  Connor, Michael. “Daimler Agrees to Pay $185 Million to Settle Bribery Charges,” 
Business Ethics, March 26, 2010.

 4.  U.S. Securities and Exchange Commission, “SEC Approves Enhanced Disclosure 
About Risk, Compensation and Corporate Governance,” Rule 2009-268,  
December 16, 2009.

 5.  White, Martha C. “Clawback Provisions Go Mainstream, Add Reach,” NBC-
News.com, 2012.

Chapter 7

 1.  Markowitz, Harry. “Portfolio Selection,” Journal of Finance 7, no. 1, (1952), 77–91.
 2.  Mintz, Steven. “The Gurus,” CFO Magazine (online edition), January 2000.
 3.  Jastrow, David. “Ikon Delivers in the Eye of the Storm,” Computer Reseller 

News, September 27, (1999), 65.

http://www.conferenceboard.ca/networks/src/membership.aspx


454 Notes

Chapter 8

 1.  “Insurance Market Report 2013,” Marsh & McLennan Companies, 
February 2013, 4.

 2.  Group of Thirty. Global Institutions, National Supervision and Systemic Risk, 
1997, 9.

 3.  Westover, Kate. “Appreciating Benefits of Finite Risk Products,” Business Insurance, 
February 20, 2005.

 4.  Conley, John. “Risk Coverage Coup,” Global Finance, Volume 13, Issue 4, 
April 1999.

 5.  Banham, Russ. “Kit and Caboodle,” CFO: The Magazine for Senior Financial 
Executives, April 1999.

 6.  Carlson, Neil F. “Global Risk Management,” Strategic Finance, Volume 81, 
Issue 2, August 1999.

 7.  Banham, Russ. “Kit and Caboodle,” CFO: The Magazine for Senior Financial 
Executives, April 1999.

 8.  Ibid.
 9.  Watkins, Mary. “Barclays Bond a Key Test for CoCo Market,” Financial Times, 

November 22, 2012.

Chapter 9

 1.  “Guidance on Stress Testing for Banking Organizations with Total Consolidated 
Assets of More Than $10 Billion.” Board of Governors of the Federal Reserve 
System. May 14, 2012. Available at http://www.federalreserve.gov/bankinforeg/
srletters/sr1207a1.pdf.

 2.  Board of Governors of the Federal Reserve System, “Comprehensive Capital Analysis 
and Review 2013: Summary Instructions and Guidance,” November 9, 2012, p. 1.

 3.  “Comprehensive Capital Analysis and Review 2012: Methodology and Results 
for Stress Scenario Projections.” Board of Governors of the Federal Reserve System. 
March 13, 2012. Available at http://www.federalreserve.gov/newsevents/press/
bcreg/bcreg20120313a1.pdf.

 4.  “Dodd-Frank Act Stress Test 2013: Supervisory Stress Test Methodology and 
Results.” Board of Governors of the Federal Reserve System. March 2013. 
Available at http://www.federalreserve.gov/newsevents/press/bcreg/dfast_2013_
results_20130314.pdf, p. 1.

 5.  Ibid., 15.
 6.  Ibid., 9.
 7.  Torres, Craig, and Joshua Zumbrun.“Fed Stress Tests Show 17 of 18 Banks 

Weathering Severe Slump. Bloomberg. March 7, 2013. http://www.bloomberg
.com/news/2013-03-07/fed-stress-tests-show-17-of-18-banks-weathering- 
severe-recession.html.

 8.  Merton, Robert C. “On the Pricing of Corporate Debt: The Risk Structure of 
Interest Rates.” The Journal of Finance, 29, (1974), 449–470.

 9.  Bumiller, Elisabeth. “Corporate Conduct: The President; Bush Signs Bill Aimed 
at Fraud in Corporations,” The New York Times, July 31, 2002.

 10.  Proctor, Paul E. “MarketScope for IT Governance, Risk and Compliance Man-
agement,” Gartner, June 7, 2013.

http://www.federalreserve.gov/bankinforeg/srletters/sr1207a1.pdf
http://www.federalreserve.gov/newsevents/press/bcreg/bcreg20120313a1.pdf
http://www.federalreserve.gov/newsevents/press/bcreg/dfast_2013_results_20130314.pdf
http://www.bloomberg.com/news/2013-03-07/fed-stress-tests-show-17-of-18-banks-weathering-severe-recession.html
http://www.federalreserve.gov/bankinforeg/srletters/sr1207a1.pdf
http://www.federalreserve.gov/newsevents/press/bcreg/bcreg20120313a1.pdf
http://www.federalreserve.gov/newsevents/press/bcreg/dfast_2013_results_20130314.pdf
http://www.bloomberg.com/news/2013-03-07/fed-stress-tests-show-17-of-18-banks-weathering-severe-recession.html
http://www.bloomberg.com/news/2013-03-07/fed-stress-tests-show-17-of-18-banks-weathering-severe-recession.html


Notes 455

Chapter 11

 1.  Reichheld, Frederick F. The Loyalty Effect (Cambridge: HBS, 1996), 4.
 2.  “PwC 16th Annual Global CEO Survey,” 2013, 22.
 3.  Levering, Robert, and Milton Moskowitz. “Beyond Perks: Lessons from Track-

ing the ‘100 Best’,” Fortune, January 20, 2011.
 4.  “Changes in the Labor Market Leads to Increase in Free Agent Workforce, 

According to Kelly Services, Inc.,” Kelly Services, August 15, 2011.
 5.  Bernstein, Aaron. “What Price Peace?” Business Week, August 10, 1998, 

24–25.
 6.  Drucker, Peter F. “The New Society of Organizations,” Harvard Business Re-

view, September–October 1992, 100.
 7.  “Don’t Let the Talent Crunch Hurt Your Company’s Chance for Success,” PR 

Newswire, June 8, 1999.
 8.  “100 Best Companies to Work For: Snapshots,” Fortune, 2012.
 9.  Ibid.
 10.  Branch, Shelly. “The 100 Best Companies to Work for in America.” Fortune, 

January 11, 1999, 119.
 11.  DuBois, Shelley. “Internal Competition at Work: Worth the Risk?” Fortune, 

January 25, 2012.
 12.  Hymowitz, Carol, and Matt Murray. “How GE’s Chief Rates and Spurs His 

Employees,” Wall Street Journal, June 21, 1999, B1.
 13.  Frenz, Helena. “Don: Need to Ensure that Customers Are Fully Satisfied,” Busi-

ness Times, 8 February 1999, 3.
 14.  Reichheld, Frederick F. The Loyalty Effect. (Cambridge: HBS, 1996), 33–37; 

Victor L. Hunter, Business to Business Marketing: Creating a Community of 
Customers, (NTC Business Books, 1997).

 15.  Genesys, “The Cost of Poor Customer Service: The Economic Impact of  
the Customer Experience and Engagement in 16 Key Economies,”  
November 2009, 2.

 16.  Ibid., 4.
 17.  Ibid., 5.
 18.  Hart, Christopher W. “Beating the Market with Customer Satisfaction,” 

Harvard Business Review, March 2007.
 19.  Foster, Graham, and Karin Newman. “What Is Service Quality When Service 

Equals Regulations?” Service Industries Journal Vol. 18 No. 4, October 1998, 
51–65.

 20.  Anderson, Jeff . “Automotive Industry Insights,” Experian, 2013, 29.
 21.  “Point of View: New SEC Rule Prompts Companies to Disclose How Their 

Boards Oversee Risks,” PricewaterhouseCoopers, May 2010.
 22.  “Over-Regulated America,” The Economist, February 18, 2012.
 23.  Fitzpatrick, Dan, et al. “Banks Present Plan for Crisis Response,” The Wall 

Street Journal, June 24, 2013.
 24.  “North American and Bermudan Insurers Continue to Step Up Their ERM 

Efforts,” Standard & Poor’s, May 3, 2011, 3.
 25.  “Evaluating the Enterprise Risk Management Practices of Insurance Companies,” 

Standard & Poor’s, October 17, 2005, 4.
 26.  Ibid., 5.



456 Notes

 27.  “Evaluating the Enterprise Risk Management Practices of Insurance Companies,” 
Standard & Poor’s, October 17, 2005, 8.

 28.  “Methodology: Assessing Management’s Commitment to and Execution of 
Enterprise Risk Management Processes,” Standard & Poor’s, December 17, 
2009, 4–5.

 29.  “Enterprise Risk Management Continues to Show Its Value for North American 
and Bermudan Insurers,” Standard & Poor’s, February 1, 2010, 2.

 30.  CtW Investment Group, “Who We Are,” http://www.ctwinvestmentgroup.com/
index.php?id=1.

 31.  Copland, James R. “Politicized Proxy Advisers vs. Individual Investors,” Wall 
Street Journal, October 7, 2012.

 32.  Ibid.
 33.  Moyer, Liz. “Goldman World Apart from J.P. Morgan as Investor Meeting 

Looms,” Wall Street Journal, May 23, 2013.
 34.  Tribbett, Charles. “Splitting the CEO and Chairman Roles—Yes or No?.” Directors 

& Boards, December 2012, 5.
 35.  Ibid., 3.
 36.  “Institutional Shareholder Services Annual Survey,” Ethic Intelligence, 

September 2012.
 37.  Dunn, Gibson. “Institutional Shareholder Services (ISS) and Glass Lewis 

Proxy Voting Policies and Other Developments for the 2013 Proxy Season,”  
January 29, 2013.

 38.  Ibid.
 39.  Harper, Pamela S., and D. Scott Harper, “Building Powerful Strategic Alliances: 

How Companies of All Sizes Can Increase Their ROI,” 2012, 3.
 40.  Rock, Glen. “Reasons for Failure and Success of Strategic Alliances Revealed 

by New In-Depth Study from Business Advancement, Inc.,” Yahoo! Finance, 
November 28, 2012.

 41.  Sanger, Deborah. “Why Joint Ventures Fail,” Saul Ewing LLP, January 2004.
 42.  For a more in-depth treatment of these issues, see C. Christopher Baughn,  

Johannes G. Denekamp, John H. Stevens, and Richard N. Osborn, “Protecting 
Intellectual Capital in International Alliances,” Journal of World Business 32, 
no. 2 (1997): 103–115.

Chapter 12

 1.  “Principles for the Management of Credit Risk”, Consultative paper by the 
Basel Committee on Banking Supervision, July 1999.

 2.  Note that we always assume that the exposure is at best zero but never negative; 
if the firm represents an exposure to the counterparty it is highly unlikely that 
the firm will benefit from the counterparty’s default: either a successor entity or 
a court appointed administrator will eventually collect.

 3.  Economic capital is defined as the level of capital that is needed to cover unex-
pected losses, whereas book capital is the actual capital on the balance sheet and 
regulatory capital is based on capital requirements from the regulators.

 4.  Some lending institutions incorporate warrants or other equity-like features 
into their lending programs in order to capture some upside.

http://www.ctwinvestmentgroup.com/index.php?id=1
http://www.ctwinvestmentgroup.com/index.php?id=1


Notes 457

 5.  The short-term interest rate has a long-term reversion to a mean of 6 percent; 
its adjusted volatility is 7.5 percent.

 6.  “Trading Activities Manual—Part 1,” Federal Reserve System, March 1994, 1–74.
 7.  Today, commercial agencies rate more than 2,000 U.S. companies and corpo-

rate issues are rated, but only around 250 European companies are rated.
 8.  “Principles for the Management of Credit Risk,” Consultative Paper issued by 

the Basel Committee on Banking Supervision, July 1999.
 9.  A downgrade trigger would allow any one of the counterparties to terminate a 

transaction if the other’s credit rating falls below a certain level.
 10.  A netting agreement would allow two counterparties to net their payment 

obligations.
 11.  A commercial loan held on the balance sheet of a financial institution is subject 

to double taxation given that both the financial institution and its equity holder 
must pay income tax. In contrast, an investor of the same loan held in a mutual 
fund or hedge fund is taxed only once.

 12.  Basel Committee on Banking Supervision, A New Capital Adequacy Framework, 
Basel, June 1999.

 13.  Ibid.
 14.  “Basel III Summary—Guide to the Changes,” Basel II Risk, August 24, 2012.
 15.  Accenture, “Basel III Handbook,” 2012, 16.
 16.  Ibid., 25.
 17.  Auer, Michael, Jacek Kochanowicz, and Georg von Pfoetsl, “Basel III and Its 

Consequences: Confronting a New Regulatory Environment,” 2011, 5.
 18.  Hårle, Philipp, et al., “Basel III and European Banking: Its Impact, How Banks 

Might Respond, and the Challenges of Implementation,” working paper, 2.
 19.  “Basel III: Issues and Implications,” KPMG, 2011.
 20.  “Basel III: A Global Regulatory Framework for More Resilient Banks and 

Banking Systems,” Bank for International Settlements, December 2010, 9.
 21.  Ibid., 15–16.
 22.  Ibid., 11–12.
 23.  “Basel III Tackles Systemic Risk and Counterparty Risk,” Risk.net.
 24.  Salmon, Felix. “The Biggest Weakness of Basel III,” Reuters, September 15, 2010.
 25.  Millman, Noah, “Third Time’s the Charm?” The Economist, September 13, 

2010.
 26.  Ibid.

Chapter 13

 1.  Klayman, Ben and Deppa Seetharaman. “GM to Cut about One-Fourth of U.S. 
Pension Liability,” Chicago Tribune, June 1, 2012.

 2.  Muller, Joann, “Ford’s Leaky Pension Boat Is a Multi-Billion Dollar Problem,” 
Forbes, January 31, 2013.

 3.  RiskMetrics is a set of tools developed by J.P. Morgan that enables participants 
in the financial markets to estimate their exposure to market risk under the 
Value-at-Risk framework.

 4.  Linear means that if the value of the portfolio changes by x when a rate changes 
by 1 percent, then the change due to a 2 percent move is 2x.



458 Notes

 5.  Chase Manhattan Corporation 1998 Annual Report.
 6.  Carver, Laurie. “Basel Committee Proposes Scraping VaR,” Risk Magazine, 

May 3, 2012.
 7.  Ibid.
 8.  Ibid.
 9.  Carver, Laurie. “Basel Committee Proposes Scraping VaR,” Risk Magazine, 

May 3, 2012.

Chapter 14

 1.  Deloitte, “Global Risk Management Survey, 7th Edition: Navigating in a 
Changed World,” February 2011, 42.

 2.  Deloitte, Management of Operational Risks in Insurance, June 2007.
 3.  Schrage, Michael. “UBS Systems Failed the ‘Too Big to Fail’ Bank.” Harvard 

Business Review, September 20, 2011.
 4.  Ibid.
 5.  Basel Committee on Banking Supervision, “Principles for the Sound Manage-

ment of Operational Risk,” June 2011, 3.
 6.  Thomson Reuters, “Why You Should Worry About Operational Risk,”  

December 2012, 4.
 7.  Capital Markets Report, March 24, 1999.
 8.  Fishkin, Charles A. “Controlling the Documentation Vortex,” MiddleOffice 

Spring 2000, 13–17.
 9.  Davidson, Clive. “Knight Capital Losses Spur Focus on Algo Risk Manage-

ment,” Risk Magazine, September 6, 2012.
 10.  Ibid.
 11.  Smith, Ned. “Retail Inventory Shrinkage Has Shrunk.” Business News Daily, 

November 28, 2012.
 12.  Risk Budgeting. (London: Risk Books) 2000.
 13.  Campbell, Alexander. “OpRisk North America: Billion Dollar Losses Are the 

Result of Op Risk Failure,” Risk.net, March 21, 2013.
 14.  See Paul Embrechts, et al, Modelling Extreme Events for Insurance and Finance 

(1997) for details.
 15.  Stamford Risk Analytics, Home Page.
 16.  Wladawsky, Irving. “Spotting Black Swans with Data Science,” Wall Street Journal, 

May 17, 2013.
 17.  Stamford Risk Analytics, Home Page.
 18.  Department of Defense, “Task Force Report: Resilient Military Systems and the 

Advanced Cyber Threat,” January 2013, 2.
 19.  Martinez, Luis. “Intel Heads Now Fear Cyber Attack More Than Terror.”  

ABC News, March 13, 2013.
 20.  Barlyn, Suzanne. “Cyber Attack Briefly Shutters Charles Schwab Website,”  

“Yahoo! News, April 23, 2013.
 21.  Roman, Jeffrey. “Cybersecurity: The Role of DHS,” Bank Info Security, 

March 4, 2013.
 22.  Raul, Alan Charles. “Cybersecurity—It’s Not Just About ‘National Security’ 

Anymore: “Director’s Desk” and Other Incidents Sound Wake-up Call for the 
Executive Suite and Board Room.” Privacy and Security Law Report, 4.



Notes 459

 23.  Department of Defense, “Task Force Report: Resilient Military Systems and the 
Advanced Cyber Threat,” 82–83.

 24.  Columbus, Louis. “Making Cloud Computing Pay,” Forbes, April 10, 2013.
 25.  Chan, Warren, Eugene Leung, and Heidi Pili. “Enterprise Risk Management for 

Cloud Computing.” June 2012, 8.
 26.  Ibid., 12.
 27.  Crouse, Becca. “Social Media Negatively Impacts Employee Productivity:  

Surprise, Surprise!.” March Communications, September 28, 2012.
 28.  Ibid., 4.

Chapter 16

 1.  While our focus in this chapter is on banks, thrifts, securities firms, and insur-
ance companies, the issues discussed are directly relevant to the financial and 
insurance operations of any corporation.

 2.  FDIC, “Statistics at a Glance,” December, 2012.
 3.  Standard & Poor’s Industry Surveys—Banking. November 7, 2002.
 4.  PwC, “Balancing Uncertainty and Opportunity: 2012 Financial Services, M&A 

Insights,” March 2012, 3.
 5.  Avraham, Dafna, Patricia Selvaggi, and James Vickery. “A Structural View 

of U.S. Bank Holding Companies,” FRBNY Economic Policy Review,  
July 2012, 65.

 6.  Morgan Stanley Dean Witter Insurance Industry Quarterly Review on Insur-
ance Brokers, March 10, 1999.

 7.  Roberts, Sally. “Consolidation Among Brokerages Builds Global Capabilities,” 
Business Insurance, October 7, 2007.

 8.  Heffernan, Margaret. “Why Mergers Fail,” CBS News, April 23, 2012.
 9.  Towers Watson, “US Acquirers Lag Behind Asia-Pacific and European Peers,” 

2012, 2.
 10.  Case 9-897-177, Harvard Business School Publishing.
 11.  FDIC, “FDIC Community Banking Study,” December 2012, 1.
 12.  PaineWebber Industry Report, April 13, 1999.
 13.  Davies, Howard. “The Financial Crisis: Who’s to Blame?” London School of 

Economics, September 28, 2010.
 14.  Ibid.
 15.  The Federal Reserve Board. “Remarks by Chairman Alan Greenspan,”  

October 19, 2004.
 16.  Mollencamp, Carrick, et al. “Behind AIG’s Fall, Risk Models Failed to Pass 

Real-World Test,” Wall Street Journal, October 31, 2008.
 17.  The Federal Reserve Board. “Four Questions about the Financial Crisis,”  

April 14, 2009.
 18.  Steele, David A. “The New Financial Deal: Understanding the Dodd-Frank Act 

and Its (Unintended) Consequences,” Wiley: 2010, abstract.
 19.  Section 165, Dodd-Frank Wall Street Reform and Consumer Protection Act.
 20.  Section 1851, United States Code, 2011 Edition.
 21.  Chambers, Matthew A., et al. “SEC Adopts Compensation, Corporate Governance 

and Risk Disclosure Changes,” December 18, 2009.



460 Notes

 22.  Ibid.
 23.  Wilmarth, Jr., Arthur E. “The Dodd-Frank Act: A Flawed and Inadequate  

Response to the Too-Big-To-Fail Problem,” April 19, 2011, abstract.
 24.  Ibid.
 25.  Ernst & Young, “The Road to Re-Regulation: Views from the Financial Services 

Industry,” 2010, 2.
 26.  Ibid., 2.

Chapter 17

 1.  “What Is the Future for Oil and Gas?” World Energy Outlook 2012 Fact Sheet 2012.
 2.  “Gas Boom Projected to Grow for Decades,” Wall Street Journal, 

February 28, 2013.
 3.  Holmes, Jamie. “The Natural Gas Myth,” Slate Magazine, November 15, 2012.
 4.  Energy Central, April 5, 1999.
 5.  Deloitte, “Risk Intelligence in the Energy & Resources Industry,” 2010, 12.
 6.  Ibid., 11.
 7.  Deloitte, “Risk Intelligence in the Energy & Resources Industry,” 2010, 6.
 8.  See Chapter 10 for detailed discussions of VaR models.
 9.  Labuszewski, John W., et al. “Volatility Monitor: 1st Quarter, 2013,”  

April 2, 2013, 5.
 10.  Smith, Rebecca. “Overloaded Circuits: Outage Signals Major Weakness in U.S. 

Power Grid,” Wall Street Journal, August 18, 2003.
 11.  Plumer, Brad. “Bad News: The U.S. Power Grid Is Getting Pricier, Less Reliable,” 

Washington Post, March 8, 2013.
 12.  Krauss, Clifford, et al. “BP Will Plead Guilty and Pay Over $4 Billion,”  

New York Times, November 15, 2012.
 13.  Atmospheric and Environmental Research, 2012.
 14.  Ibid., 2.
 15.  Calvert Investments, “Physical Risks from Climate Change,” May 2012, 2.
 16.  Ibid., 12.
 17.  Ibid., 13.
 18.  Ibid., 18.
 19.  Ibid., 18.
 20.  Ibid., 19.
 21.  “The Facts about Fracking,” Wall Street Journal, June 25, 2011.
 22.  “Should the Federal Government Regulate Fracking?” Wall Street Journal, 

April 12, 2013.
 23.  Ibid.
 24.  “Question of the Day: Should Fracking Be Allowed in Your State, and with 

What Kind of Regulation?” Wall Street Journal, June 3, 2013.
 25.  “Should the Federal Government Regulate Fracking?,” Wall Street Journal, 

April 12, 2013.
 26.  Ibid.
 27.  Harvey, Fiona. “ ‘Golden Age of Gas’ Threatens Renewable Energy, IEA Warns.” 

The Guardian, May 29, 2012.
 28.  Inman, Mason. “Shale Gas: A Boon that Could Stunt Alternatives, Study Say,” 

National Geographic, January 17, 2012.



Notes 461

 29.  Casselman, Ben, and Russel Gold. “BP Decisions Set Stage for Disaster,” Wall 
Street Journal, May 27, 2010.

 30.  Berzon, Alexandra, et al. “There Was ‘Nobody in Charge’,” Wall Street Journal, 
May 28, 2010.

 31.  Ibid.
 32.  “Black Swan of Black Sheep? Risk Management Lessons from the Gulf Oil 

Spill,” Risk Management Magazine, April 1, 2011.

Chapter 18

 1.  For further information on FAS 133, please refer to the web site: www.fas133.com.
 2.  “Big Chemical Firms To Halt Operations On New Year’s Eve,” The Wall Street 

Journal, October 3, 1999.
 3.  “Exxon-Mobil Merger Faces Legal Threat: Wednesday Deadline Set for Accord 

on Asset Sale,” The Dallas Morning News, September 24, 1999.
 4.  Cole, Jeff. “Ante Up! Big Gambles in the New Economy—Flight of Fancy:  

Airbus Prepares to ‘Bet the Company’ as It Builds a Huge New Jet,” The Wall 
Street Journal, November 3, 1999.

 5.  Spence, Katie. “Boeing vs. Airbus: Who Will Win the “Mini-Jumbo” Battle?” 
Daily Finance, May 4, 2013.

 6.  Ibid.
 7.  Daft, Richard L. Organization Theory and Design. (Cincinnati: South-Western 

College Publishing) 1998, 4.
 8.  Monga,Vipal. “Lightening the Pension Load.” Wall Street Journal, 

November 6, 2012.
 9.  Ibid.
 10.  Monga, Vipal. “Dealing with the Pension Deficit,” Wall Street Journal, 

November 12, 2012.
 11.  Deloitte, “2012 Global Outsourcing and Insourcing Survey: Executive Summary,” 

February 2012, 7.
 12.  Basel Committee on Banking Supervision “Outsourcing in Financial Services,” 

February 2005, 5.
 13.  Levick, Richard. “Spotlight on Outsourcing: Boeing Scrambles as Toyota  

Triumphs,” Forbes, January 30, 2013.
 14.  Ensign, Rachel Louise. “How Can Companies Keep Outsourced Data Safe?” 

Forbes, May 24, 2013.
 15.  Tomkins, Richard. “Assessing a Name’s Worth,” Financial Times, Tuesday, June 

22, 1999.
 16.  “Rat Poison Probe Under Way at French Coca-Cola Plant,” Financial Times, 

June 24, 1999; and Neil Buckley, Michael Smith and Robert Graham,  
“Coca-Cola Apology to Belgian Consumer,” Financial Times, Tuesday, June 
22, 1999.

 17.  “Coca-Cola 21% Down on Earnings,” Financial Times, July 16, 1999.
 18.  “Coke Recall Cost Is Put at Dollars 60m,” Financial Times, June 25, 1999.
 19.  www.bloomberg.com
 20.  Teach, Edward. “Microsoft’s Universe of Risk,” CFO, The Magazine for Senior 

Financial Executives, March 1997.

http://www.fas133.com
http://www.bloomberg.com


462 Notes

 21.  Lange, Scott. “Going ‘Full Bandwidth’ at Microsoft,” Risk Management, 
July 1996.

 22.  Teach, Edward. “Microsoft’s Universe of Risk,” CFO, The Magazine for Senior 
Financial Executives, March 1997.

 23.  Lange, Scott. “Going ‘Full Bandwidth’ at Microsoft,” Risk Management, 
July 1996.

 24.  Banham, Russ. “Kit and Caboodle,” CFO: The Magazine for Senior Financial 
Executives, April 1999.

 25.  Lange, Scott. “Going ‘Full Bandwidth’ at Microsoft,” Risk Management, 
July 1996.

 26.  Ibid.
 27.  Ceniceros, Robert. “Sharing, Integrating Risk Management Information 

Made Even Easier with Companywide Intranet,” Business Insurance, 
December 1997.

 28.  Birkbeck, Kimberley. Integrating Risk Management: Strategically Galvanizing Re-
sources in the Organization, Proceedings of the 1998 International Conference 
on Risk Management, The Conference Board of Canada, Ottawa, April 1998.

 29.  Trudell, Craig. “Ford CEO Mulally Reiterates Plan to Lead Company through 
2014,” Bloomberg Businessweek, May 9, 2013.

 30.  Hammond, Lou Ann. “How Ford Stayed Strong Through the Financial Crisis,” 
CNN Money, January 13, 2011.

 31.  Clark, Andrew. “Automotive Industry: Carmaker Ford Facing Dire Financial 
Crisis,” The Guardian, June 20, 2008.

 32.  Hammond, Lou Ann. “How Ford Stayed Strong Through the Financial Crisis,” 
CNN Money, January 13, 2011.

 33.  Michaels, Daniel. “Hit by Delays, Airbus Tries New Ways of Building Planes,” 
Wall Street Journal, July 22, 2012.

 34.  Ibid.
 35.  “Airbus Officials Cite Problems,” Wall Street Journal, June 10, 2010.

Chapter 19

 1.  Scotti, Bill. “Risk Management Predictions: A Look Back,” Risk Professional, 
June, 2012.

Chapter 21

 1.  “Investor Opinion Survey,” McKinsey & Company, July 8, 2002.
 2.  The Corporate Governance Quotient is an Institutional Shareholder Services 

metric designed to measure the effectiveness of a company’s corporate gover-
nance structure.

 3.  Brown, Lawrence D., and Marcus L. Caylor. “Corporate Governance Study: 
The Correlation between Corporate Governance and Company Performance: 
Abstract,” 2004, 1.

 4.  Cheng, Daniel, and Yi-Yen Wu. “Evolving Corporate Governance and Equity 
Prices: The Recent Evidence,” 2005, 1.



Notes 463

 5.  Brown, Lawrence D., and Marcus L. Caylor. “Corporate Governance Study: 
The Correlation between Corporate Governance and Company Performance: 
Abstract,” 2004, 5.

 6.  Ibid.
 7.  Hoyt, Robert E., and Andre P. Liebenberg. “The Value of Enterprise Risk  

Management,” Journal of Risk and Insurance, July 30, 2009.
 8.  “Enterprise Risk Management Continues To Show Its Value for North American 

and Bermudian Insurers,” Standard & Poor’s, February 1, 2010.
 9.  Pergler, Martin. “What’s Different in the Corporate World,” McKinsey & Cos., 

December 2012, 2.
 10.  Crish, Michele, et al. “Enterprise Risk Management for Internal Auditors,” 

Deloitte, May 18, 2012.

Chapter 22

 1.  “Concerns about Risks Confronting Boards: First Annual Board of Directors 
Survey,” Eisner LLP, 9.

 2.  “Board Risk Oversight: A Progress Report,” Protiviti, December 2010, 4.
 3.  See “SEC Adopts Rules on Provisions of Sarbanes-Oxley Act,” SEC 2003-6, 

January 15, 2003.
 4.  The Directors and Chief Risk Officers Group, “Qualified Risk Director Guide-

lines,” June 3, 2013.
 5.  In addition to the London Whale incident discussed here, in July 2013, J.P. 

Morgan agreed to pay $410 million to settle U.S. Federal Energy Regulatory 
Commission allegations that the bank manipulated power markets.

 6.  Ibid.
 7.  Fitzpatrick, Dan, et al. “J.P. Morgan’s $2 Billion Blunder,” Wall Street Journal, 

May 11, 2012.
 8.  Rapport, Michael. “J.P. Morgan Risk Management Is Assailed,” Wall Street 

Journal, March 14, 2013.
 9.  Craig, Susanne, and Jessica Silver-Greenberg. “A Call for New Blood on the 

JPMorgan Board,” Wall Street Journal, May 5, 2013.
 10.  Ibid.
 11.  Abelson, Max. “JP Morgan’s Risk Committee Cut in Half as Futter, Cote Exit 

Board,” Bloomsberg Businessweek, July 19, 2013.
 12.  Fitzpatrick, Dan, et al. “J.P. Morgan’s $2 Billion Blunder,” Wall Street Journal, 

May 11, 2012.
 13.  Brodeur, André, and Gunnar Pritsch. “Making Risk Management a Value-

Adding Function in the Boardroom,” McKinsey & Company, working paper, 
September 2008, 6.

Chapter 23

 1.  Lam, James. “Risk Assessment Guide,” Association for Financial Professionals, 2011.
 2.  “Expectations of Risk Management Outpacing Capabilities—It’s Time For  

Action.” KPMG 2013.



464 Notes

 3.  “Enterprise Risk Management in Practice,” Protiviti, 2007, 6.
 4.  “Global Financial Leader Deploys Solution for Compliance and Operational 

Advantages,” Microsoft, July 2008.
 5.  Ibid., 8.
 6.  “Global Risks 2011, Sixth Edition.” World Economic Forum. http://www3 

.weforum.org/docs/WEF_GlobalRisks_ExecutiveSummary_2011_EN.pdf
 7.  “Global Risks 2007.” World Economic Forum, 6.

Chapter 24

 1. See Chapter 8 for more details on specific ART products.
 2. Bernard Wysocki Jr., “Power Grid: Soft Landing or Hard?” Wall Street Journal, 

July 7, 2000.
 3. Ibid.
 4. “2012 Annual Report and Form 10-K,” Duke Energy, 2012, p. 5.
 5. Ibid.

Chapter 25

 1.  “Global Risk Management Survey, 7th Edition: Navigating in a Changed 
World,” Deloitte, February, 2011, p. 42.

 2. Ideally, a risk escalation policy is established that will provide the criteria for 
how risk incidents are reported to various levels of the organization.

 3. “Giving the Boss the Big Picture,” Bloomberg Businessweek, February 12, 2006.
 4. Ibid.
 5. Whiting, Rick, “GE Capital’s Dashboard Drives Metrics To Desktops,” Infor-

mationWeek, April 22, 2002.
 6. Two of the most useful KRIs used in ERM—value-at risk and economic 

capital—can incorporate all four risk drivers.

http://www3.weforum.org/docs/WEF_GlobalRisks_ExecutiveSummary_2011_EN.pdf
http://www3.weforum.org/docs/WEF_GlobalRisks_ExecutiveSummary_2011_EN.pdf


465

Absolute return, 4
Academics, 347
ACCESS Dashboard, 443
Accountability, 328
Accounting controls, 313
Accounting firms, 88
Accounting system, 148
Accrual accounting, 352
Acquisition and retention of customers, 162
Action plans, 411
Active management, 100, 105
Active portfolio management, 47, 100
Active portfolio management benefits, 102–109
Active portfolio management theory, 100–102
Active risk management, 214
Actual book capital, 331
Actuarial models, 142
Adelphia, 69, 245
Advanced technology, 351, 354
Adversarial relationship, 86
Adverse market conditions, 215
Aggregate exposures, 187
Aggregation, 215
AIG. See American International Group (AIG)
Airbus, 323, 336–337
Airbus and Boeing case study, 336–337
Algorithm security measures, 243
Alliance, 169–171
Allied-Signal, 47
Alternative energy sources, 310
Alternative Risk Transfer (ART), 64, 111–116, 

120, 122–123, 273, 282, 350, 433
Alternative Risk Transfer (ART) benefits, 

116–123
Amazon.com, 163
American Customer Satisfaction Index, 163
American International Group (AIG), 69, 115, 

124, 289–290
Ameriquest, 289
Amoco, 322
Analog model, 252
Analytics improvement, 348
Anderson Consulting, 160
Appetite for risk, 37
Apple, 168
Application service providers (ASPs), 155, 348
Architectural model, 154

Asian Crisis, 245
Asset Control, 150
Asset/liability, 210, 232
Asset/liability management (ALM) models, 137
Asset/liability risk management units, 280
Assurance, 395–397
Assurance processes, 390, 397
Asymmetrical risks, 222
Audit, 248
Audit committees into risk committees, 349, 353
Audit reports, 440
Auditors, 313–314, 353, 395
Auditors’ focus, 313–314
Automation sharing and analysis, 260
Avon, 95

Back tests/testing, 221–222, 233
Background checks, 25, 160, 244
Balanced scorecard, 96
Balance-sheet interest rate risk, 214
Balance-sheet strategies, 228
Bank board of directors, 384–385
Bank failures, 390
Bank holding companies (BHCs), 129–130
Bank Holding Company Act, 278
Bank of America Corp., 166, 414
Bank of England, 289
Bank of Montreal, 72–75
Bankers Trust, 238, 273, 313–314, 320
Bankruptcy, 12, 19, 289, 335
Banks, 103, 281–282
Barclays, 125
Barclays case study, 124–125
Barings Bank, 15, 25, 69, 216, 238, 273, 

313–314
Barron’s, 16
Basel Capital Accord, 292
Basel Committee, 325, 350
Basel Committee for Banking Supervision, 175, 

186, 190, 192
Basel II, 241, 354
Basel II framework, 193, 195
Basel III, 129, 194, 354, 382
Basel III framework, 194–196, 241
Basel requirements, 192–196
Basic practices, 196–197, 227–228
Basic risk, 211

Index



466 index

Basis risk, 302, 308–309
Bausch & Lomb, 12–14, 27
Bayesian model, 316
Bear Stearns, 69, 289
Berkshire Hathaway, 99
Best hedge analysis, 229
Best practices, 72–81, 92–98, 196, 198–199, 

227–229, 258–259, 414–415, 450
“Best Practices for Credit Risk Disclosure” 

(Basel Committee for Banking Supervision), 
190–191

Best practices in corporate risk management, 
326–333

Best practices in credit risk management, 
196–199

Best practices in operational risk management, 
246–259

Best replicating portfolio, 229
Big Six Canadian banks, 295
Bioenergy, 297
BIS (Bank for International Studies), 213–214, 

280, 295
Black swan events, 123, 254
Black-Scholes-Merton (BSM) 1973 option 

pricing model, 181
Board of directors, 59, 73–75, 165, 202, 299, 368, 

381, 383–384, 389–390, 392–393, 427
Board of directors’ role, 381–397
Boeing, 323, 325, 336–337
Bonding services, 201
Bottom-up (Loss Distribution) Model,  

252–253
Bottom-up approaches, 143, 218, 424, 440
BP, 312, 314, 316, 322
BP Amoco, 72–74, 76
BP oil company, 304
BP oil spill, 314–316. See also Deepwater 

Horizon
Brazil Crisis, 245
Bribes, 95
British Aerospace, 115
British Airways, 323
British Bankers’ Association (BBA), 296
Brown and Caylor, 365
Brown Brothers, 22
Business, 44–45, 93, 178–180, 375–377,  

408, 427
Business and ERM integration, 402, 411–421
Business applications, 271–275
Business Insurance, 278
Business partners, 169–172
Business performance, 55–57
Business performance measurement, 96
Business processes and operations, 412
Business review process, 94
Business risk, 31, 49, 246, 322–324, 403
Business units, 389, 427
Business Week, 14

Cadbury/Hampel reports, 71
CalPERs Core Principles and Governance 

Guidelines, 71
Calvert Investments, 305
Campbell Soup, 73–74, 76
Capability survey, 144
Capital, 35–36
Capital Accord, 193, 295
Capital adequacy system, 192–193, 382
Capital allocation, 47, 99, 193, 250–254
Capital charge, 332
Capital conservation buffer, 194
Capital framework, 193
Capital guidelines, 193
Capital markets, 309
Capital multiplier (CM), 180
Capital ratio, 195
Capital requirements, 350
Capital valuation adjustment value-at-risk 

(CVA VAR), 195
Capital-asset pricing model (CAPM), 251, 350
Carbon capture and storage (CCS), 312
Career, 342–344
Career path, 60
Case studies, 345
Cash and flows, 16
Cash flow at risk (CFaR), 300, 330
Cash management, 26, 313
Catastrophic failures, 322
CD Universe, 245
Ceded RAROC, 257, 434
CFO magazine, 57
Charge-offs, 46
Charles Schwab, 260
Chase Manhattan, 230, 233
Chase market risk management case study, 

230–236
Checks and balances, 24–25
Chemical Bank, 230
Cheng and Wu, 365
Chicago Board of Trade, 114
Chief Credit and Risk Officer, 268
Chief Risk Officer (CRO), 57–61, 84, 257, 

342–343, 349, 353, 371, 389
CIBC case study, 292–296
Citibank, 238, 283
Citicorp, 115
Citigroup, 166, 283
Claw-back provisions, 97–98, 369
Cloud computing, 262–263
Cloud service providers (CSPs), 262
CME Group study, 301
CNN magic map, 443
Coal, 310–311
Coca-Cola Enterprises, 326
Codes of conduct, 71–72
Collateralized loan obligations (CLOs), 191
Commercial banks, 89



Index 467

Commercial loans, 45
Commercial mortgage-backed securities 

(CMBS), 191
Committee of Sponsoring Organizations of the 

Treadway Commission (COSO), 47,  
353, 381

Commodity markets, 309
Commodity risk, 210
Common equity, 194
Common mistakes, 448–449
Common standards development, 347
Community clouds, 262
Community development, 346–347
Community Reinvestment Act of 1977, 288
Compaq, 73–74
Competition, 280–282
Compliance, 241–242
Compliance KRIs, 446
Compliance monitor, 440
Compliance risk, 31
Component-based software models, 153
Components, 61–66
Comprehensive Capital Analysis and Review 

(CCAR), 129
Compu Tac, 80
Concepts and processes, 31–50
Conditional VaR (CVaR), 222–224
Conflict resolution, 89–90
Consistency, 328
Consolidation, 278–279
Constellation Energy, 304
Consultant and/or checker, 248
Consumer credit risk, 103
Contingent capital, 112, 123
Contingent liabilities, 209
Contract insurance, 201
Control effectiveness ratings, 406
Control self-assessment, 249
Controls and policy mapping, 144
Convergence, 282–283, 346
Core functionality, 154–155
Corporate control function, 228
Corporate Executive Board, 435
Corporate governance, 62, 69–77, 427
Corporate governance and ERM, 77–81
Corporate governance and ERM practices 

benefits, 364–366
Corporate management, 427
Corporate scandals, 237
Corporate security, 248
The Corporate Executive Board, 11
Corporations, nonfinancial, 333–337
Correlated risk exposure, 35
Correlation, 35
Correlation assumptions, 178
COSO Report, 391
Cost of capital, 430
Cost of equity (Ke), 430, 434

Cost reduction and simplified administration, 
118–119

Countercyclical capital buffer, 194
Counterparties, 140–141, 150, 188, 195, 304, 382
Counterparty risk, 318
Coverage ratio, 284
CPA Journal, 13
Credit approval, 199
Credit culture, 199
Credit culture change, 203
Credit default swap (CDS), 289
Credit derivatives, 433
Credit exposure, 138, 187
Credit granting, 185–187
Credit insurance services, 200
Credit integration models, 138
Credit limits, 188
Credit loss distribution, 179
Credit losses, 318
Credit Metrics, 141
Credit metrics, 199
Credit migration models, 139–140
Credit Monitor, 138
Credit policy, 191
Credit portfolio, 191
Credit portfolio models, 138, 141
Credit ratings, 166, 185–186, 265
Credit reserves, 187
Credit review, 192
Credit risk, 25, 31–32, 175, 182, 188, 190, 193, 

199, 201–203, 245, 267, 285, 318
Credit risk analytics, 138–142
Credit risk concepts, 176–183
Credit risk function, 197
Credit risk management, 175–207, 271,  

344, 352
Credit risk management capability, 199
Credit risk management process, 184–192
Credit risk models, 197
Credit risk of options, 181
Credit risk of swaps, 181–184
Credit risk philosophy statement, 204–205
Credit Risk Policy Manual, 202–207
Credit scoring models, 138
Credit spreads, 42
Credit Suisse, 125
Credit Suisse Financial Products, 142
Credit write-offs, 199
CreditRisk+ model, 142
Credit-scoring models, 138–139
Critical risk information, 450
Critical risks, 407–408
CRO (Chief Risk Officer). See Chief Risk 

Officer (CRO), 57–58
Cross-sector risks, 285–287
Crude oil, 302
CtW Investment Group, 167–168
Cultural protection, 192



468 index

Cultural risk, 324
Currency hedging, 107–109
Currency risk, 302
Current board practices, 383–386
Current exposure, 187
Customers, 161–164
Customization, 118
CVaR/VaR ratio, 223
Cyber attacks, 260
Cyber crime, 259
Cyber defenses, 261
Cyber security, 256, 259–261
Cyber shields, 261

Dashboard, 348, 442–446. See also ERM 
dashboard

Dashboard reporting, 412–413, 439–449
Data and technology, 65, 147–155
Data cleansing, 150
Data management, 149–151, 153
Data marts, 150
Data security, 245
Data sources, 148
Data transformation, 151
Debacles, 273
Debate and resolution, 203
Debt ratings, 131
Decision making, risk-based, 423–437
Decision-making support needs, 445–446
Deep dives, 410
Deep dives, risk quantification and 

management, 402, 409–411
Deepwater Horizon, 304, 314–315
Default, 175–176, 285, 302
Default correlation, 178
Default model, 131
Default probability, 138
Default rate, 142
Default risk, 274, 284
Definition and planning, 373–374
Definition and scope, 240–248
Delegation of authority, 189
Deloitte, 325
Deloitte Research, 11, 237, 377, 435
Demand, 305, 307
Denial-of-service (DoS) attempts, 260
Department of Defense (DoD), 260–261
Deregulation, 279–280, 283, 298, 300, 303
Derivative products, 111
Derivatives, 112
Derivatives Policy Group (DPG), 219
Deutsche Bank, 17, 19
Dey Report, 62, 71, 74–77, 273, 292, 350
Director compensation, 76
Disaggregation, 102
Disasters, 273
Disclosures, 97
Disney World, 243–244

Distributed architecture, 152–154
Distribution, 180
Diversification, 101, 105, 117, 178, 370
Diversification benefits, 431, 433
Dodd-Frank Wall Street Reform and Consumer 

Protection Act (Dodd-Frank Act), 129, 165, 
167, 290–291, 382–383, 385

Downside, 341
Downside minimization, 271–272
Downside risks, 46–48, 271, 447
Drivers vs. enablers, 29
Drug companies, 104–105
Duke Energy, 437–438
Duke Energy case study, 437–438
Duration, 212

Early development, 374–375
Early systems, 147–148
Early warning indicators, 440, 445, 450
Early warning systems, 132
Earnings at risk (EaR), 300, 330
Earnings management, 8
Earnings per share (EPS), 49
Earnings stability, 119
Earnings volatility, 7–8, 119, 273
Econometric models, 142
Economic capital, 35, 42, 131–132, 165, 

187–188, 237, 256, 286, 331–332, 350, 354, 
370, 397, 409, 428, 430–431, 434

Economic exposure, 319
Economic income created (EIC), 133–134
Economic pricing model, 251–252
Economic risk vs. volatility portfolio risks, 

286–287
Economic value added (EVA), 5, 45–46, 332
E(Default), 177
EDF, 139–140
Education, 344–345, 347–348, 403–405
Education risk, 347–348
E(Exposure), 177
Efficient frontier, 100, 105
80/20 rule, 423, 439
Eisner LLP, 381
Electric Power Research Institute, 303
Electrical power, 310
Electricity prices, 302
Emerging IT risks, 259–264
Employee thefts, 243
Employees, 158–164
Employment stages, 159
Energy banks, 300
Energy companies, 103, 209, 297–310, 313–316
Energy marketing, 300
Energy prices, 300–301, 303
Energy storage, 307
Energy trading markets, 299
Enron, 26, 69, 143, 238, 245, 313–314
Enron lessons, 313–314



Index 469

Entergy, 305
Enterprise risk management (ERM). See ERM
Enterprise risk portfolio management, 99
Enterprise risk reporting, 269
Environmental issues, 312
Equity risk, 210
Equity services, 201
Equity stakes, 320
ERisk, 343
ERM, 11, 51–66, 102, 269, 344, 353, 368, 

373–376, 391, 393–396, 423
ERM and operational risk management, 266
ERM components, 61–66
ERM dashboard, 395, 439
ERM dashboard implementation, 349–350, 

444–450
ERM decisions and actions, 423–427
ERM functionality, 447–448
ERM implementation, 363–366, 377–379
ERM implementation requirements, 366–373
ERM integration, 413
ERM maturity models, 373–377
ERM objectives, 268
ERM policy, 390
ERM programs, 427
ERM programs stock performance, 366
ERM project components, 268–269
ERM ratings, 167
ERM-Integrated Framework, 353
Ernst & Young, 292
E(Severity), 177
Event and weather risks, 304–306
Event risk, 245–246
Event risk losses, 304
“Everlast Financial” case study, 357–360
Evolving risk profile, 267
Exception management and reporting, 445
Exchange rate, 108
Executive and board compensation, 76–77
Executive management steering committee, 202
Executive sponsorship, 402
Exit strategies, 199
Expected default frequency (EDF), 138
Expected loss (EL), 176–177, 397, 429
Expected shortfall (ES), 222–224
Expected tail loss, 222
Export Development Corporation (ERC) case 

study, 78, 200–205
Exposure, 32–33, 176
Exposure, severity, and default, 176
Exposure limits, 188
External indicators, 258
External risk transfer mechanism, 341
External warning systems, 132
Extraction programs, 151
Extreme value theory (EVT), 252–253
Exxon, 304
Exxon Valdez oil spill, 273, 304, 322

Facebook, 264
Fair Isaac’s FICO score, 138
“Fair value accounting under FASB 157,” 354
Fannie Mae, 288–289
FASB 133, 321
FASB 157, 354
“Fat finger,” 243
Fat-tail risks, 222
Federal Energy Sales, 189, 302
Federal Reserve Board, 129–130, 324, 382
Federal Savings and Loan Insurance 

Corporation (FSLIC), 280
Feedback loop, 371, 395–397
Fidelity Instruments, 3, 22, 57, 84
Fidelity Investments, 21
Finance/accounting, 248
Financial Accounting Standards Board, 321
Financial and econometric models,  

141–142
Financial Crisis Inquiry Commission, 69
Financial crisis of 2008. See Global financial 

crisis of 2007/2008
Financial disasters, 12–20, 237–238
Financial institutions, 97, 277–296
Financial models, 350
Financial risk, 49, 403
Financial risk management, 9, 428
Financing services, 200
Finite risk projects, 123
Firing and resignation, 161
First line of defense, 389
Fitch, 288
Fixed-income securities, 320
Flawed Competition scenario, 438
Focus, 118
Ford (company), 209, 335–336
Ford case study, 335–336
Forecasting model, 307
Foreign Corrupt Practices Act (FCPA), 95
Foreign currency risk, 107
Foreign exchange (FX) risks, 228
Foreign exchange movements, 209
Foreign exchange risk, 210
Fortune Magazine, 158, 161, 438
Forward contracts, 108
Foundation setting, 401–409
Foundation-setting process, 403–405
Fracking, 297, 310–311
“A Framework for Voluntary Oversight” 

(Derivatives Policy Group), 219
Fraud, 9, 15, 26, 59, 69, 143, 225, 238–239, 

245, 391
Freddie Mac, 288–289
Fuji Bank, 264
Function, 6–7
Funding risk, 16
Funding sources, 209
Funds, transfer price for, 103



470 index

Future, 122–123, 236, 289–292,  
309–310

Future volatility, 214, 310

Gain of action, 6
Gap analysis, 211–212, 227
Gas prices, 311
GE Capital, 57, 94, 270, 363–365, 437, 444
GE cockpit, 444
General Electric, 14, 47, 73, 324
General Motors, 73, 159, 209
General Motors Board Guidelines, 71, 75–76
General risk decision choices, 425–426
Generating capacity, 305
Genesys, 163
Gibson Greetings, 320
Glass Lewis, 168
Glass-Steagall Act, 282
Global Association of Risk Professionals 

(GARP), 347
Global Bank, 230
Global financial crisis of 2007/2008, 366,  

381, 415
Global Institutions, National Supervision and 

Systemic Risk, 119
Global Risk management information  

systems, 22
Global Risk Network, 415
Global Risk Report (Report), 414–415
Global Services, 230
Goldman Sachs, 19, 97, 168
Google, 443
Governance, 168–169, 313, 350, 390–393
Governance, risk, and compliance (GRC), 

143–145
Governance structure, 326, 365–369,  

390–393, 397
Granular data, 449
GRC systems, 145
Greenpeace, 264
Gross expenditures, 117
Group of Thirty (G30), 119, 213

Hammurabi code, 111
Handling crisis, 164
Hard initiatives, 28
Hard side of risk management, 363–364
Harvard Business Review, 239
Harvard Business School, 58
Hedging, 102
Hedging risks, 6, 320–321
Hedging strategies, 228, 320
Heller Financial, 263–266, 268–270
Heller Financial case study, 264–270
Henry Hub, 309
Historical losses and incidents, 447
Historical simulation, 136, 217–218
Historical VaR, 136–137

Honeywell, Inc., 115, 124
Honeywell case study, 124
Hot-spot analysis, 229
Housing bubble, 287
Hoyt and Liebenberg, 365–366
Hurdle rate of profitability, 430
Hurricane Andrew, 106, 114
Hurricane Irene, 304
Hurricane Katrina, 305
Hurricane Rita, 305
Hurricane Sandy, 304
Hybrid clouds, 262

IBM, 246, 324
Implementation phase, 269
Implementation success factors, 154–155
Implied default rates, 138
Implied view, 229
Implied volatility, 104
Implied-capital model, 251
Incentive alignment, 91
Incentive compensation system, 91, 369
Incidents, 41
Income-volatility model, 251
Independent auditors, 395
Independent risk management tenet for  

ERM, 391
Independent silo, 346
Index investing, 105
Industry practices, 345
Industry trends, 278–283, 298–301
Information technology (IT), 248, 334
Institute of Internal Auditors (IIA), 353
Institutional Shareholder Service (ISS), 167–169
Insurance companies, 105–106, 116, 366
Insurance industry, 281–282
Insurance Information Institute, 245
Insurance liabilities, 285
Insurance techniques, 350
Insurance-linked securities, 433
Integrated credit-exposure measurements, 198
Integrated management of financial risk, 428
Integration, 11
Integration value, 9–20
Integrators (ISACs), 260
Intellectual capital, 170, 172
Interactive Data, 150
Interest rate elasticity, 212
Interest rate models, 135–136
Interest rate rests, 228
Interest rate risk, 49, 103
Interest risk, 210
Interfaces, 151–152, 154
Internal auditors, 353
Internal capital market, 36
Internal controls, 341
Internal hedges, 433
Internal policies and procedures, 345



Index 471

Internal warning systems, 132
International Organization of Standardization 

(ISO), 47
International Swaps and Derivative Association 

(ISDA), 242
Internet, 347–348
Internet companies, 328
Internet crash (2000), 319
Interrelated risks, 370
Intranet, 335
Intrinsic economic value, 134
Investment liquidity, 209
Investment risks, 320
ISS (Institutional Shareholder Service), 167–169
ISS Proxy Advisory Services, 387
IT outsourcing, 325

J&H Marsh & McLennan, 124
James Lam & Associates (JLA), 10–11, 26, 

383–384, 396, 434–435
Job and financial security, 9
Johnson & Johnson’s, 164
J.P. Morgan, 19, 79, 168, 347
JP Morgan Chase, 218, 230, 386–388

Key business, 427
Key challenges, 89–92
Key lessons, 23
Key performance indicators (KPIs), 93, 407, 440
Key risk, 410
Key risk indicators (KRIs), 42, 93, 369, 407, 

410, 440, 445–447, 450
Key risk information, 157
Key stakeholders, 172
KMV Corporation, 138, 141
Knight Capital, 241–243
Know your business, 23–24
Know your customer, 163–164
KPMG studies, 279

Last line of defense, 388–391
Lawsuits, 304
Layoffs, 161
Le Figaro, 18
Legal/compliance risk, 248, 403
Lehman Brothers, 69, 289–290
Leptokurtic distribution, 180
Less-developed country (LDC), 180
Lessons learned, 21–29
Leverage, 101, 195, 286
Leveraged buyout (LBO), 180
Limit setting, 47
Limit structure, 234
Limits and boundaries, 25–26
Line and risk functions relationship, 84–87
Line management, 63, 83–98
Line management vs. risk management, 86–87
Line risk management, 90–91

Linear change, 215
Linearity, 216
Lines of business, 200–201
Liquid instruments, 34
Liquidity factor, 215
Liquidity policy, 382
Liquidity risk, 31, 210, 245
Loan syndication, 236
Logan Airport, 115
London Stock Exchange (LSE), 71–72
London Whale, 386–388
Long-Term Capital Management, 180, 245, 314
Long-term EDFs, 140
Looking back, 353–355
Loss, 176
Loss reduction, 271
Losses, 41
Loss-event database, 369, 413
Loss-incident database, 249
Loyalty, 162–163
Lynch Report, 24

Macro risk trends, 415
Malaysian Airline, 336
Management, 161–162
Management and control, 332–333
Management process, 246–257
Management processes, 326
Managing earnings volatility, 8
Manufacturers Hanover, 230
MAP (minimum acceptable performance),  

250, 255
Mapping portfolio risks, 286
Mapping tools, 151–152
Margin calls, 16
Market data, 150–151
Market driven risk, 211
Market information, 139
Market risk, 31, 140, 193, 209–211, 218–219, 

232, 245, 267, 284, 286, 297, 302
Market risk analysis, 227
Market risk analytics, 135–137
Market risk management, 209–236, 274,  

286, 344
Market risk measurement, 211–218
Market risk practices, 271
Market risks and hedging, 318–319
Market risks on and off balance sheet, 285–286
Market value, 435
Market variables, 318
Market-to-book (M/B) ratio, 135, 431
Mark-to-market, 25, 46, 140, 352, 354
Massachusetts Institute of Technology  

(MIT), 312
Master agreements, 242
Maximum Likely Exposure (MLE), 183
McFadden Act, 278
McKinsey & Company, 80, 365, 377



472 index

Measurement standard, 351, 354
Mega-trends, 275
Membership selection process, 385
Mercedes Daimler AG, 95
Mergers, 279
Mergers and acquisitions, 431–432
Merton-based models, 138, 141
Messaging-oriented middleware (MOM), 152
Metallgesellschaft, 24, 26, 69, 73, 273
Metallgesellschaft (MG), 15–16
Metallgesellschaft Refining and Marketing 

(MGRM), 15–16
Methodology for risk assessment, 401–405
Metrics, 232
MetricStream, 145
Mexican peso devaluation, 220, 233
MF Global, 19–20
Microsoft case study, 333–335
Microsoft Corporation, 333–334
Microsoft Office, 414
Middleware, 152
Milliman Inc., 324
Minimum acceptable performance (MAP),  

250, 255
Mobil Oil, 322
Model risk, 244
Modern portfolio theory, 7, 100
Modular programming techniques, 154
Monitoring and exposure management, 

187–191
Monitoring process, 171–172
Monitoring systems, 435
Monte Carlo approach, 215–216
Monte Carlo simulation, 131, 136, 141, 143, 

198, 215–217
Monte Carlo VaR, 136
Moody’s Investor Services, 179, 185, 288
Morale, 161
Morgan Grenfell Asset Management (MGAM), 

16–17, 25–26
Morgan Stanley, 19, 97
Mortgage prepayment risk, 103
Mortgage-backed securities (MBSs), 114, 

180–181, 232, 288–289
Mortgages, 288
MQ Series, 152
My Yahoo, 348

Nasdaq, 73
National Association of Corporate Directors 

(NACD), 74–76
National Association of Securities Dealers 

(NASD), 15
National Consumer Services, 230
National Retail Federation, 243
Natural Energy Act of 1978, 297
Natural gas, 297, 302, 310
Negative risk event, 317

Nestlé, 264
Net exposures, 117
Net present value (NPV), 5, 45–46, 332
Netting and collateral arrangements, 198
Neural networks, 351
New Century, 289
New York Mercantile Exchange, 309
Non-financial risk management, 92
Non-linearity, 217
Non-statistical measures, 232
Northern Rock Bank, 289
Notification triggers, 413
NYSE, 73

Obstacles and successes, 234–235
Odgers Berndston, 383
Off-balance sheet credit risk, 180–184
Off-balance-sheet credit exposures, 180–181
Offense and defense, 85–86
Offense vs. defense model, 84, 86
Oil, 297
Oil companies, 305–306
Oil spillage, 315
Oil-extraction techniques, 312
Olivetti, 323
“100 Best Companies to Work for in America” 

(Fortune), 158
Online brokerages, 281
Operating characteristics, 308
Operating leverage, 332
Operational and insurable risks, 321–322
Operational risk, 9, 31, 49, 193, 225, 237, 

240–246, 255, 267, 285, 313, 321–322,  
351, 435

Operational risk analytics, 142–143
Operational risk controls, 272
Operational risk management, 237–240, 

246–270, 274, 344
Operational risk management functions, 248
Operational risk management policy, 247–248
Operational risk measurement system, 439
Operational risk modeling, 258
Operational Risk Officer, 268
Operational trust, 403
Option pricing, 308
Optionality, 307–308
Orange County, 314
Orderly Liquidity Authority, 291
Organization and roles, 403
Organization for Economic Cooperation and 

Development (OECD), 77
Organizational changes, 265–266, 268
Organizational effectiveness, 54–55
Organizational models, 84
Organizational realignment, 269
Organizational silos, 51, 448
Organizational structure, 79–80, 203–204
Origination vs. credit approval model, 89



Index 473

Outsourcing, 325–326, 337
Oversight role, 381–383

Pain of inaction, 6
Paine Webber, 15
Paper profits, 313
Parameter (variance-covariance) approach, 215
Parametric approach, 215–216
Parametric VaR model, 136–137
Pareto principle, 423, 439
Partner selection, 170–171
Partnership model, 84, 87
Pay and performance, 27–28
Pension liability, 320
Pension risks, 324–325
People risk, 243–244
Performance measurement, 91
Performance measures and goals, 96
Performance metrics, 447
Performance optimization, 271, 274–275
Perrier benzene-contamination, 273
Philosophy statement, 204
Pinnacle Award, 364
Pitfalls, 119–122
Policies, 225–227, 393–395
Policies and regulations, 446
Policy, 84–87, 184–185
Policy 6.0, 435–437
Portfolio insurance, 272
Portfolio management, 63–64, 99–105, 

191–192, 198–199
Portfolio management applications, 105–109
Portfolio management theory, 108
Portfolio risk, 101
Portfolio risk limits, 104
Portfolio simulation, 346
Portfolios, 99
Potential credit exposures, 140–141
Potential unsafe distribution, 307
Power Company of America (PCA), 189,  

302, 304
Predictions, 341–355
Price and volume risks, 303–304
Price risk, 298
Price transparency, 309–310
Price volatility, 298, 302
Price volatility factor, 215
Pricing information, 309
Pricing models, 346
Principles-based regulations, 165
Privacy, 164
Private clouds, 262
Proactive stance, 87
Probabilistic risk models, 129
Probability, 33, 132, 403, 409
Process risk, 241–244
Product and business development, 93–95
Product pricing, 95–96

Product understanding, 120
Profit center, 228
Profit margin volatility, 332
Profitability measures, 430
Profitability support, 45–46
Pro-forma analysis, 330–331
Project leader, 154
Property Claims Services, 114
Proxy advisory companies, 167
Purpose and elements, 205–207
Put options, 102
PwC global survey, 157

“Qualified Risk Director Guidelines,” 386
Qualitative data, 448–449
Quality management, 315
Quantification and reporting, 329–332
Quantitative tools and techniques, 346
Questions, 39

RAROC (risk-adjusted return on capital), 133, 
430, 434

Rating agencies, 157, 166–167, 179, 185, 192
Real-time scenario analysis, 449
Recruiting and screening, 160
Regression analysis, 330–331
Regulated industries, 164
Regulations, 241
Regulators, 157, 164–166, 347
Regulatory and accounting standards, 121–122
Regulatory and policy requirements, 405–407
Regulatory bodies, 165
Regulatory capital, 165
Regulatory compliance, 189–190
Regulatory examinations, 440
Regulatory limits on risks, 306
Regulatory requirements, 192
Regulatory risk, 49
Reinsurance, 105–107
Reinsurance companies, 116
Renewable energy, 312
Renewable market, 297
Reporting and monitoring, 367, 371–373
Reporting structure of CRO, 371
Repurchase rate, 163
Repurchasing behavior, 163
Reputational damage, 164
Reputational risks, 31, 326
Research and development (R&D), 104, 317
Reserve, 178
Resource allocation, 371, 426
Resource planning allocation, 404–405
Retention and promotion, 161
Return on assets (ROA), 187
Reward, 101
Rex Energy, 305
Riegle-Neal Interstate Banking and Branching 

Efficiency Act, 278



474 index

Risk, 53, 95, 245, 368, 394–395, 397, 408, 425, 
449. See also specific risk

Risk acceptance or avoidance, 370, 425
Risk accountability, 448
Risk aggregation, 103, 348
Risk analyses, 375
Risk analytical models, 369–370
Risk analytics, 65, 127–145, 348
Risk and compensation linkage, 40
Risk and ERM definitions, 367–368
Risk and incentive compensation, 96–98
Risk and Insurance, 57
Risk and return, 375
Risk appetite, 78–79, 127, 353, 394–395, 397, 

408, 410, 427, 445
Risk assessment, 41–43, 367, 369–370, 

399–421, 440, 447
Risk assurance, 395
Risk awareness, 36, 38–40
Risk bell curve, 48–50
Risk champion, 56
Risk committees, 349, 383
Risk communication, 450
Risk concepts, 32–36
Risk control, 44–48, 189, 425
Risk control analytics, 128–132
Risk culture, 80–81, 85, 377–379
Risk dashboards. See Dashboard
Risk data quality and management, 439
Risk diversification, 35, 325
Risk education, 40, 352, 355
Risk engines, 149
Risk escalation policy, 413, 445, 448
Risk events, 427
Risk exposure, 56, 328, 445
Risk factors, 215, 220
Risk finance, 256
Risk financing, 112
Risk framework and processes, 394
Risk governance, 368
Risk identification and assessment, 248–250, 

326–329
Risk identification, assessment and 

prioritization, 405–413
Risk incidents, 440
Risk indicators, 27, 132, 249
Risk information, 441, 450
Risk information reporting, 439
Risk insurance, 334
Risk interdependence, 414
Risk limits, 25, 78, 104
Risk Magazine, 57
Risk management, 22, 54, 92, 116, 154, 

225–227, 275, 309, 313, 334–335, 342, 
348–353, 363–364, 367, 370–371, 382, 397, 
425–426, 428–429

Risk and Insurance Management Society 
(RIMS), 347

Risk Management Association (RMA),  
296, 347

Risk management balance, 28–29
Risk management, benefits of, 3–20
Risk Management Committee of the Board, 203
Risk management function, 371
Risk Management Group, 231
Risk management policy, 299
Risk management profession, 342–345
Risk management requirements, 281, 283–285, 

301–310, 317–326
Risk management strategies, 410–411
Risk management systems, 155
Risk management tool, information technology 

as, 334
Risk manipulation, 112
Risk maps/mapping, 249, 254, 326–329, 334
Risk measurement, 40–41, 233–234, 326
Risk metrics, 41
Risk mitigation, 254–256, 258, 328, 370, 425
Risk modeling, 148, 370
Risk models, 348
Risk monitoring, 51, 348
Risk of optimization analytics, 133–135
Risk oversight, 381
Risk policy, 247–248, 393–394, 397, 408, 427
Risk prioritization, 407–409
Risk probability rating, 405
Risk processes, 36–38
Risk profile, 104–105, 215, 431
Risk quantification, 411
Risk rating, 185–186
Risk reports/reporting, 42–43, 55, 363
Risk Retention Groups (RRG), 112
Risk severity rating, 406
Risk sharing, 306–307
Risk silo, 433
Risk system, 425
Risk taxonomy, 39–40, 403
Risk technology, 348
Risk tolerance levels, 369, 375, 394–395, 397, 

408, 410, 425, 427, 445
Risk transfer, 64, 111–119, 124–125, 127, 191, 

199, 256–258, 326, 344, 350–351, 354, 371, 
397, 426, 429, 432–434

Risk transparency, 65, 439
Risk types, 32, 210
Risk weighting assets, 195
Risk-adjusted limits, 25
Risk-adjusted performance, 377
Risk-adjusted pricing, 45, 47, 96
Risk-adjusted profitability, 425
Risk-adjusted return, 4
Risk-adjusted return on capital (RAROC), 57, 

133, 275
Risk-based decision making, 424
Risk-based pricing, 371, 425, 429–431, 434
Risk-based product pricing, 427



Index 475

Risk-compensation, 369
Risk/control self assessments (RCSAs), 440
RiskMetrics, 213, 347
Risk/return, 42, 78, 229, 332
Risk/reward, 101, 189
Risks by industry sector, 284–285
ROE impacts, 195
Rogue divisions, 14
Rogue speculative trading, 304
Rogue trader, 238–239
Roles, 426–427
Root causes, 255, 408–409
Rules of thumb, 224
Russell Reynolds Associates, 168
Russian bonds, 180
Russian crisis, 235–236, 245
Russian debt, 220

S&Ls, 279–280
S&P 500, 302
Salary gap, 352, 355
Salary survey, 355
Salomon Smith Barney, 283
Sarbanes-Oxley Act (SOX), 62, 70, 73, 

143–144, 382
Savings and loans (S&L) crisis, 279–280
Scalability, 153
Scenario analysis, 128–131, 198, 218, 220–221, 

254, 412
Second line of defense, 389
Secondary risks, 321
Securities Exchange Act of 1934, 73
Securities Exchange Commission (SEC), 8, 15, 

96–97, 291, 382
Securitization, 114
Security, 245
Self-insurance, 112
Self-Insured Retentions (SIR), 112
Seller information, 121
Senior management, 38–39
Senior management participation, 404
Sensitivity limits, 46–47
Severity, 34, 176
Shale gas, 297, 310–312
Shareholder added-value (SVA) measures, 

134–135
Shareholder service providers, 167–169
Shareholder value, 8–9, 134–135, 428, 430
Shareholder value (SHV) models, 134
Shareholder value-added RAROC and EIC, 

134–135
Shareholders, 298
Sharepoint Server 2007, 414
Sidley Austin LLP, 260
Silo approach, 54, 370, 433
Silo risk management, 341
Silo-based management, 10
Silo-based model, 428

Silos, 51, 116, 346, 433, 441, 448
Simulation, 148
Simulation analysis, 331
Single points of failure (SPOFs), 49, 333
Site Selection  (magazine), 438
Six-sigma standard, 47
60 Minutes, 26
Social media, 263–264
Société Générale, 17–19, 239
Soft initiatives, 28–29
Soft side of risk management, 364
Solvency standard, 131
Solv-Ex, 16–17
Stakeholder communication, 72–73, 157
Stakeholder management, 65–66, 157–162, 

164–172, 202
Stakeholder requirements, 447
Stakeholders and communities, 305
Stamford Risk Analytics, 254
Standard & Poors (S&P), 166, 179, 185,  

288, 366
Standard deviation of returns, 101
Standard practice, 196–197, 228, 257–258, 375
State Street Bank, 22
Statistical analysis, 253
Status checks, 171
Stock analysis, 156–157
Stock price risk, 319–320
Stock returns, 163
Stop-loss advisories, 234
Stop-loss limits, 46–47
Strategic planning, 248, 411–412
Strategic risk, 31, 49, 165, 403, 434–435
Strategic Risk Council, 77
Strategic risk management, 434–437
Strategic setback, 317
Strategic uncertainties, 322–323
Strategy and planning, 92–93
Stress tests/testing, 127–128, 130, 148, 

218–220, 232, 235, 300, 366, 382, 412
Strike price, 308
Structured programming techniques, 154
Subprime lending, 288
Subprime loans, 180
Success measure, 27
Sumitomo Corporation, 69, 245
Swaps, 182
Synchronization, 153
System risk, 244–245
Systemic risk, 287–289, 377, 382

Tactical risk mitigation strategy, 427
Tail risks, 127, 369
Tail VaR, 222
Target portfolio, 191
TARP money, 335
Technology and risk market convergence, 

345–348



476 index

Technology applications, 450
Technology risk, 245
Terminologies and methodologies, 347
Texaco, 245
The Economist, 165, 195
The New Yorker, 18
The Wall Street Journal, 15, 57
Third line of defense, 389–397
Three lines of defense model, 426
Tibco, 152
Tier 1 Capital, 195
Tier 1 Leverage, 195
Time horizon, 34–35
Time to maturity, 308
Tolerance levels, 78
Too big to fail, 20
Too big to fail concerns, 166
Too-big-to-fail problem, 291
Top risks, prioritization of, 410–411
Top-10 risks, 407, 409
Top-down approaches, 142–143, 218,  

425, 440
Top-down models, 250–251
Toronto Stock Exchange (TSE), 71, 292
Toronto Stock Exchange (TSE) guidelines, 72
Total quality management (TQM), 92
Toyota, 325
Trading desk managers, 344
Trading risk, 210
Traditional vs. dashboard reporting, 441–442
Training and career development, 161
Training and development, 40, 160
Training and education, 32
Transaction exposures, 319
Transfer costs, 104
Transfer price for funds, 103
Transfer pricing mechanism, 103
Translation exposures, 319
Travelers, 115
Travelers Group, 283
Treadway Commission Report, 62,  

273, 350
Trigger points, 94, 199, 436
Trouble indicators, 192
Turnbull Report, 62, 273, 350
Turnover rate, 157
Tylenol poisonings, 164

UBS, 125, 238–239, 368
UBS rogue trader, 238
UK Corporate Governance Code, 74
Unbundling, 102–103
Uncertainty management, 271–274

Unexpected loss (UL), 177–178, 397, 429. See 
also Economic capital

Union Carbide, 322
Unions, 159
United States Automobile Association  

(USAA), 114
Universal Studios Escape, 243–244
U.S. Department of Justice, 304
U.S. Federal Energy Regulatory Commission 

(FERC), 298
U.S. Federal Reserve, 242
U.S. Federal Reserve System Trading Manual, 184
U.S. Interior Department Management  

Service, 315
U.S. power grid, 302–303
U.S. Treasury bonds, 302
USA Today, 57
User requirements, 154
Utility companies, 297

Value at Risk (VaR), 57, 127, 136–137, 148, 
211–215, 224, 232, 300, 329–330, 347

Value at Risk (VaR) calculation methods, 
215–224

Value at Risk (VaR) models, 301, 306–307
Value through ERM, 427–438
Value-creating strategies, 428
Variability, 132
Vendor clouds, 262
Venn diagram, 9
Volatility, 33, 105, 272, 447
Volatility analysis, 371
Volatility calculation period, 310
Volatility-based models, 57, 127
Volker rule, 291, 388
Volume risk, 303

Wall Street Journal, 311, 314–315
Warehouse projects, 150
Weather insurance, 116
Weather risk, 304
Wegmans Food Market, 160
Weighting factor, 310
Well failures, 304
Wells Fargo & Co., 166
“WidgetCo,” 106
“WindGuard,” 106
Wood Gundy, 292
Workflow, 145
WorldCom, 69, 143, 245

Y2K bug, 245
Yield curve, 212


	Enterprise Risk Management
	Contents
	Preface
	Acknowledgments
	Section One Risk Mangement in Context
	Chapter 1 Introduction
	The Benefits of Risk Management
	Reason #1: Managing Risk Is Management’s Job
	Reason #2: Managing Risk Can Reduce Earnings Volatility
	Reason #3: Managing Risk Can Maximize Shareholder Value
	Reason #4: Risk Management Promotes Job and Financial Security

	Integration Adds Value
	Cautionary Tales
	The Shortsightedness of Bausch & Lomb
	The Curtains Close on Kidder, Peabody
	Meltdown at Metallgesellschaft
	Morgan Grenfell’s Asset Mismanagement
	Société Générale Blindsided

	MF Global Goes Under

	Chapter 2 Lessons Learned
	Lesson #1: Know Your Business
	Lesson #2: Establish Checks and Balances
	Lesson #3: Set Limits and Boundaries
	Lesson #4: Keep Your Eye on the Cash
	Lesson #5: Use the Right Yardstick
	Lesson #6: Pay for the Performance You Want
	Lesson #7: Balance the Yin and the Yang

	Chapter 3 Concepts and Processes
	Risk Concepts
	Exposure
	Volatility
	Probability
	Severity
	Time Horizon
	Correlation
	Capital

	Risk Processes
	Risk Awareness
	Set the Tone from the Top
	Ask the Right Questions
	Establish a Risk Taxonomy
	Provide Training and Development
	Link Risk and Compensation

	Risk Measurement
	Losses
	Incidents
	Risk Assessments
	Key Risk Indicators

	Risk Control
	Support Business Growth
	Support Profitability
	Control Downside Risks

	Risk Is a Bell Curve

	Chapter 4 What Is ERM?
	ERM Definitions
	The Benefits of ERM
	Organizational Effectiveness
	Risk Reporting
	Business Performance

	The Chief Risk Officer
	Components of ERM
	Corporate Governance
	Line Management
	Portfolio Management
	Risk Transfer
	Risk Analytics
	Data and Technology Resources
	Stakeholder Management



	Section Two The Enterprise Risk Management Framework
	Chapter 5 Corporate Governance
	Codes of Conduct
	Best Practices
	Stakeholder Communication
	Board Independence
	Board Performance Assessment
	Executive and Board Compensation

	Linking Corporate Governance and ERM
	Risk Appetite and Policy
	Organizational Structure
	Risk Culture and Corporate Values


	Chapter 6 Line Management
	The Relationship between Line and Risk Functions
	Offense and Defense
	Policy and Policing
	Partnership Model

	Key Challenges
	Conflict Resolution
	Line Risk Management
	Incentive Alignment
	Nonfinancial Risk Measurement

	Best Practices
	Strategy and Planning
	Product and Business Development
	Product Pricing
	Business Performance Measurement
	Risk and Incentive Compensation


	Chapter 7 Portfolio Management
	The Theory of Active Portfolio Management
	Benefits of Active Portfolio Management
	Unbundling
	Risk Aggregation
	Risk Limits and Asset Allocation
	Influencing Transfer Pricing, Capital Allocation, and Investment Decisions

	Practical Applications of Portfolio Management
	Reinsurance
	Currency Hedging


	Chapter 8 Risk Transfer
	A Brief History of ART
	Advantages of ART
	Focus
	Customization
	Cost Reduction and Simplified Administration
	Earnings Stability

	Pitfalls of ART
	Understand the Product
	Know the Seller
	Regulatory and Accounting Standards

	A Look to the Future
	Case Study: Honeywell
	Case Study: Barclays

	Chapter 9 Risk Analytics
	Risk Control Analytics
	Scenario Analysis
	Economic Capital
	Risk Indicators

	Risk Optimization Analytics
	Risk-Adjusted Return on Capital
	Economic Income Created
	Shareholder Value and Shareholder Value-Added RAROC and EIC

	Market Risk Analytics
	Interest Rate Models
	Value-at-Risk Models
	Asset/Liability Management Models

	Credit Risk Analytics
	Credit-Scoring Models
	Credit Migration Models
	Counterparty Credit Exposure Models

	Credit Portfolio Models
	Financial and Econometric Models
	Actuarial Models

	Operational Risk Analytics
	Top-Down Approaches
	Bottom-Up Approaches

	GRC Systems

	Chapter 10 Data and Technology
	Early Systems
	Data Management
	Interface Building
	Middleware
	Distributed Architectures
	Key Factors for a Successful Implementation

	Chapter 11 Stakeholder Management
	Employees
	Recruiting and Screening
	Training and Development
	Retention and Promotion
	Firing and Resignation

	Customers
	Acquisition and Retention
	Loyalty and Satisfaction
	Know Your Customer
	Handling Crisis

	Regulators
	Rating Agencies
	Shareholder Service Providers
	Business Partners
	Evaluating an Alliance
	Finding the Right Partner
	Monitoring Progress



	Section Three Risk Management Applications
	Chapter 12 Credit Risk Management
	Key Credit Risk Concepts
	Exposure, Severity, and Default
	Expected Loss
	Unexpected Loss
	Reserves and Economic Capital
	Off-Balance Sheet Credit Risk

	The Credit Risk Management Process
	Policy and Infrastructure
	Credit Granting
	Monitoring and Exposure Management
	Portfolio Management
	Credit Review

	Basel Requirements
	Best Practices in Credit Risk Management
	Basic Practice
	Standard Practice
	Best Practice

	Case Study: Export Development Corporation (EDC)
	Lines of Business
	Credit Risk at EDC
	EDC ’s Credit Risk Policy Manual
	EDC ’s Statement of Credit Risk Philosophy


	Chapter 13 Market Risk Management
	Types of Market Risk
	Market Risk Measurement
	Gap Analysis
	Duration
	Value-at-Risk
	Calculating VaR
	Three Flavors of VaR
	Estimating the Market Risk of Extreme Events
	Stress Testing
	Scenario Analysis
	Verifying the Measurements: Back-Testing
	Conditional Value-at-Risk (CVaR) or Expected Shortfall
	Two Useful Rules of Thumb

	Market Risk Management
	Policies

	Best Practices in Market Risk Management
	Basic Practice
	Standard Practice
	Best Practice

	Case Study: Market Risk Management at Chase
	Risk Measurement and Management
	Obstacles and Successes
	A Look to the Future


	Chapter 14 Operational Risk Management
	Operational Risk—Definition and Scope
	Process Risk
	People Risk
	System Risk
	Event Risk
	Business Risk

	The Operational Risk Management Process
	Risk Policy and Organization
	Risk Identification and Assessment
	Capital Allocation and Performance Measurement
	Risk Mitigation and Control
	Risk Transfer and Finance

	Best Practice in Operational Risk Management
	Basic Practice
	Standard Practice
	Best Practice

	Emerging IT Risks
	Cyber Security
	Cloud Computing
	Social Media

	Case Study: Heller Financial
	Changes Within the Organization
	ERM and Operational Risk Management
	Heller’s Evolving Risk Profile
	Objectives of ERM
	Organizational Changes
	Components of the ERM Project
	Implementation Phase
	Post Note


	Chapter 15 Business Applications
	Stage I: Minimizing the Downside
	Stage II: Managing Uncertainty
	Stage III: Performance Optimization
	The Further Evolution of Risk Management

	Chapter 16 Financial Institutions
	Industry Trends
	Consolidation
	Deregulation
	Competition
	Convergence

	Risk Management Requirements
	Risks by Industry Sector
	Cross-sector Risks

	Systemic Risk
	A Look to the Future
	Case Study: CIBC

	Chapter 17 Energy Firms
	Industry Trends
	Risk Management Requirements
	Price and Volume Risks
	Event and Weather Risks
	Risk Sharing
	Optionality
	Basis Risk
	Price Transparency

	A Look to the Future
	Lessons Learned from Enron
	Keep Your Eye on the Cash
	Manage All of Your Risks
	Get Auditors Back to Basics

	Lessons Learned from the BP Oil Spill

	Chapter 18 Non-Financial Corporations
	Risk Management Requirements
	Credit Risks
	Market Risks and Hedging
	Stock Price Risk
	Investment Risks
	Hedging Risks
	Secondary Risks
	Operational and Insurable Risks
	Catastrophic Failures
	Business Risk
	Cultural Risks
	Pension Risks
	Outsourcing
	Reputational Risks

	Best Practices in Corporate Risk Management
	Risk Identification and Assessment
	Quantification and Reporting
	Management And Control

	Case Study: Microsoft
	Case Study: Ford
	Case Study: Airbus and Boeing


	Section Four A Look to the Future
	Chapter 19 Predictions
	The Profession of Risk Management
	A Career In Risk Management
	Education and Evangelism

	Technology and the Convergence of Risk Management
	Ten Predictions
	2013 Looking Back

	Chapter 20 Everlast Financial

	Section Five ERM Implementation
	Chapter 21 ERM Implementation
	Benefits of Corporate Governance and ERM Practices
	McKinsey & Company (2002)
	Brown and Caylor (2004), Cheng and Wu (2005)
	Hoyt and Liebenberg (2009)
	Standard & Poor’s (2010)

	ERM Implementation Requirements
	Definitions of Risk and ERM
	Governance Structure and Policies
	Risk Assessment and Quantification
	Risk Management
	Reporting and Monitoring

	ERM Maturity Model
	Stage 1: Definition and Planning (White Belt)
	Stage 2: Early Development (Yellow Belt)
	Stage 3: Standard Practice (Green Belt)
	Stage 4: Business Integration (Brown Belt)
	Stage 5: Business Optimization (Black Belt)

	Other ERM Maturity Models
	Risk Culture

	Chapter 22 Role of the Board
	Board Oversight Requirements
	Current Board Practices
	Case Study: JP Morgan Chase
	The Last Line of Defense
	The First Line of Defense
	The Second Line of Defense
	The Third Line of Defense


	Chapter 23 Risk Assessment
	Risk Assessment Methodology
	Phase 1: Foundation Setting
	Phase 2: Risk Identification, Assessment, and Prioritization
	Phase 3: Deep Dives, Risk Quantification, and Management
	Phase 4: Business and ERM Integration

	Best Practice Case Studies in Risk Assessment
	Best-Practice Example: The Global Risk Report

	Appendix: Risk Assessment Self-Evaluation Checklist
	Step 1
	Step 2
	Step 3
	Step 4


	Chapter 24 Risk-Based Decision Making
	ERM Decisions and Actions
	General Risk Decision Choices
	Roles of the Board, Corporate Management, and Business Units

	Creating Value through ERM
	Risk-Based Pricing
	Mergers & Acquisitions
	Risk Transfer
	Strategic Risk Management

	Case Study: Duke Energy

	Chapter 25 Dashboard Reporting
	Traditional versus Dashboard Reporting
	General Dashboard Applications
	CNN Magic Map
	GE ’s Cockpit

	ERM Dashboard Implementation
	Assessing Decision-Making Support Needs
	Developing Key Risk Indicators
	ERM Functionality
	Avoid Common Mistakes

	Evolving Best Practices


	Notes
	Index

