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Preface

This book is a short introduction to general relativity, intended primarily as a
one-semester course for first-year graduate students (or for seniors) in physics,
or in related subjects such as astrophysics. While we expect such students to
have been exposed to special relativity in their introductory modern physics
courses (most likely in their sophomore year) it is unlikely that they have used
the standard 4-vector methods, and so we supply such a review in Appendix A.
We strongly advise reading Appendix A first .

Most students approaching general relativity require an introduction to
tensors, and these are dealt with in Chapter 1 and the first half of Chap­
ter 2, where geodesics, absolute and covariant differentiation, and parallel
transport are discussed. This enables us to discuss the spacetime of general
relativity in the latter half of the chapter and takes us on to a discussion of
the field equations in Chapter 3. In Chapter 4 the results learned are applied
to physics in the vicinity of a massive object , where we have tried to com­
pare general relativistic results with their Newtonian counterparts. Chapters 5
and 6, on gravitational radiation and the elements of cosmology, respectively,
give further applications of the theory, but students wanting a more detailed
knowledge of these topics (and indeed all topics) would have to turn to the
texts referred to in the body of the book .

Over the years, a version of this course has been offered variously (by
JDN) at the University of Mississippi (Ole Miss), at Bard College, and at
SUNY New Paltz, as well as (by JF) at the University of Sussex. It was often
found that there was not enough time for Chapters 5 and 6, unless one made
judicious cuts elsewhere . A few cuts may be made in the first two chapters, but
it would probably be better to omit either Chapter 5, or Chapter 6 (or both)
than to omit Appendix A, since a sound knowledge of the 4-vector formalism
of special relativity is an essential prerequisite.

Exercises have been provided at the end of most sections and problems at
the end of chapters. The former are often quite straightforward (but possib ly
tedious) verificat ions needed for a first reading of the book, while the lat ter
are suitable for homework-type problems.
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The original version of this book was published in 1979, with translations
into other languages following in the 1980s and 1990s. That version placed
mathematical demands on the reader which were not entirely appropriate
for a physics student, requiring him or her to acquire mathematical skills
beyond what is needed for a first course in general relativity. In the second
edition, the mathematical sections were completely reorganized and rewritten,
so as to make the text more accessible to the physics student who had the
kind of background gained from following a course in vector calculus, with
applications to field theories such as Newtonian gravitation and Maxwell's
theory of electromagnetism. However, for the third edition, we have restored
in Appendix C much of the original material on tensors and manifolds missing
from the second edition . This would be appropriate reading for mathematics
majors seeking a more formal approach to tensors than physics students might
desire.

The third edition also includes some minor updating. In the chapter con­
cerning physics in the vicinity of a massive object (Chapter 4) we have added
a short section on the Kerr solution and its relevance to the Gravity Probe B
experiment launched in 2004; and the chapter on cosmology (Chapter 6) has
been supplemented by two sections concerning redshift and galaxy recession
with speeds greater than that of light.

With gratitude, mention must be made of John Ray, Richard Halpern,
Peter Skiff, Jeffrey Dunham, and Tarun Biswas, all of whom have been of
assistance in one way or another. Marc Bensadoun kindly supplied the fig­
ure showing the measurements of cosmic background microwave radiation in
Chapter 6 and gave us permission to reproduce it here. The first edition of the
book was completed with the help and exemplary typing skills of Jill Foster ,
whose transcription of the original text to computer files served as a founda­
tion for its revision and conversion to Ib1EX format. We are also grateful to
J. Snider, M.E. Horn, and N.B. Speyer for providing us with lists of errors
from the first and second editions .

We have also included at the end of the book outline solutions (which are
not model answers, and for which the student must supply all the details).
Further, a beautifully written and detailed solution set for the exercises and
problems is available from Professor J .S. Dunham, Department of Physics,
Middlebury College, Middlebury, Vermont 05753.

David Nightingale, New Paltz
James Foster , Dumfries
January 2005
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Introduction

The originator of the general theory of relativity was Einste in, and in 1919
he wrote": Th e special theory, on which the genera l theory rests, applies to
all physical phenomena with the exception of gravitation; the general theory
provides the law of gravitation and its relation to the other f orces of nature.
The claim that the general theory provides the law of gravitation does not
mean that H.G. Wells' Mr Cavor could now int rodu ce an ant igravity material
and glide up to the Moon, nor, for example, t hat we might produce intense
permanent gravitational fields in the laboratory, as we can electric fields. It
means only that all the propert ies of gravity of which we are aware are ex­
plicable by the theory, and that gravity is essent ially a mat ter of geometry.
Before saying how we get to the general from the specia l theory, we must first
discuss the principle of equivalence.

In elect rostatics, when a test particle of charge q and inertial mass m i is
placed in a static field E , it experiences a force qE and undergoes an acceler­
at ion a given by

a = (q/mi) E . (0.1)

In cont rast , a test par ticle of gravitational mass m g and inert ial mass mi

placed in a gravitational field g experiences a force mgg and und ergoes an
acceleration a given by

(0.2)

It is an experimental fact (known since Galileo's tim e) t hat different parti­
cles placed in the same grav itationa l field acquire the same acceleration (see
Fig. 0.1). This implies that the ratio mg / mi appearing in equation (0.2) is
t he same for all particles, and by an appropriat e choice of units this ratio
may be taken to be unity. Th is equivalence of grav itational and inertial mass
(which allows us to drop the qualification, and simply refer to mass) has been
checked experimentally by Eotvos (in 1889 and 1922), and more recently and
more accurately (to one part in 1011 ) by Dicke and his co-workers (in t he

1 The Tim es, London , 28 Novemb er 1919.
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1960s). In contrast, the ratio ql m, occurring in equation (0.1) is not the same
for all particles (see Fig. 0.1).

+ a-particle

+ @------+a
+

+ •+ .2a++
+ Bundleaa of 4

protons
(a) (b)

F ig. 0.1. Test particles in (a) a gravitational field , and (b) an electrostatic field.

Let us now consider the principle of equivalence, which it is instructive to
do from the point of view of Einstein's freely falling elevator. If we consider a
projectile shot from one side of the elevator cabin to the other, the projectile
appears to go in a straight line (the elevator cable being cut) rather than in
the usual curved trajectory. Projectiles that are released from rest relative to
the cabin remain floating weightless in the cabin . Of course , if the cabin is
left to fall for a long time, the particles gradually draw closer together, since
they are falling down radial lines towards a common point which is the center
of the Earth. However, if we make the proviso that the cabin is in this state
for a short time, as well as being spatially small enough for the neglect of
tidal forces in general, then the freely falling cabin (which may have X, Y, Z
coordinates chalked on its walls, as well as a cabin clock measuring time T)
looks remarkably like an inertial frame of reference, and therefore the laws
of special relativity hold sway inside the cabin. (The cabin must not only
occupy a small region of spacetime, it must also be nonrotating with respect
to distant matter in the universe.e) All this follows from the fact that the
acceleration of any particle relative to the cabin is zero because they both have
the same acceleration relative to the Earth, and we see that the equivalence
of inertial and gravitational mass is an essential feature of the discussion. We
may incorporate these ideas into the principle of equivalence, which is this: In

2This statement is related to Mach 's principle. For a discussion, see Weinberg,
1972, §3, and Anderson, 1967, Chap. 10.



Introduction 3

a freely falling (nonrotating) laboratory occupying a small region of spacetime,
the laws of physics are the laws of special relativity.3

As a result of the above discussion, the reader should not believe that we
can actually transform gravity away by turning to a freely falling reference
frame . It is absolutely impossible to transform away a permanent gravitational
field of the type associated with a star (as we shall see in Chap. 3) , but it is
possible to get closer and closer to an ideal inertial reference frame if we make
our laboratory occupy smaller and smaller regions of spacetime.

The way in which Einstein generalized the special theory so as to incorpo­
rate gravitation was extremely ingenious, and without precedent in the history
of science. Gravity was no longer to be regarded as a force, but as a mani­
festation of the curvature of spacetime itself. The new theory, known as the
general theory of relativity (or general relativity for short), yields the special
theory as an approximation in exactly the way that th e principle of equiva­
lence requires . Because of the curvature of spacetime, it cannot be formulated
in terms of coordinate systems based on inertial frames, as the special theory
can, and we therefore use arbitrary coordinate systems. Indeed, global iner­
tial frames can no longer be defined, the nearest we can get to them being
freely falling nonrotating frames valid in limited regions of spacetime only. A
full explanation of what is involved is given in Chapter 2, but we can give a
limited preview here .

In special relativity, the invariant expression which defines the proper time
T is given by

c2dT2 = 'f/J-tvdXJ-tdXv , (0.3)

where the four coordinates XO, Xl , X 2 , x 3 are given in terms of the usual
coordinates T, X, Y, Z by

(0.4)

(See Sec. A.O, but note the change to capital letters. See also Sec. 1.2 for an ex­
planation of the summation convention.) If we change to arbitrary coordinates
x'", which may be defined in terms of the XJ-t in any way whatsoever (they
may, e.g., be linked to an accelerating or rotating frame) , then expression (0.3)
takes the form

where

2d 2 d I'd vc T = gJlV X x, (0.5)

axpaxa
gJ-tv = 1]pa~~'

uX uX

This follows from the fact that dXP = (aXp / axJ-t )dxJ-t . In terms of the coor­
dinates XI', the equation of motion of a free particle is

(0.6)

3Some authors distinguish between weak and strong equivalence. Our statement
is the strong statement; the weak one refers to freely falling particles only , and not
to the whole of physics.
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which, in terms of the arbi trary coordinates, becomes

(0.7)

where
8x/l 82X P

T/l = ------
t/a 8Xp 8xv 8xa '

as a short calculat ion (involving the chain rule) shows. Einstein 's prop osals for
the general theory were that in any coordinate syste m the proper t ime should
be given by an expression of the form (0.5) and that the equation of motion of
a free par t icle (i.e., one moving under t he influence of grav ity alone, gravity no
longer being a force) should be given by an expression of th e form (0.7), but
th at (in contrast to the spacetime of specia l relati vity) there are no preferred
coordinates X!' which will reduce th ese to the forms (0.3) and (0.6). This is the
essent ial difference between th e spacet imes of special and general relativity.
The curvature of spacetime (and therefore gravity ) is carr ied by the 9/lv , and
as we shall see, there is a sense in which th ese quantities may be regard ed
as gravitational potenti als. We shall also see that the n:aare determined by
the g /l V, and that it is always possible to introduce local inertial coordinate
systems of limited extent in which 9 /l v ;:::: T]/lV and n:a;:::: 0, so that equat ions
(0.3) and (0.6) hold as approximations. We thus recover special relat ivity as an
approximation, and in a way which ties in with our discussion of the principle
of equivalence.

Because the int roduct ion of curvature forces us to use arbitrary coordinate
syste ms, we need to formulate the theory in a way which is valid in all coordi­
nate syste ms. Th is we do by using tensor fields, the mathematics of which is
developed in Chapter 1; the way these fit into the theory is explained in Chap­
ter 2. It might be thought that this arbitrariness causes problems, because the
coordinates lose the simple physical meanings that the preferr ed coordinates
X!' of special relativity have. However, we st ill have contact with the specia l
theory at the local level, and in this way problems of physical meanin g and
the correct formulation of equations may be overcome. Th e basic idea is con­
tained in the principle of general covariance, which may be stated as follows:
A physical equation of general relativity is generally true in all coordinate sys­
tems if (a) the equation is a tensor equation (i.e., it preserves its form under
general coordinate transformations), and (b) the equation is true in special
relativity. Th e way in which this prin ciple works and the reason why it works
are explained in Section 2.5.

General relativity should not only reduce to special relativity in the appro­
priat e limit , it should also yield Newtonian gravitation as an approximation.
Contacts and comparisons with Newtonian theory are made in Sect ions 2.6,
2.7, 2.8, and 2.9, and exte nsively in Chapter 4, where we discuss physics in the
vicinity of a massive object. These reveal differences between the two theories
which provide possible exper imental tests of the general theory, and for con-
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venience we list here the experimental and observational evidence concerning
these tests.

1. Perihelion advance. General relativity predicts an anomalous advance of
the perihelion of planetary orbits. The following (and many more) obser­
vations exist for the solar system" :
Mercury 43.11 ± 0.45" per century,
Venus 8.4 ± 4.8" per century,
Earth 5.0 ± 1.2" per century.
The predicted values are 43 .0:~" , 8.6" , and 3.8" , respectively.

2. Deflection of light. General relativity predicts that light deviates from
rectilinear motion near massive objects. The following (and many more)
observed deflections exist for light passing the Sun at grazing incidence :
1919 Greenwich Observatory 1.98 ± 0.16",
1922 Lick Observatory 1.82 ± 0.20" ,
1947 Yerkes Observatory 2.01 ± 0.27",
1972 Mullard Radio Observatory, Cambridge

(using radio sources and interferometers) 1.82 ± 0.14" .
The predicted value is 1.75" .

3. Spectral shift. General relativity predicts that light emanating from near a
massive object is red-shifted, while light falling towards a massive object
is blue-shifted. Numerous observations of the spectra of white dwarfs, as
well as the remarkable terrestrial experiments carried out at the Jefferson
Laboratory'' verify the general-relativistic prediction.

4. Time delay in radar sounding. General relativity predicts a time delay in
radar sounding due to the gravitational field of a massive object. Exper­
iments involving the radar sounding of Venus, Mercury, and the space­
crafts Mariner' 6 and 7, performed in the 1960s and 1970s, have yielded
agreement with the predicted values to well within the experimental un­
certainties."

5. Geodesic effect. General relativity predicts that the axis of a gyroscope
which is freely orbiting a massive object should precess . For a gyroscope
in a near-Earth orbit this precession amounts to about 8" per year , and
an experiment involving a gyroscope in an orbiting satellite was launched
in 2004.7

6. Frame-dragging. General relativity predicts that the axis of a gyroscope
in polar orbit around a spinning massive body will also precess, being
'dragged around ' in the same sense as the spin. The same gyroscopes
orbiting in the above 2004 experiment are to measure this tiny effect as
well.8

4The figures are taken from Duncombe, 1956.
5See Pound and Rebka, 1960.
6See Shapiro, 1968; Shapiro et al., 1971 ; and Anderson et al., 1975.
7See Sec. 4.7.
8See Sec. 4.10.
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While all the above effects are small for our solar system, some larger ,
and presumably general-relativistic, effects have been observed since 1975 for
the two mutually orbiting neutron stars PSR 1913+16. However, Einstein's
theory of general relativity does not directly treat two such massive objects,
and Chapter 4 (on physics in the vicinity of a massive object) looks only at
the motions of a test particle in the field of one massive object.

Finally, let us say something about the notation used in this book. Wher­
ever possible we have chosen it to coincide with that of the more recent
and influential texts on general relativity. For working in spacetime, we use
Greek suffixes (/-l, u, etc .) and these have the range 0, 1, 2, 3, while for three­
dimensional space we use lower-case English suffixes from the middle of the
alphabet (i, j , etc.) and these have the range 1, 2, 3. For working on a two­
dimensional surface, we use upper-case English suffixes from the beginning of
the alphabet (A, B, etc .) and these have the range 1, 2. The signature of the
metric tensor is -2, which means that 1]00 = 1, 1]u = 1]22 = 1]33 = -1. Rather
than use gravitational units in which the gravitational constant G and the
speed of light c are unity, we have retained G and c throughout, except in
Chapter 6 where c = 1. In the sections dealing with general tensor fields and
curvature, the underlying space or manifold is of arbitrary dimension, and we
have used lower-case English suffixes from the beginning of the alphabet (a,
b, etc .) to denote the arbitrary range 1,2, ... , N . Where an equation defines
some quantity or operation, the symbol == is used on its first occurrence, and
occasionally thereafter as a reminder. Important equations are displayed in
boxes.
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Vector and tensor fields

1.0 Introduction

In this first chapter we concentrate on the algebra of vector and tensor fields,
while postponing ideas that are based on the calculus of fields to Chapter 2.
Our starting point is a consideration of vector fields in the familiar setting of
three-dimensional Euclidean space and how they can be handled using arbi­
trary curvilinear coordinate systems. We then go on to extend and generalize
these ideas in two different ways, first by admitting tensor fields, and second
by allowing the dimension of the space to be arbitrary and its geometry to
be non-Euclidean.' The eventual goal is to present a model for the spacetime
of general relativity as a four-dimensional space that is curved, rather than
flat . While some aspects of this model emerge in this chapter, it is more fully
developed in Chapters 2 and 3, where we introduce some more mathematical
apparatus and relate it to the physics of gravitation.

1.1 Coordinate systems in Euclidean space

In this and the next five sections we shall be working in three-dimensional
Euclidean space. We shall take it to be equipped with a Cartesian system
of coordinates (x,y ,z) and an associated set of unit vectors {i,j ,k} , each
pointing in the direction of the corresponding coordinate axis. We shall regard
this Cartesian setup as a fixed and permanent feature of our Euclidean space;
its purpose is to serve as a basic reference system for the description of other
(generally non-Cartesian) coordinate systems.

Suppose then that we have an alternate coordinate system (u,v, w) that is
non-Cartesian, such as spherical coordinates (r,e, ¢), as in the example below.
We can express the Cartesian coordinates x , y , z in terms of u, v, w,

lWe use the term non-Euclidean simply to mean not Euclidean. Mathematicians
som etimes restrict the term to describe the geometries that arise as a result of
modifying Euclid 's parallel postulate.
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x =x(u, v, w), y=y(u, v,w), z =z(u, v, w), (1.1)

and , in principle, invert these to get u, v, w in terms of x, y, z . Through
any point P with coordinates (uo ,vo,wo) there pass three coordinate surfaces,
given by u = Uo , v = vo, and w = wo, which meet in coordinate curves. The
following example serves to illustrate these ideas.

Example 1.1.1
For spherical coordinates we have

x = r sin B cos 1>, y = rsinB sin 1>, z = rcosB ,

where the conventiona l ranges for the coordinates are2

r ;::: 0, 0::; B ::; it , 0::; 1> < 21r.

(1.2)

The coordinate surface r = ro is a sphere of radius ro (because x 2 + y2 + Z2 =

r5) , the coordinate surface B = Bo is an infinite cone with its vertex at the
origin and its axis vertical, and th e coordinate surface 1> = 1>0 is a semi-infinite
plane with the z axis as its edge. (See Fig. 1.1 .)

z

y

.r

Fig.!.!. The coordinate surfaces and coordina te curves of spherical coordinates.

The surfaces B= Bo and 1> = 1>0 intersect to give a coordinat e curve which
is a ray (part of a line) th at emanates from 0 and passes through P; the
surfaces 1> = 1>0 and r = ro intersect to give a coordinate curve which is a
semicircle having its endpoints on the z axis and passing through P; and the

2In practi ce, one usu ally lets 1> wrap around and take all values, so t ha t the 1>
coordinat e of a point is unique only up to multiples of 21l' .
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surfaces r = ro and e = eo intersect to give a coordinate curve which is a
horizontal circle passing through P with its center on the z axis.

The three equations (1.1) can be combined into a single vector equat ion
that gives the position vector r of points in space as a function of th e coordi­
nates u , v, w that label the points :

r = x (u, v ,w) i + y(u ,v,w)j + z(u, v,w) k.

Setting w equal to the constant wo, but leaving u , v to vary, gives

r = x (u,v, wo) i + y(u ,v, wo)j + z(u,v, wo)k,

(1.3)

(1.4)

which is a parametric equation for the coordinate surface w = Wo in which
the coordinates u, v play the role of parameters. Parametric equations for th e
other two coordinate surfaces arise similarly. If in equation (1.3) we set v = Vo
and w = wo, but let u vary, then we get

r = x(u,vo,wo) i + y(u ,Vo,wo)j + z(u , vo,wo)k , (1.5)

which is a parametric equation for the coordinate curve given by t he inter­
sect ion of v = Vo and w = wo, in which t he coordinate u act s as a parameter
along the curve. Parametric equat ions for the other two coordinate curves
arise similarly.

If we differentiate equat ion (1.5) with respect to the parameter u, th en
we get a t angent vector to the coordinate curve. Since this differenti ation is
done holding v and w constant (v = vo, w = wo), it amounts to differenti­
at ing equation (1.3) partially with respect to u. Similarly, by differentiating
equat ion (1.3) partially with respect to v and 10 , we get tangent vectors to
the other two coordinate curves. Thus, the three partial derivatives

I eu =: or/au, ev =: or/ov, ew =: or/ow, I (1.6)

when evaluated at (uo ,vo,wo), give tangent vectors to the three coordinat e
curves that pass through P.

The usual way forward in vector calculus is made on the assumpt ion that
the coordinate system is orthogonal (which means that the coordinate surfac es
intersect orthogonally, so that the three vectors (1.6) are mutually orthogonal)
and involves normalizing the vectors by dividing t hem by their lengths to get
unit vectors. Thus if

then the unit vectors are
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The set of vectors {eu , ev , ew } is then used as a basis for vectors at P, by
writing any vector A in the form

The triple (o, (3, 'Y) comprises the components of A relative to the basis
{eu , ev , ew } .

However, our way forward does not require the coordinate system to be
orthogonal, nor do we bother normalizing the tangent vectors to make them
unit vectors. So at each point P we have the natural basis {eu , ev , ew } pro­
duced by the partial derivatives (as given by equation (1.6)) and, in general ,
these vectors are neither unit vectors nor mutually orthogonal. We continue
with the example of spherical coordinates to illustrate the difference between
the natural (or "hats-off") basis and the normalized (or "hats-on" ) basis.

Example 1.1.2
In terms of spherical coordinates (r ,0, 1» the position vector r is

r = r sin e cos c i + rsinOsin1>j + rcosOk,

which gives the three natural basis vectors

e r = 8r / or = sin 0cos 1> i +sin 0 sin 1> j +cos0 k,

eo = or/00 = r cos0cos 1> i + r cos0sin 1> j - r sin 0 k ,

e¢ = orjo¢ = -rsinBsin¢i + rsinBcos¢j .

The directions of these vectors are shown in Figure 1.1. Their lengths are

so the normalized basis vectors are

e, = sin ecos 1> i + sin 0sin 1> j + cos0 k,

eo = cosOcos 1> i + cosOsin1>j - sin Ok,

e¢ = - sin 1> i + cos 1> j.

The basis vectors satisfy

er · eo = eo . e", = e", . er = 0,

so these coordinates are orthogonal.

There is, in fact, another way in which the coordinate system (u, v,w) can
be used to construct a basis at P. This uses the normals to the coordinate
surfaces rather than the tangents to the coordinate curves.

As remarked above, we can in principle invert equations (1.1) to obtain u ,
v, w in terms of x, Y, z :
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u=u(x ,y,z) , v = v(x, y, z ), w=w(x ,y, z) . (1.7)

(1.9)

This allows us to regard each coordinate as a scalar field and to calculate their
gradients :

n au . au . aUk
v u = ax 1+ ay J + az '

n av. Bu , av k ( 8)
v v = ax 1+ ay J + az ' 1.

n ow, ow. aW
kVW=aXI+ayJ+az ·

At each point P, these grad ient vectors are normal to the corresponding level
surfaces through P, which are the coordinate surfaces u = Uo , v = Vo, w = Wo o
We therefore obtain {\7u,\7v, \7w} as an alternate basis at P. This basis is the
dual of that obtained by using the tangent vectors to the coordinate curves
and , to distinguish it from t he previous one, we write its basis vectors with
their suffixes as superscripts :

I e
U == \7u, e

V == \7v, e
W == \7w. I

Placing the suffixes in thi s position may seem odd at first (not least because
of a possible confusion with powers) , but it is part of a remarkably elegant
and compact notation that will be developed more fully in lat er sect ions.

If the coordinate system is orthogonal, then the normals to the coordinate
surfaces coincide with the tangents to the coordinat e curves, making any dis­
tinction between {eu , ev , ew } and its dual {e", e" , e'"} just a matter of lengths,
rather than the lengths and directions of the basis vectors. If the basis vectors
are normalized, then the distinction disapp ears altogether. Consequently, to
illustrate better the two bases that arise naturally from the coordinat e system,
we should use one that is not orthogonal , rather than continue using spherical
coordinates for examples.

Example 1.1.3
Consider a coordinat e system (u , v ,w) defined by

x = u + v, Y = u - v, z = 2uv + w, (1.10)

where - 00 < u < 00 , - 00 < v < 00 , - 00 < W < 00 . Inverting these equat ions
gives

u = ~(x + y), v = ~(x - y) , w = z - ~(X2 - y2), (1.11)

from which we see that the coordinate surfaces u = Uo form a family of
planes, as do the surfaces v = vo, while the surfaces W = Wo form a family of
hyperbolic paraboloids.

The position vector r is given by

r = (u + v) i + (u - v)j + (2uv + w) k,
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from which we get t he basis vectors

eu = Or j Bu = i + j + 2v k,

ev = 8r j 8v = i - j + 2u k ,

e., = 8r j8w = k.

Only the last of these is a unit vector.
None of the dot products

eu . e., = 4uv , ev · ew = 2u, ew · e., = 2v

is in general zero, so the syst em is not ort hogonal.
Using equations (1.11), we obtain the dual basis vectors

e U = 'Vu = ~ i + ~ j ,
eV='Vv = '!i -'!Jo

2 2 '

eW = 'Vw = - x i + y j + k = - (u + v) i + (u - V) j + k.

(1.12)

We see that in general eU is not parallel toe.; e" is not parallel to ev , and
e" is not parallel to ew .

Given a vector field ,x , we can at each point P refer ,x to either the basis
{eu , ev , ew } or the dual bas is [e" , e", e'"] :

A = Aueu.+ A"e., + AWeW,

A = Aueu + Avev + Awew.
(1.13)

We have two sets of components, (AU , AV, AW) and (Au, Av, Aw ) , the position ing
of the suffixes serving to distinguish th em. T here are, in fact , connections be­
tween these two sets of components , as well as between the two bases involved.
These connections will be esta blished in the next section , after introducing
the suffix notation, which allows easier handling of the equations involved.

Exercises 1.1

1. Cylindr ical coordinates (p,¢, z) are defined by

r = p cos ¢ i + p sin ¢ j + z k,

where 0 :s; p < 00, 0 :s; ¢ < 27f , - 00 < z < 00.

Obtain expressions for the natural bas is vectors e p , e </> , ez and the dual
basis vectors e'', e </> , eZ in terms of i , j , k.

2. Show that , when referred to
(a) the natural basis {er , eo,e</>} of spherical coordinates,
(b) the natural basis {e p , e </> , ez } of cylindrical coordinat es,
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(c) the natural basis {eu ,ev ,ew } of the paraboloidal coordinates of Ex-
ample 1.1.3,

the constant vector field i is given by
(a) i = sin e cos c e, + r - 1 cos Bcos ¢ ee - r - 1 cosec e sin e e j ,
(b) i = cce oe; - p-l sin¢e<j>,
(c) i = ~ eu + ~ e., - (u + v) ew .

1.2 Suffix notation

The suffix notation provides a way of handling collections of related quanti­
ties that otherwise might be represented by arrays. The coordinates of a point
constitute such a collection, as do the components of a vector, and the vectors
in a basis. The basic idea is to represent the members of such a collection by
means of a kernel letter to which is attached a literal suffix (or literal suffixes)
representing numbers that serve to label the quantities in the collection . A
suffix can appear either as a subscript or a superscript , and there can be more
than one suffix attached to a kernel letter . When used with the summation
convention (explained below), the suffix notation gives an elegant and com­
pact means of handling coordinates, components , basis vectors, and similar
collections of related quantities. To see how it works, let us re-express the
results of the last section using th e suffix notation, and then extend them to
learn a little more about natural bases, their duals , and the components of
vectors .

We shall use ui (i = 1,2,3) in place of (u,v,w) for coordinates, {ed
(i = 1,2 ,3) in place of [e.,; ev , ew } for the natural basis , and {e i } (i = 1,2 ,3)
in place of {e", e" , e'"} for the dual basis . For a vector -X, we denote its com­
ponents relative to {ed by Ai (i = 1, 2, 3), and its components relative to {e i

}

by Ai (i = 1,2 ,3) . We can then re-express equations (1.13) as

(1.14)

and

(1.15)

There are two ways that we can economize on our notation. The first is
to agree that literal suffixes taken from around the middle of the alphabet
(i.e., i,j ,k, .. .) always run through the values 1, 2, 3. That would allow us
to drop the parenthetical comment (i = 1,2,3) that occurs five times in the
previous paragraph. The second is to agree that if a literal suffix occurs twice,
once as a subscript and once as a superscript, then summation over the range
indicated by the repeated suffix is implied without the use of E:=1 to indicate
summation. We can therefore shorten equations (1.14) and (1.15) to
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(1.16)

This agreement th at a repeated suffix implies summation is known as the
summation convention and is due to Einste in. Two suffixes used like this to
indicate summation are called dummy suffixes, and they may be replaced by
any other letter not already in use in the term involved. (Proper use of the
convention requires that , in any term, a suffix should not occur more than
twice, and that any repeated suffix should occur once as a superscript and
once as a subscript .) Thus we could equally well write oX = A jej and oX = A jel

to express oX in terms of basis vectors and components .
The components Ai of a vector oX th at arise from using the natural basis

[e.] are known as its contravariant components, while the components Ai that
arise from using the dual basis {e i } are known as its covariant components. (A
useful mnemonic is th e rhyming of "co" with "below", which gives the position
of th e suffix.) It turns out th at these components are given by3 Ai = oX· ei and
Ai = oX · e. , but to establish this we need to look at th e dot products ei . ej '

Using th e definitions of ei and ej , we have

ei . e. = v« : ar = au
i

ax + au
i

ay + au
i

az = au
i

J au j ax au j ay au j az au j au j ,

where we have used the chain rule of partial differentiation to simplify the
three-term expression involving partial derivatives. If i = j , then aui/ au j = 1,
otherwise aui jau j = O. So we can write

i s:ie · ej = Uj '

where 8} is the Kronecker delta defined by

8i = { 1, for i = j
J 0, for i i= j

(1.17)

(1.18)

(Occasionally we need th e forms c5i j or c5i j of the Kronecker delta, which are
defined in a similar way.) We can now say that

(1.19)

as asserted. (Note how in the sum Ai c5{ the effect of the Kronecker delt a is
to substit ute j for i in Ai. This is because th e only nonzero term in th e sum
occurs when i = j and the Kronecker delta is th en equal to one.) In a similar
way we can establish that

Aj = x ej (1.20)

(see Exercise 1.2.1). Equations (1.20) and (1.19) show that the components
of oX relative to one basis (t he natural one or its dual) are given by taking dot

30ur use of the dot product here, and in the rest of this section, is not strictly
correct: see Sec. 1.10.
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products of oX with the vectors in the other basis (the dual or the natural one,
respectively) .

Using contravariant components, we can write the dot product of two
vectors oX and ~ as

where

I gij == ei . ej ' I

Similarly, by using covariant components, we can write it as

where
gij == e i . e1.

Or we could mix things and write

(1.22)

(1.23)

(1.24)

(1.25)

(on using the substitutional effect of the Kronecker delta) . We therefore have
four different ways of writing the dot product :

(1.26)

The fact that gij AiJ.Lj = AiJ.Li holds for arbitrary vector components Ai implies
that

(1.27)

showing that the quantities g ij can be used to raise the suffix and thereby
obtain the contravariant components of It from its covariant components. Sim­
ilarly, because gij Ai J.Lj = >..i J.Li holds for arbitrary components A i, we have

(1.28)

showing that the quantities gij give the reverse operation of lowering a suffix.
Combining these two operations gives

and because this holds for arbitrary components It i we can deduce that

(1.29)

From their definitions as dot products of basis vectors, it can be seen that gij

and gij satisfy
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9 9 gi j = gji .ij = ji, (1.30)

Identities like this, that involve a transposition of suffixes, are referred to as
symmetry properties . Using equation (1.30) we can write equation (1.29) in
the form

9kj9
j i = O~ . (1.31)

We shall use the suffix notation in the development of any general theory,
extending and developing it as the need arises. However, in particular exam­
ples it is often more convenient to revert to the nonsuffix notation, like that
used in the previous section . It is also sometimes convenient to use matrix
methods to handle the summations over repeated suffixes. These methods are
restricted to quantities carrying either one or two suffixes, enabling them to
be arranged as either one-dimensional arrays (row vectors or column vectors)
or two-dimensional arrays (matrices). The notation [Ai] will be used to denote
a column vector having Ai as its ith entry (so the suffix labels the rows of
the array) , and [Ai] will be used in a similar way. If we need to think of the
quantities as being arranged as a row matrix, then we shall use the notation
[AijT or [Ai]T to indicate that we have transposed the column vector to obtain
a row vector. For matrices, the notation [A i j ] will be used to denote a matrix
having A ij as the entry in the ith row and jth column, and Aij will be used
in a similar way. This conforms to the normal conventions of matrix algebra,
where the first suffix labels the row and the second the column. If we want
to fit quantities A) into an array, then we must specify which is the "first"
suffix, to be used for labeling rows, and which is the "second", to be used for
labelling columns. We shall regard the superscript as the 'first ' suffix, so [Aj]
will be used to denote the matrix having Aj as the entry in its ith row and
jth column. We are now in a position to give matrix versions of some of the
equations established using the suffix notation.

Let G == [9iJ] and G == [gi j ] . Equations (1.30) then translate to

G = GT
, G= GT

, (1.32)

telling us that G and Gare symmetric. Recognizing that [oj] = I (the 3 x 3
unit matrix) , we see that equations (1.29) and (1.31) translate to

GG = I GG = I, , (1.33)

telling us that G= G- 1 • If we use L == [Ai], M == [JLi] for the contravariant
components of A, JL and L * == [Ai], M* == [/Li] for their covariant components,
then equations (1.27) and (1.28) translate to

GM* = M, GM = M* (1.34)

(which are consistent with GG = GG = 1), while the four ways of writing the
dot product in equation (1.26) translate to

(1.35)
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The following example, which is a continuation of Example 1.1.3, illustrates
some features of the suffix notation and matrix methods introduced in this
section.

Example 1.2.1
For the coordinate system introduced in Example 1.1.3, the natural basis

vectors are

el = i + j + 2v k ,

e2 = i - j + 2u k ,

e 3 = k ,

and the dual basis vectors are

e 1 - li+ lJ'- 2 2 '

e2 - 1 i - lJ'- 2 2 '

e3 = - (u + V) i + (u - V)j + k.

Calculating the dot products gij == e, . ej and gij == e i . ej , we find that

[

2(1 + 2v
2

) 4uv 2V]
C = [gij] = 4uv 2(1 + 2u2

) 2u ,
2v 2u 1

[

1/ 2 0 - v ]
6 = [gij] = 0 1/2 -u ,

-v -u 2u2 + 2v2 + 1

and it is straightforward to check that CG = GC = I.
If we take>" to be the unit vector i, then the column vector L that holds

the contravariant components of Ai is (from Exercise 1.1.2, or equat ion (1.19))

[

1/2 ]
L= [Ai]= 1/2 .

- (u + v )

The covariant components Ai can then be obtained by saying

[Ai]= L* = CL

[

2(1 + 2v
2

) 4uv 2V]
= 4uv 2(1 + 2u2 ) 2u

2v 2u 1

As a check, we note that

[

1/2 ]
1/2

-(u + v)
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as it should be for the unit vector A.

The above example also illust ra tes how arrays can be used to display vector
components in particular examples, as when writ ing

[

1/ 2 ]
[Ai] = 1/2 ,

- (u + v)

We can also display the same information in suffix notation using Kronecker
delt as:

A common practice, which achieves the same result , is simply to list the
components in parentheses, separated by commas:

i _ ( 1 1 )A - 2' 2' - (U+ V) , Ai = (1, 1,0) .

We used this kind of notation in Appendix A, where special relat ivity was
reviewed.

In the present sect ion, the suffixes i , j , k, ... take the values 1, 2, 3, and
repeated literal suffixes imply summation over this range of values. When
working in four-dimensional spacet ime, we shall use Greek suffixes u , 1/ , . . . ,

and the understanding the re will be that these take the values 0, 1, 2, 3; a
repeated Greek suffix will then imply summation over these values. In Sec­
t ion 1.6, we discuss two-dimensional surfaces and there we shall use upp ercase
literal suffixes A , B , .. ., tak ing the values 1, 2. At oth er t imes our und erly­
ing space may have arbitrary dimension N, and we shall t hen use lowercase
letters a, b,c, . .. taken from the beginning of the alphabet to have the range
1,2 , . .. , N . The genera l idea is to avoid confusion by using different kinds of
alphabets (or different parts of th e same alph abet) to indicate the different
ranges of values that our suffixes might take.

Exercises 1.2

1. Verify equation (1.20), which shows that the covariant components Aj of
a vector A are given by taking dot products of A with th e natural basis
vectors ej '

2. Show that e, = g i j e1 and e i = g i j ej '

3. Simplify t he following expressions:
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4. If the coordinate system is orthogonal, what can you say about the ma­
trices G == [%] and G== [gij ]?

5. Check that in Example 1.2.1 the matrices G and Gsatisfy GG = GG = I.

6. In the coordinate system of Example 1.2.1, a vector field f.L has covariant
components given by

JLi = vJI - uJ; + Jf.
What are its contravariant components Ii?

7. A repeated suffix implies summation. What , then are the values of

(a) Ji, (b) 151, (c) J~, (d) Jt?

(Note the correspondence between alphabets and ranges of values ex­
plained in the last paragraph prior to these exercises.)

1.3 Tangents and gradients

By dropping the requirement that our coordinate systems be orthogonal, we
have found ourselves in the position of having two different , but related, bases
at each point of space. Is this one two many? To avoid confusion, should we
reject one of them and retain the other? If so, which one? As we shall see,
each has its uses, and there are situations where it is appropriate to use the
natural basis {ei} defined by the tangents to the coordinate curves, while in
other situations it is appropriate to use the dual basis [e'} defined by the
normals to the coordinate surfaces. Let us start by looking at the tangent
vector to a curve in space.

Suppose we put

u = u(t) , v = v(t) , w = w(t), (1.36)

where u(t) , v(t), w(t) are differentiable functions of t for t belonging to some
interval I. Then the points with coordinates given by equat ion (1.36) will lie
on a curve "( parameterized by t. The position vector of these points is

r(t) = x (u(t), v(t) ,w(t)) i + Y (u(t) ,v(t) ,w(t))j + z (u(t) ,v(t), w(t)) k ,

and for each t in I the derivative r( t) == dr / dt gives a tangent vector to the
curve (provided r(t) -I- 0) . Using the chain rule we have

dr or du or dv or dw
dt = au dt + ov dt + ow ill'

which can be written as

r(t) = u(t)e u + v(t)e v + w(t)ew .
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The suffix notation version of this last equat ion is

(1.37)

showing that the derivatives ui(t) are the components of the tangent vector
to the curve r relati ve to the natura l basis {e.] . So for tangents to curves, it
is appropriate to use the natural basis {e.}.

The length of the curve r is obtained by integrating Ii-I with respect to t
over the interval I. Now

,.,2 . . · i .J. ·i ·J·r = r · r = u e, . u ej = gijU U ,

on using equat ion (1.22) that defines the quantities % . So if I is given by
a :::; t :::; b, then the length of 'Y is given by

L -lb
( .. . i .j)1 /2dt- g'Ju u .

a

(1.38)

The infinitesimal version of equat ion (1.37) is dr = duie i , which gives

ds2 = dr· dr = duie i . dujej

for the distance between points whose coordinates differ by du", We thus arrive
at the formula

(1.39)

which is the generalizat ion for arbitrary coordinates u i of the Cartes ian for­
mula

ds2 = dx2 + dy 2 + dz2.

Equation (1.39) can therefore be viewed as an expression of Pyth agoras' The­
orem. The expression gijduiduj is often referred to as the line element. Equa­
tion (1.38) amounts to saying that the length of'Y is given by the integral Jds
taken along the curve.

Example 1.3.1
For spherical coordinates (r, () ,¢), the basis vectors el , e2, e3 are the vectors

en eli , e¢, as given in Example 1.1.2. By working out the dot products e, ·ej ==
% we get

which gives
ds2 = dr2 + r2d()2 + r2sin2 () d¢2

for the line element of Euclidean space in spherical coordinates.

(1.40)
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Fig. 1.2. T he curve 'Y on It sphere.

Let us give a curve "( by putting

u1 == r = a, u2 == () = i , u3 == ¢ = 2t - Jr,

where 0 S t S Jr . Thi s gives a curve on the sphere r = a that winds down from
the North Pole (where (j = 0) to the South Pole (where e= Jr ) (see Fig. 1.2).
It s tangent vector has the components

. i . si ()' si A. J:i si 2si
U = r Ul + U2 + 'f' U3 = U2 + U3'

so
gij'U i iJ,1 = r

2 + 4r
2 sin2

() = a
2 + 4 a

2 sin2 t .

The length of the curve "( is therefore given by

17f(gij'U i iJ,1 )1/ 2 dt = 17faJ 1 + 4 sin2 t dt .

We shall not at tempt to evaluate thi s integral.

Suppose now t hat we take a differentiable function ¢(u, v ,w) of the coor­
dinat es u, v, w. This will give us a funct ion of position and therefore a scalar
field. It s gradient is

\l¢ == o¢i + O¢j + O¢k,ox oy {)z

where, in calculating these par tial derivatives, we are regarding ¢ as a function
of x, y, z got by subst it ut ing the expressions for u, v , w in terms of x , y , z
given by equation (1.7) :
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¢ =¢ (u(x, y,z),v(x, y,z ),w (x , y,z )) .

The chain rule gives

8¢ 8¢ 8u 8¢ 8v 8¢ 8w
8x = 8u 8x + 8v 8x + 8w 8x '

with similar expressions for 8¢ / 8y and 8¢/8z. Hence we can say that

xt». 8¢ (8U. 8u . 8u k) 8¢ (8V. 8v . 8v k)
V 'f'=- -l+-J+- +- -l+-J+-

8u 8x 8y 8z 8v ax 8y az

8¢ (8w. ow. awk)+- -l+-J+-
8w ax 8y 8z

8¢ 8¢ 8¢
= 8u V'u + 8v V'v + 8wV'w.

Th at is,
't"'7'" _ 8¢ u 8¢ v 8¢ w
v v > 8u e + 8v e + 8we ,

on using the defining equat ions (1.9). The suffix notation version of this is

a¢ i
V'¢=-8oe ,

u'
(1.41)

showing th at the partial derivatives 8¢/ 8ui are the components of V'¢ rel­
at ive to the dual basis {e'} . Note th at , in letting th e repeated suffix imply
summation in equat ion (1.41), we are regarding the suffix i on a¢/aui as a
subscript. We can make this point more clearly by shortening the partial dif­
ferential operator &f8ui to ai, so th at a¢/aui = ai¢' The notation ¢,i is also
used to mean th e same thing. We can then rewrite equation (1.41) as

(1.42)

with the suffix correctly occupying th e subscript position.
Thus we see th at when dealing with tangents to curves it is appropriate to

use th e natural basis {ei} defined by th e coordinate system, but when dealing
with gradients of scalar fields it is appropriate to use the dual basis [e '} , This
conclusion is not surprising, given the way in which the two bases are defined.

Exercises 1.3

1. Wh at form does the line element ds 2 = 9i jdu
iduj t ake for th e paraboloidal

coordinat es of u ,v, w of Example 1.1.3?

2. Describe the curve given in cylindrical coordinates by

p = a, ¢ = t , z = t, - 7[ ::; t ::; 7[

(where a is a positive constant ) and find its length.
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3. Show that if the arc-lengt h s (measured along a curve from some base
point) is used as a parameter, then at each point of the curve the tangent
vector r( s) has unit length.

1.4 Coordinate transformations in Euclidean space

Suppose we have two systems of curvilinear coordinates in Euclidean space,
denoted by (u,v,w) and (u' ,v' ,w') . We can dist inguish these by referring to
them as the unprimed and primed coordinates, respect ively. The purpose of
this sect ion is to explain how such things as t he components of vectors relative
to the bases defined by t he coord inate systems transform, when we pass from
the unprimed to the primed coordinate system (or vice versa) . To t his end, we
shall use the suffix not ation, with u i representing the unprimed coordinates
and u i ' the primed coordinates. Placing the prime on the suffix, rather than
the kernel letter u , may seem perverse, but it is par t of the kernel-index method
initi ated by Schouten and his co-workers." We shall use a similar notation for
natural basis vectors, dual basis vectors, and components of vectors. So {ei'}
is the natural basis defined by the primed coordinate syste m and {e i ' } is its
dual. Th e cont ravariant components of a vector A relative to {ei'} will be
denot ed by Ai' , and similarly the covariant components relat ive to {e"} will
be denoted by Ai" So we can write

, _ \ i ' .
A - /\ e zl , (1.43)

with a similar expression giving A relative to the dual basis {e''} . An alternate
(and much used) notation involves priming the kernel letter of the components
and basis vectors, ra ther than the suffixes, but th is has disadvant ages in terms
of lat er economy.

In the region of space covered by both coordinate systems, we have equa­
tions ui ' = ui' (uj ) , giving t he primed coordinat es in terms of the unprimed,
with inverses ui = ui (uJ') giving the unprimed coordinates in te rms of the
prim ed. By definition , e , == or/aui and ei' == or/aui ' . The chain rule gives

or Or au i '

auj au i' au j ,

so we can write
(1.44)

where U;' is a short-hand for the partial derivative au i
' / au j

. We then have

Comparison with equat ion (1.43) gives

4Schouten, 1954, p.3, in part icular footnote.'".
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(1.45)

as the transformation formula for the contravariant components of a vector.
We use a similar argument to deal with the covariant components.

By definition, e i == \lui and e i ' == \lui'. The chain rule gives

auj au j aui'

ax aui' ax '

with similar expressions for auj jay and auj jaz. So

. auj ,
nJ_ n'
vU - -a. t vU ,

U'

which we can write as
(1.46)

where uf, is a short-hand for the partial derivative auj jaui' . Then for covari­
ant components we have

and comparison with J.L = Ili,ei' gives

(1.47)

as the transformation formula for the covariant components.
There are two routes to the inverse transformations. The first is to note

that primed and unprimed quantities are on an equal footing, so that primed
and unprimed suffixes can be swapped. This gives

(1.48)

for transforming basis vectors, and

d -_ U'.·, vi' uj '
A J A, Ili = i Ilj' (1.49)

for transforming components. The second is to note that the chain rule gives
(see Exercise 1.4.1)

(1.50)

so from equation (1.45) we have
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which reproduces the first of equations (1.49). A similar argument using equa­
tion (1.47) reproduces the second of equations (1.49) (see Exercise 1.4.2).

Matrix methods (as explained in Sec. 1.2) can be used to handle transfor­
mations of components of vectors . The matrices

U == [Uf], U == [U}], (1.51)

are the Jacobian matrices associated with the change of coordinates. Equa­
tion (1.50) translates to UU = I , showing that U = U- I

. If we put

then for transforming contravariant components we have

u = U£, L = U£' (U = U- I
)

and for transforming covariant components we have

M' = UM, M = UM' (U = U- I
) .

The following example uses matrix methods.

Example 1.4.1
The equations connecting spherical and cylindrical coordinates are

x = rsinBcos¢ = pcos¢,

y = rsinBsin¢ = psin¢,

z=rcosB.

If we take cylindrical coordinates (p,¢ , z) as the primed coordinates and spher­
ical coordinates (r, 0, ¢) as the unprimed ones, then

u l
' =p=rsinB=ulsinu2

,

u2' = ¢=u3,

u3' = Z = rcosB = VI cosu2,

so that the matrix U is

., [Sin u
2 ulcosu

2 0]
U == [UJ ] = 0 0 1

cosu2 - u l sinu2 0 [

sin B r cos B 0]
= 0 0 1 .

cos B -r sin B0

The inverse coordinate transformation equations are

(
' , ) 1/2ul=r= vp2+ z2= (ul)2+(u3)2 ,

u2 = B= arctan(p/z) = arctan(u l
' /u3

' ) ,

u3 = ¢ = u2' ,
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which lead to

[

P/ V p2+ Z2
0 z/ v p2+Z2 ]

(; == [uj, l = Z/ (p2+ Z2) 0 _p/ (p2+ Z2)
010

[

sin B 0 cos B ]
= (cos B)/r 0 - (sinB)/ r .

o 1 0

We can check that (;U = I , confirming that (; = U- 1
.

As we found in Exercise 1.1.2, the unit vector field A = i has contravariant
components given by

while in cylindrical coordinat es they are given by

Using these expressions, we can check that L' = ULand L = (;L' .

In the primed coordinate system the quantities corresponding to g i j in
the unprimed coordinate syste m are defined by g i' j ' == e i' . e j' . Using the
transformation equation for bases, we have

So the transformation formula for th e quantities g i j is

(1.52)

which is like that for th e covariant components of a vector, but involves two
sets of Jacobian matrix elements, Ui~ and UJ ,. A similar argument gives

(1.53)

for the related quantities g ij .

In equat ions (1.52) and (1.53), we have our first taste of how the com­
ponents of a tensor t ransform. We look at tensors in Euclidean space in the
next sect ion, and in the more general setting of tensor fields on manifolds in
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Section 1.8. We shall recognize the quantities gij as the components of the
metric tensor, so called because it gives us access to metric properties such
as t he lengths of vectors and th e angles between them (via the dot product
A . JL = gij'\ i /-lj) and the dist ance between neighboring points (via the line
element ds2 = gi jduiduj) .

Exercises 1.4

1. Use the chain rule to show that

k i' k k' i kUi,Uj = 5] and u; Uj, = iSj .

Obtain the same results by using the fact that

2. Obtain th e second of equat ions (1.49) using equation (1.47) and t he result
of Exercise 1.

3. Translat e equation (1.52) into a matrix equation involving

(; == [U}], G == [%], and G' == [gi']']'

Hence, using G from Example 1.3.1 and (; from Example 1.4.1, obt ain
the line element for Euclidean space in cylindrical coordinates .

1.5 Tensor fields in Euclidean space

While scalar and vector fields are sufficient to formulate Newton' s theory of
gravit at ion, tensor fields are an additional requirement for Einst ein 's theory.
To introduce the idea of tensors and tensor fields, we shall look at an elast ic
body und er stress in the classical theory of elast icity based on Newtonian
mechani cs.P

An elast ic body is placed under st ress by body forces (such as gravity )
acting throughout its exte nt and by forces applied exte rnally to its surface. If
V is part of such a body, then it is postul at ed that t he total force on V due
to stresses in th e body is given by a surface integral of th e form

Jlr (n ) dS ,

where S is t he boundary of V. The vector r(n) is the force per unit area
act ing at a point of the bounding surface S of V , and the notation r(n) is
used to indicate that it depends on the unit outward norm al n to S . If any

5See, for example, Symon , 1971, Chap . If), or Land au and Lifshit z, 1987, Chap. 1.
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part of S coincides with the actual boundary of the elastic body, then on this
part r(n) is the force per unit area due to the applied external force, whereas
on any part of S that is inside the body, r(n) is the force per unit area due
to the material outside V . In general, shearing forces are present, and r(n) is
not parallel to n (see Fig. 1.3).

S

dS

Fig. 1.3. Force per unit area f due to stress. In general, f is not in the same direction
as the normal n to the element of area dS.

As the notation suggests, at each point of the body we can look on r as
a function that acts on a vector n to produce another vector r(n) which (in
general) is not parallel to n . This function is assumed to act linearly, which
means that for general vectors u, v and general scalars a , {3,

r(au + {3v) = ar(u) + {3r(v) .

A consequence of this assumption is that r can act on general vectors v and
not just unit vectors n .

Suppose that we use curvilinear coordinates ui to label points in the body
and that at each point P of the surface S we express both the force per unit
area f, given by f = r(n), and the unit normal n in terms of the natural basis
vectors e.. So we have f = fi ei and n = njej, which gives

(1.54)

on using the linearity of -r, For each i , the vector r(ej) can also be expressed
in terms of the basis vectors e.. Thus we can write

(1.55)

where, for each j, the quantities Tj (i = 1,2,3) are the components of r(ej)
relative to the basis {e.]. Equation (1.54) then gives
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so
(1.56)

showing how the components P are obtained from the components n i of the
normal vector. (If we put F == [fi], T == [Tj], and N == [ni], then the matrix
version of equation (1.56) is F = TN.) The linear function T is called the stress
tensor and the quantities Tj defined by equation (1.55) are its components.

If we worked using primed coordinates U
i '

, then we would define primed
components Tj: by means of

·1

T(ej') = TJteil

and in place of equation (1.56) we would have

(1.57)

Now fi' = uf fk and nj' = U{ nl, so the above gives

Ui'Tknl - TilUj'nl
k I - j' I .

Since this holds for all unit vectors n at P, we conclude that

Multiplying by U~, (and using U{ U~, = ot,,) gives

(1.58)

as the transformation formula for the components of T.

We now have three examples of how tensor components transform: equa­
tion (1.52) for the components 9iJ of the metric tensor, equation (1.53) for the
related quantities gij , and equation (1.58) for the components Tj of the stress
tensor. These transformation formulae are clearly similar in the way that each
unprimed suffix is involved in a summation with Jacobian matrix elements of
the kind UJt or Uj' ; whichever kind is used is dictated by the requirement that
a repeated suffix should occur once as a subscript and once as a superscript .
The free suffixes (those not involved in summations) carry primes and those
on the left of each transformation formula balance those on the right .

The three transformation formulae serve as prototypes for a general trans­
formation formula for tensor components, where the components carry an ar­
bitrary number of superscripts and an arbitrary number of subscripts. These
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are considered in Section 1.8 in the more general context of an N-dimensional
manifold , which is the subject of Section 1.7. Before doing that , we shall look
at surfaces in Euclidean space as examples of curved two-dimensional mani­
folds.

Exercise 1.5

1. Show that the components T) of the stress tensor -r are given by

TJ = e i
. r(ej)

and use this result to re-establish the transformation formula (1.58).

1.6 Surfaces in Euclidean space

A surface E in Euclidean space is given parametrically by expressing the
Cartesian coordinates x , y , z as functions of two parameters u , v :

x= x(u,v) , y=y(u,v), z = z(u, v ). (1.59)

In principle, it is possible to eliminate u, v from these equations to obtain an
equation for E of the form f(x , y, z) = O. However, our discussion here will be
based on the use of parameters and our aim is to expose the similarities (and
differences) between the use of parameters u , v to label points on a surface and
the use of curvilinear coordinates u,v, w to label points in Euclidean space .

The position vector r of points on E can be given as a function of the
parameters by combining equations (1.59) into a single vector equation:

r = x(u,v)i + y(u ,v)j + z(u ,v)k.

Analogous to the coordinate curves in space , we have at each point of E a pair
of parametric curves. The first of these is obtained by keeping v constant and
letting u act as a parameter along it , and the second is obtained in a similar
way by interchanging the roles of u and v. So at a point P given by (uo ,va),
the first coordinate curve through P is given parametrically by

r = x(u, vo)i + y(u, vo)j + z(u,vo)k

and the partial derivative 8r jBu, when evaluated at (uo, vo), gives a tangent
vector to the curve at P. Similarly, the second parametric curve through P is
given by

r = x (uo,v)i + y(uo,v)j + z(uo,v)k

and or jov , when evaluated at (uo ,vo), gives its tangent vector at P. So at
each point P of E , both e u == or jou and e, == or jov are tangential to the
surface, and together they define the tangent plane to E at P (see Fig. 1.4).
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Fig. 1.4. The tangent plane to E at P.

A vector field on a surface E is an assignment to each point P of E of
a vector A that is tangential to E. So, for example, at any instant of time
the horizontal wind-velocity v at each point of the Earth's surface E gives a
vector field on E. It is this vector field that is represented by the arrows on
a weather map. Returning to the general situation of a vector field A on a
surface E , we see that the vector at each point P lies in the tangent plane at
P, so we can refer A to the basis {eu , ev } provided by the tangent vectors to
the parametric curves:

(1.60)

This is the natural basis for the tangent plane. It is induced by the system
of parameters used to label points in exactly the same way as the natural
basis associated with a curvilinear system of coordinates (u, v, w) in Euclidean
space .

There is also a dual basis {e" , e"} , but it is not given in such a straight­
forward manner as its counterpart for curvilinear coordinates in space, where
we used the gradient vectors V'u , V'v, V'w to define e", e" , eW

• Each of the
parameters u, v gives a scalar field on the surface E , and it is the gradients
of these that provide the dual basis {e" , eV

} . Off the surface , u and v have
no meaning and it makes no sense to try to define e", e" as the gradients of
scalar fields u, v defined throughout space, as we did in Section 1.1. However,
we can fix the direction of the required basis vector eU at P by noting that , as
the gradient of the scalar field u on E , it is normal to the level curve of u that
passes through P and points in the direction of increasing u. Since this level
curve is given by u = Uo, it follows that e'' is orthogonal to the natural basis
vector ev . The direction of the other dual basis vector e" is given in a similar
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way by interchanging the roles of u and v. Figure 1.5 shows the relationship
between the natural basis {eu,ev } and its dual {eU,eV} at a point P on E .

eV

Fig. 1.5. The natural basis and its dual at a point P on a surface E .

From our observations on directions, we have

(1.61)

We now fix th e lengths of th e dual basis vectors by requiring that

(1.62)

If we use th e suffix notation, with suffixes A, B , .. . taking the values 1, 2, then
th e parameters u ,v become uA, the natural basis {eu , ev } is denoted by {eA}
and its dual {eU,eV} by {e-"] . Equations (1.61) and (1.62) combine to give

A ,A
e . eB = "e - (1.63)

which is th e analog for surfaces of equat ion (1.17) . Other equat ions and rela­
tionships developed in Section 1.2 have their counterparts here.

We can introduce a metric tensor with components gAB defined by

and a relat ed tensor with components g AB defined by

Equations involving gAB , gAB , and th e components of vector fields on E ,
analogous to equations (1.25)-(1.31) of Section 1.2 then follow . We also have
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(see Exercise 1.2.2), which provides a quick way of getting the dual basis {eA }

from th e natural bas is {eA}, as in the following example.

Example 1.6.1
The parametric equation

r = (u + v ) i + (u - v ) j + 2uv k ,

where - 00 < u < 00 , - 00 < v < 00, gives a hyperbolic paraboloid. (It is
the surface given by putting w = 0 in Example 1.1.3.) The two natural basis
vectors are

e l == eu == or/au = i + j + 2v k ,

e2 == ev == or/av = i - j + 2u k.

So the quantities gAB == eA ' ee can be displayed as

The inverse of this matri x is [gAB ], which we calculate to be

We can then give the dual basis vectors in terms of i.j , k by saying

and

eV == e2 = g2AeA = l lel + l 2e2

- uv (.. 2 k) 1 + 2v
2

(.. k)
= 1 + 2u2 + 2v2 1+ J + v + 2(1 + 2u2 + 2v2) 1- J + 2u

= 1 + 2v2 - 2uv i _ 1 + 2v2 + 2uv . + u k
2(1 + 2u2 + 2v2) 2(1 + 2u2 + 2v2) J 1 + 2u2 + 2v2 .

If we put uA = uA(t ), where each uA(t) is a different iable function of t ,
for t belonging to some interval I , then (in a manner similar to that describ ed
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in Sec. 1.3) we obtain a curve 'Y on the surface E whose tangent vector has
components itA relative to the natural basis {eA}. The length L of this curve
is given by

L Jb( . A . B ) 1/ 2 dt= gABU U ,
a

(1.64)

where a :::; t :::; b gives the interval I. For neighboring points on E, whose
parameter differences are du/', their distance apart ds is given by

(1.65)

as can be seen by working with

ds 2 = dr · dr = duAeA . duBeB.

Equation (1.65) specifies the line element for E and (as in Sec. 1.3) can be
viewed as an expression of Pythagoras' Theorem.

We see that , in the main, much of the terminology and notation devel­
oped for use with arbitrary curvilinear coordinates in Euclidean space can be
adapted for use on a surface E , where the parameters uA play the role of co­
ordinates, and we have presented the material in a way that brings out these
similarities. However, there is one respect in which the situations are funda­
mentally different : the geometry of Euclidean space is Euclidean, whereas that
of a surface is not, unless it happens to be flat . If the geometry is Euclidean
then we can introduce a system of Cartesian coordinates (x ,y,z) or (x , y),
according to dimension . The line element then takes the form

ds2 = dx2 + dy2 + dz 2 or ds 2 = dx2 + dy2,

and we have gij = Dij or gAB = DAB. Thus we can characterize the basic
flatness of Euclidean geometry by the possibility of introducing a coordinate
system in which the metric tensor components are given by a Kronecker delta.
For a curved surface this is not possible. To fully appreciate why, we must wait
for a discussion of curvature in Chapter 3.

Another difference between the two situations is that we can regard the
vectors of a vector field in Euclidean space as being in the space itself, whereas
for a vector field on a surface the vectors are not in the surface (unless it
happens to be flat) , but tangential to it . We shall have more to say on this
matter in Section 1.10, after we have introduced manifolds and discussed
vector and tensor fields on manifolds .

Exercises 1.6

1. Check that the natural basis {eA} of Example 1.6.1 and its dual {eA }

satisfy
A ..A

e ' eB = uB'
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2. Write down the line element for
(a) a sphere of radius a, using angles (0, ¢) borrowed from spherical co­

ordinates as parameters;
(b) a cylinder whose cross section is a circle of radius a, using (¢, z) bor­

rowed from cylindrical coordinates as parameters;
(c) the hyperbolic paraboloid of Example 1.6.1, using the parameters

(u,v) of that example.

3. Is the cylinder of Exercise 2b curved or flat?

1.7 Manifolds

The model for the spacetime of general relativity makes use of a certain kind
of four-dimensional manifold , so we need to explain what this involves. In
doing this, we shall not give a precise mathematical definition, but rather
explain and describe the properties of an N-dimensional manifold . We shall
assume that this manifold is endowed with a metric tensor field (which is not
a general requirement of manifolds) and explain how this is used to define and
handle metric properties. We shall be guided by the notation and terminology
developed when considering arbitrary curvilinear coordinates in Euclidean
space and parameterized surfaces.

What makes a manifold N-dimensional is that points in it can be labeled
by a system of N real coordinates Xl , x 2 , . . . , x N , in such a way that the
correspondence between the points and the labels is one-to-one. We do not
require that the whole of the manifold M should be covered by one system
of coordinates, nor do we regard anyone system as in some way preferred.
The general situation is that we have a collection of coordinate systems, each
covering some part of M, and all these are on an equal footing . Where two
coordinate systems overlap, there are sets of equations giving each coordinate
of one system as a function of the coordinates of the other. So if the coordinates
x a cover the region U and the coordinates xa' cover th e region U' , where
these are overlapping regions , then the coordinates of points in the overlap
are related by equations of the form

a' a' 1 2 N
X = X (X, X , • • • , X ) (a= 1, .. . , N ), (1.66)

giving each xa' as a function of the coordinates x b , and these have inverses of
the form

a a l' 2' N'
X = X (X , X , . •. , X ) (a=l , . .. , N ), (1.67)

giving each x a as a function of the coordinates x b' . We shall assume that the
functions involved are differentiable so that the partial derivatives

~ ,
xa'=~

b - axb
and

axa

X a -
b' = axb'
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exist . This means that the manifold M is a differentiable manifold.6 The N x N
matrix [Xb" ) is the Jacobian matrix associated with equations (1.66) that give
the change of coordin ates from XU to xu' . The fact that th ese equat ions have
inverses (1.67) means th at t his matrix is nonsingular (i.e., has an inverse), so
the Jacobian det [Xb" ] is nonzero at each point of the overlap region. Similar
remarks apply to the Jacobian matrix [Xb',) and the Jacobian det [Xb', ). In fact
the two matrices are inverses, for the chain rule gives

X a X b' .ru
b' c == V c ' (1.68)

in exactly the same way as it yields equat ion (1.50) for changes of coordinates
in Euclid ean space. The formula

X a' X b .ru
b c' = Uc (1.69)

follows on interchanging the roles of primed and unprimed coordinates.
We noted above that at each point of a region where two coordinate sys­

tems overlap the Jacobian det[X b" J is nonzero . This result has a kind of con­
verse which gives the condit ion for a set of equations like (1.66) to define a
new system of coordinates.

Supp ose we wish to introduce a new syste m of coordinates by giving xu'

as differentiable functions of the old coordina tes X U and that there is some
point P where the Jacobian det [Xb" ]is nonzero. The inverse-function theorem"
then implies that P has a neighborhood U' in which the mapping between the
old XU and the new xa' is one-to-o ne. Since the correspondence between t he
coordinates X U and the points of the manifold is also one-to-one, it follows
th at in U' the correspondence between t he xu ' and th e points of t he manifold
is one-to-one, so that t hey act as coordinates in U' .

For vectors and vector fields on a manifold , our approach is to define
them as objects having N components that , und er a change of coordinates,
transform in a way that generalizes either equation (1.45) or (1.47) for vector
components in Euclidean space. Thus we define a contravariant vector at a
point P as an object having N components AU which, under a change of
coordinates about P, transform according to

\ U' _ X u' ,b
1\ - bl\, (1.70)

where the partial derivatives are evaluated at P. A covariant vector is defined
in a similar way by requiring its components fl u to t ransform according to

6Mathematicians allow manifolds in which the coordinate-transformation func­
tions are merely continuous and call them topological manifolds.

7See, for example, Munem and Foulis, Chap. 7, §1.
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I /-La' = X~'/-Lb . I (1.71)

For vector fields, this kind of transformation law for components holds at each
point of M where th e field is defined.

The basic example of a contravariant vector is the tangent vector to a
curve" which can be given parametric ally by setting xa = xa(t ), where xa(t )
are differenti able funct ions of t for t in some interval I . At each point of ,
the derivat ives xa(t ) are th e components of a vector , as we now show. Using
equation (1.66) , we see th at , in a primed coordinate syste m, , is given by

(1.72)

and the chain rule for differentiation gives
, , b

.a' = dx
a

= ox
a
~ = X a' .b

X - dt oxb dt b X ,

showing th at the quantities xa transform according to equation (1.70) , as
asserted. The vector with components xa is the tangent vector to , that
arises naturally from t he parameterization.

The basic example of a covar iant vector field is t he gradient of a scalar field
¢. In any coordinate syste m, such a field can be regard ed as a funct ion ¢(xa )

of the coordinates and we can form the N par tial derivat ives oa¢ == o¢ joxa.
In a primed coordinate system, we would regard ¢ as a function ¢(xa' ) of the
primed coordinates xa' and form the partial derivatives oa'¢ == o¢ joxa' . The
chain rule gives

_ o¢ o¢ oxb b
oa'¢ = £)I = !=l b£)I = Xa,Ob¢,

iix" uX ux a

showing th at th e quantities oa¢ transform according to equation (1.71). They
are therefore the components of a covariant vector field, which is the gradient
of ¢.

Th ese examples based on tangents to curves and gradients of scalar fields
extend some of the ideas of Section 1.3 to manifolds. In that sect ion we also
considered metric prop erties, like the length of a curve given by equation (1.38)
and the line element (1.39) , which involve t he metric tensor components gi j .

These ideas can also be extended to th e more general setting of a manifold,
but we postpone doing t his until Section 1.9, afte r we have discussed the
essent ially algebraic prop erties of tensor fields on manifolds.

Example 1.7.1
The configuration space of a mechanical system with N degrees of freedom is
an N-dimensional manifold. Points in the configurat ion space are labeled by
N "generalized" coordinates, which are usually denot ed by ql , q2, . .. , qN . The
evolut ion of the system in tim e from some set of initi al conditions is given by
a curve qa = qa(t) in the configuration space parameterized by tim e t .
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1.8 Tensor fields on manifolds

Suppose that with each coordinate system about a point P of a manifold
M there are associated » r:» quantities T:/.::b: r which, under a change of
coordinates, transform according to

(1.73)

where th e Jacobian matrices [Xg'], [xtJ are evaluated at P. Then the quanti­
ties T~l. : :b:r are the components of a type (r , s) tensor at P. This terminology
includes th e special cases in which r = 0 or s = 0, so that the kernel letter T

carries only subscripts or only superscripts. So, for example, the components
of a type (2,0) tensor transform according to

while the components of a type (1,2) tensor transform according to

a' xixt.x'. dTb' c' = d b' cl Te f'

(1.74)

(1.75)

The sum (r + s ) is sometimes referred to as th e rank or order of the tensor. A
type (r ,O) tensor might be referred to as a contravariant tensor of rank rand
a type (0, s) tensor as a covariant tensor of rank s. If both r #- 0 and s #- 0,
the tensor is described as mixed. We now recognize a cont ravariant vector at
P as a tensor of type (1,0) and a covariant vector as a tensor of type (0,1) .
Scalars may be included in the general scheme of things by regarding them
as typ e (0,0) tensors.

If at each point of an N-dimensional region V in M we have a typ e (r, s)
tensor defined, th en th e result is a tensor field on V. The region V might
be th e whole of M , or just a part of it. The components of the field can be
regarded as functions of the coordinates used to label th e points of V . If th ese
functions are differenti able , then th e tensor field is said to be differentiable.
Sometimes we have tensors defined at each point of a curve 'Y in M , but not
throughout an N-dimensional region (such as th e tangent vector to a curve).
These constitute a tensor field along 'Y and th eir components can be regarded
as functions of th e parameter t used to label the points of 'Y. Similar remarks
apply to tensor fields defined over a surface E in M ; here th e components can
be regarded as functions of the parameters u , v used to label points of E .

The basic requirement for a set of quantities to qualify as the components
of a tensor is that th ey should transform in the right sort of way under a change
of coordinat es (i.e., according to equation (1.73)) . The quotient theorem pro­
vides a means of establishing this requirement without having to demonstrate
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the transformation law explicitly. Rather than give a general statement of the
theorem and its proof, which tend to be obscured by a mass of suffixes, we
shall give an examp le which illustrates the gist of the theorem.

Example 1.8.1
Suppose that with each system of coordinates about a point P there are asso­
ciated N 3 numbers Tbcand that it is known that , for arbitrary contravariant
vector components),a, the N 2 numbers Tbc),c transform as the components of
a type (1,1) tensor at P under a change of coordinates about P. That is,

a' \ C' xa'xe d \1
Tb' c"" = d b,Tel /\ ' (1.76)

where T~'c' are the N 3 numbers associated with the primed coordinate system.
Then we may deduce that the Tbcare the components of a type (1,2) tensor.

, , 1
Because X" = X'j), , equat ion (1.76) yields

(1.77)

and this holds for arbitrary vector components ),1. Now let ),1 be the vec­
tor having one as its gt h component and the others zero, so that ),1 = 8£.
Equation (1.77) then gives

a' x: xa' X e d
Tb' c' 9 = d b,Teg,

valid for all subscripts g. Multip lying by Xf:-, and using X~' Xf:-, = 8hgives

a' xa'xexg d
Tb'h' = d b' h ,Teg,

which establishes that the Tbc are indeed the components of a type (1,2)
tensor.

This example illustrates the gist of the quotient theorem, which is that if
numbers which are candidates for tensor components display tensor character
when some of their suffixesare "killed off" by summation with the components
of arbitrary vectors (or tensors) , then this is sufficient to establish that the
original numbers are the components of a tensor. We shall have occasion to
use th is theorem from time to time.

We now consider some operations with tensors. The first of these is addi­
tion: adding corresponding components of two tensors of the same type results
in quantities that are the components of a tensor of that type. The second is
multiplication by scalars: multiplying each component of a tensor by a scalar
quantity results in quantities that are the components of a tensor of the same
type . The validity of these two operations is clear from the transformation
formula for components.

The third operation is tensor multiplication which gives the tensor product
of two tensors. The components of the tensor product are obtained simply by
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multiplying together the components of the two tensors involved, so as to form
all possible products. For example, if we put

where Ab are the components of a type (0,1) tensor transforming according
to Ab' = XblAe and T~ are those of a type (1,1) tensor transforming according

I I I d I I

to T~ = Xd XcITI , then for ab'cl == Ab'T~ we have

showing that abc are the components of a type (1,2) tensor.
The fourth operation is that of contraction. It is an operation which may

be applied to any object characterized by sets of numbers specified by letters
carrying superscripts and subscripts, but it takes on a special significance
when the numbers are tensor components. The operation amounts to setting
a subscript equal to a superscript and summing, as the summation convention
requires . If there are r superscripts and s subscripts then there are rs ways
that this may be done, each leading to a contraction of the original set of
numbers. The special significance that this operation has for tensors is that
if the original numbers are the components of a type (r, s) tensor , then their
contractions are components of a type (r - 1, s - 1) tensor. The proof in the
general case is somewhat cumbersome, but an example gives the gist of it.

Example 1.8.2
Suppose T~b are the components of a type (2,1) tensor, and we form o" = Tgb

by contraction. Using primed coordinates we would analogously form aa'
'b'T[f . Then

showing that the numbers o" obtained by contraction are the components of
a type (1,0) tensor (a contravariant vector).

Contraction may be combined with tensor multiplication. For example, if
p't, are the components of a type (1,1) tensor and o" those of a contravariant
vector, then the contravariant vector with components T a = p't,ab is said to be
obtained by contracting one of the tensors involved with the other. The tensor
with components r" is a contraction of the type (2, 1) tensor with components
p't,ac .

Certain tensors are special in some way. One of these is the Kronecker
tensor, which is a type (1,1) tensor with the property that whatever coor­
dinate system is used, its components "''t, are given by the Kronecker delta
8b. To see this , suppose that when using an unprimed coordinate system we
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have "'b = 5b· Then , when we transform to a primed coordinate system, the
components become

a' a' d rc a'xc ,a
"'b' = X c Xb,ud = X c b' = ub'

Because of this property, it is usual to denote th e components by 51: rather
than "'b ' (What we have shown here is that the property "'b= 51: enjoyed by
the components of the Kronecker tensor is coordinate-ind ependent . There is no
analog of this result for type (0,2) and type (2,0) tensors. See Exercise 1.8.1.)

Another special property possessed by some tensors is that of symmetry. A
type (0,2) tensor is symmetric if its components satisfy Tab = Tba. It is easily
checked that if this holds in one coordinate system, th en it holds in all coordi­
nate systems (see Exercise 1.8.2). A symmetric type (2,0) is similarly defined .
We describe a type (0,2) tensor as skew-symmetric (or anti-symmetric) if its
components satisfy Tab = -Tba' Again this is a coordina te-independent prop­
erty, and the concept also extends to type (2,0) tensors . In fact , the idea of
symmetry or skew symmetry can be extended to refer to any pair of sup er­
scripts or subscripts of a type (r , s) tensor.

We finish this section with an explanat ion of how an association can be
made between tensors of different types by contraction with the covariant
metric tensor or the relat ed cont ravariant metric tensor . This associat ion ex­
tends the algebraic formalism developed in Section 1.2 for vectors in Euclidean
space to the more genera l set ting of tensors on a manifold. How th e metric
tensor is used to deal with metric properties is the subject of the next sect ion.

As remarked in Section 1.7, we assume th at the manifold has a metric
tensor field with components gab. This tensor is symmetric, so that gab = gba,
and is nonsingular in th e sense that the matrix [gab] has an inverse [gab] whose
elements satisfy

a b x a
g gbc = U C ' (1.78)

Since [gab] is a symmetric matrix, so is the inverse [gab], and gab = gba. We
now use the quotient theorem to show that gab are components of a type (2,0)
tensor. To this end, let o:a, j3a be th e components of arbit ra ry contravariant
vectors, and define Aa, /-la by putting

\- b d - j3bAa = gabO: an /-la = gab .

Then, because of the nonsingularity of [gab], Aa and /-la are th e components
of arbitrary covariant vectors. Thus for arbitrary covariant vector components
Aa and /-la ,

ab \ ab c j3dg Aa/-lb = g gacO: gbd

= 5'd gacO:cj3d (on using (1.78))

cj3d= gdcO: ,

which is a type (0,0) tensor. So gab with both superscripts killed off by con­
traction with arbit rary covariant vectors displ ays tensor character, and the
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quotient theorem implies that the quantities gab are the components of a type
(2, 0) tensor. We shall refer to this tensor as the contravariant metric tensor.
T his rath er back-handed way of int roducing this tensor is forced on us be­
cause our approach to tensors on a manifold is via the trans formation law for
their components , and we cannot follow the kind of route that was used to
introduce the quantit ies g ij in Section 1.2.

We now have the met ric tensor with components g ab that can be used to
lower suffixes and the contravariant met ric tensor with components gab that
can be used to raise suffixes . For example, if r": are the components of a type
(2, 1) te nsor, then using the metric tensor to lower the first superscript gives
a type (1, 2) tensor whose components Ta

b
e are defined by Ta

b
e = g adT dbe . If

the cont ravariant metric tensor is now used to raise the lowered suffix, then
the original tensor is recovered. For , cont inuing this example, we have

Tensors which may be obtained from each other by raising or lowering suffixes
are said to be associated, and it is convent ional to use the same kernel letter
for components, as in the example above. However, this usage is ambiguous if
we have more than one metri c tensor field defined on the manifold; but since
this is rarely the case, opport unity for ambiguity seldom arises. (See, however ,
Sec. 5.1.) Another source of ambiguity is the fact that more than one tensor of
the same type may be associated with a given tensor. For example, lowering
the first superscript of the components T ab of a type (2,0) tensor yields a type
(1,1) tensor which is in general different from that obtained by lowering the
second superscript . The distinction between the two may be made clear by
careful spacing of the suffixes:

In the case of symmetric tensors this distinctio n is not necessary (see, e.g.,
the Ricci tensor in Chap. 3).

Since
og = g a eg eb and gab = gado~ = gads"g ed,

th e metric tensor, the contravariant metric tensor, and the Kronecker tensor
are associated. However, the convent ion of using the same kernel letter for
components of associated tensors is relaxed in the case of the Kronecker tensor
because of the special form its components take, and we use og rather than
gg for its components .

Strictly speaking, we should regard tensors that are associated, but of dif­
ferent types , as different tenso rs. However, we shall regard them as different
versions of the same tenso r , and using the same kernel let ter for the com­
ponents supports this point of view. So, for example, we can pass from the
contravariant version of a vector with components Aa to its covariant version
with components Aa by lowering the superscript. This brings us closer to the
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terminology used in Euclidean space, where we referred to the contravariant
and covariant components of the same vector '\. In fact, the contravariant
and covariant versions are not the same, even in Euclidean space, although
it is normal practice not to make a distinction in the Euclidean context. As
we explain more fully in Section 1.10, a covariant vector JL should really be
defined as a linear function that acts on a general contravariant vector ,\ to
produce a real number JL(,\) == f..laAa. In forming the dot product JL . ,\ in
Euclidean space, we are letting the vector JL act linearly on ,\ to produce
a real number, and in this way it acts like a covariant vector . The equation
jL('\) == JL',\ distinguishes between the contravariant version JL of a vector and
its covariant version jL, and at the same time gives the association between
the two versions that allows us to identify them.

In this section we have introduced tensors on a manifold and discussed
their basic algebraic properties in terms of their components, and we shall
continue to work with components when applying tensor methods to general
relativity. From here onwards we shall adopt a much-used convention, which
is to confuse a tensor with its components. This allows us to refer simply to
the tensor Tab , rather than the tensor with components Tab .

Exercises 1.8

1. Suppose that in some coordinate system the components Tab of a type
(0,2) tensor satisfy Tab = 8a b. Show that this property is not coordinate­
independent.
(Use the transformations between spherical and cylindrical coordinates
developed in Example 1.4.1 as the basis for a counter example.)

2. Verify that the relationship Tab

coordinate-independent .
T ba, defining a symmetric tensor, is

3. Show that if O'ab = O'ba and Tab = _Tba for all a, b, then O'abTab = O.

4. Show that any type (2,0) or type (0,2) tensor can be expressed as the
sum of a symmetric and a skew-symmetric tensor.

1.9 Metric properties

The metric tensor field gab provides us with an inner product gab A a f..lb for
vectors A a, f..la at each point P of a manifold M. As in Euclidean space (see
equation (1.26)), there are four ways of writing this inner product:

(1.79)
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The usual requirement of an inner product is that it should be positive definite,
which means that gab>..a >..b 2: 0 for all vectors >..a , with gab>..a >..b = 0 only if
>..a = O. However, to provide a model for the spacetime of general relativity,
we must relax this condition and we require only that the metric tensor be
nonsingular, in the sense that matrix [gab] has an inverse. This leads to some
rather odd metrical properties, such as nonzero vectors having zero length , and
the need to include modulus signs where square roots are involved. A manifold
that possesses a positive definite metric tensor field is called Riemannian.
If the metric tensor field is indefinite , the description pseudo-Riemannian
(or semi-Riemannian) is sometimes used, or the meaning of Riemannian is
extended to include the indefinite case. With these understandings, we can
make definitions that allow us to deal with metric properties in a way that
extends and generalizes the corresponding properties introduced in Sections
1.3 and 1.6 for Euclidean space and surfaces in Euclidean space.

The length of a vector >..a is given by

(1.80)

A unit vector is one whose length is one. As remarked, if gab is indefinite, we
can have l>"a>..al l

/
2 = 0 for >..a # 0, in which case the vector >..a is described as

null.
The angle 0 between two non-null vectors >..a, /La is given by

(1.81)

which generalizes the formula cosO = (..\ . 1-£) /1..\111-£1 . If the metric tensor is
indefinite , this formula can lead to [cos 01 > 1, resulting in a nonreal value for
O.

Two vectors are orthogonal (or perpendicular) if their inner product is zero.
This definition makes sense even if one or both of the vectors are null. In fact,
a null vector is a nonzero vector that is orthogonal to itself. An example in
relativity is the wave 4-vector (see Sees. 5.2 and A.6).

As explained in Section 1.7, a curve "y in a manifold M is given by setting
xa = xa(t), where the parameter t belongs to some interval I , and we noted
that at each point of"Y a tangent vector is given by j;a == dx" / dt. If I is given
by a ::; t ::; b, then (generalizing equation (1.38)) we can define the length of
"Y to be

L -: I .a . b II / 2 dt- gabX X .
a

(1.82)

It is clear that this definition is coordinate-independent, but not so clear
that it does not depend on the way that the curve is parameterized (see
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Exercise 1.9.2). If the metric tensor is indefinite then gabiaib may be negative,
hence the need for the modulus signs . A further aspect of indefiniteness in the
metric tensor is that we may have a curve whose tangent vector at each point
is null , so that gabiaib = 0 at every point , giving a curve of zero length. Such
a curve is called a null curve.

Note that we only define lengths of curves, and make no attempt to define
the distance between a pair of arbitrary points in M. We can, however , define
the distance Os between nearby points whose coordinate differences are small.
These can be regarded as points on a curve given by parameter values whose
difference ot is small, and since to first order Oxa = i aM, the definition yields
os2 = Igaboxaoxb I.The infinit esimal version of this is

(1.83)

(often written without the modulus signs, even in th e indefinite case), and
defines the line element of the manifold M .

The kind of manifold that we use to model spacetime is a four-dimensional
pseudo-Riemannian manifold whose metric tensor field gJ1.V (J.1, v = 0,1 ,2,3)
has an indefiniteness characterized by (+ - --) . What this means is that if
at any point P we adopt a coordinate system that gives [gJ1.v ]p as a diagonal
matrix, then one of the diagonal elements is positive, while the other three
are negative." Any nonzero vector is then described as

{

tim elike { > 0
null if gJ1.v)..J1.)..v = 0 .
spacelike < 0

These descriptions are also applied to curves.
If the tangent vectors to a curve (or part of a curve) are timelike, we de­

scribe the curve (or part of the curve) as timelike, and extend the descriptions
null and spacelike in a similar way. We shall see in the next chapter, where our
model for spacetime is more fully developed, that a particle with mass follows
a timelike path, while a photon follows a null path. Because of the association
with photons, the term lightlike is often used in place of null.

Exercises 1.9

1. Show that if the metric tensor gab is positive definite, then cos B, as defined
by equation (1.81) , satisfies Icos BI ::; 1.

2. Show that the definition of the length of a curve given by equation (1.82)
is independent of the parameter used .

8The difference between the number of positive elements and the number of
negative elements is called the signature of the metric. So our model for spacetime
has signature - 2. Some authors use (+ + + - ), resulting in a signature of +2 .
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3. For r > 2m, the Schwarzschild solution has a metric tensor field given by

where the coordinates are labeled according to t == x o, r == Xl, e == x 2 ,

</J == x3 (see Sec. 4.1). Find the lengths of the following vectors and the
angles between them:

(a) >,/1- == 8t{ ; (b) flP == 8i ; (c) 1//1- == 8t{ + c(l - 2m/r)8i .

Are any of these vectors null? Are any pairs orthogonal?

1.10 What and where are the bases?

Our way of introducing vector and tensor fields on manifolds relies on the
use of components and the way in which they tr ansform under a change of
coordinates. It leaves unanswered certain questions about the objects that we
are trying to define. In Euclidean space we can refer a vector oX to a basis [e.} ,
or the dual basis {e'} , as in equation (1.16). It is natural to ask whether these
equat ions have analogs for vectors defined on a manifold. If so, then what and
where is the basis [e..]? How should we picture the dual basis {e"}? Given
that tensors have components, are there bases to which these components
refer?

If you are satisfied with the explanation of vector and tensor fields on
manifolds given in earlier sections, then you can safely move on to Chapter 2,
as the material in this section is not a prerequisite for later chapters. However,
if you think these questions need answering, then this section will provide you
with a pointer towards the more formal methods of dealing with vector and
tensor fields on manifolds. If you want a fuller account of the concept s outlined
here, then this is provided by Appendix C.

Just as in Euclidean space, if we let only one coordinate vary, while keeping
all the other coordinates fixed, we obtain a coordinate curve in the manifold
M . We can give a parametric equation for the bth coordinate curve through
a point P with coordinat es xgby putting

where t is a parameter , from which we see th at its tangent vector has com­
ponents xa = 81: . That is, all the components of the tangent vector to the
bth coordinate curve are zero, except for the bth, which is equal to one. We
therefore conclude that at each point P of M the tangent vector to the bth
coordinate curve through P is, in fact , the bth basis vector eb for cont ravari­
ant vectors at P. These basis vectors define the tangent space T» of M at P
in much the same way that the tangent vectors to the two coordinate curves
passing through a point P of a surface define the tangent plane to the surface
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at P (see Fig. 1.4). Just as each point P of a surface has its own tangent
plane making contact with the surface at P, each point P of a manifold has
a tangent space Tp attached to it at P. We can then picture a contravariant
vector oX = >.aea at a point as an arrow emanating from P: it is not something
in the manifold (like a curve is in the manifold) , but something attached to
it at P (like the tangent vectors to a surface). Although the tangent plane
to a surface at a point gives a useful way of viewing the tangent space of a
manifold at a point, this view can be misleading. An abstract manifold should
be regarded as a thing in itself: there is no higher-dimensional space in which
it and its tangent spaces are embedded.

To identify the basis vectors for covariant vectors , we proceed in a similar
way, but use gradient vectors rather than tangent vectors . The bth coordinate
can be regarded as a scalar field ¢ on M, by putting ¢ == xb . The gradient
of this scalar field has components 8a¢ = 8~. That is, all its components are
zero, except for the bth, which is equal to one. We therefore conclude that at
each point P of M the gradient of the bth coordinate (regarded as a scalar
field) is the bth basis vector eb for covariant vectors at P. These basis vectors
define the cotangent space Tp of M at P. What exactly is Tp and how is it
related to Tp? The short answer to both these questions is that Tp is the dual
of Tp, but this needs some explanation.

The tangent space Tp is a real N-dimensional vector space: the vectors in
it can be added and multiplied by scalars that are real, and any basis contains
N independent vectors (see, e.g., Halmos, 1974, for a detailed discussion) . The
set of real-valued functions that act linearly on a real N-dimensional vector
space V forms a related vector space V* , known as the dual of V, which also
has dimension N (see Halmos, 1974, Chap. I) . It is in this sense that the
cotangent space Tp is the dual of T» , The way in which a covariant vector /L
in Tp acts linearly on a contravariant vector oX in Tp is readily given in terms
of components:

(1.84)

The right-hand side is a real scalar quantity, and it is easily checked that

showing that /L acts linearly. If in equation (1.84) we use basis vectors , setting
/L = eb and oX = ee, we get

(1.85)

since (as remarked above) the ath component of eb is 8~ and the ath com­
ponent of ee is 8~. Equation (1.85) expresses the fact that {e''} , the basis of
Tp given by the gradients of coordinates, is the dual of {eel, the basis of T»
given by the tangents to coordinate curves (see Halmos, 1974, Chap. I, §15).

In Sections 1.1-1.5, we used the bases {e.} and {e j } as if they were al­
ternate bases for the same space , referring a given vector oX to one or the
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other, and distinguishing its components by referring to them as either con­
travariant or covariant. This practice is not really correct, though is common
in Euclidean space, and has its origins in confusing (or identifying'' ) Tp with
Tp. Euclidean space has an inner product , the usual dot product oX . /.l of
vector algebra . This inner produ ct allows us to associate a covariant vector
oX* in Tp with a given cont ravariant vector oX in Ti. , by saying that for all
vectors p in T»

oX*(p ) == oX · p. (1.86)

In terms of components, thi s amounts to saying that oX* has components Ai
given by gij Aj , where Aj are the components of oX. The confusion amounts to
identifying each oX in T» with its associated vector oX * in Tp, as determined
by equation (1.86). The confusion is excused by noting that when Cartesian
coordinates are used (as is often the case in Euclid ean space) gij = ISij , giv­
ing Ai = Ai , showing that the associated covariant vector oX* has the same
components as oX.

With the above remarks in mind , it is possible to "correct" the confused
statements in the Euclidean sect ions. For example, equat ion (1.17) should be
replaced by

ei(ej ) = IS]

and equation (1.19) should give the components Aj of the contravariant vector
oX by arguing t hat

In Figure 1.5 we drew the dual basis vectors [e"] and {eV
} as if they were

situated in the tangent plane to the surface; that is, as if they were con­
t ravariant vectors. We now appreciate that the vectors shown are act ually the
cont ravariant vectors whose associated covariant vectors are the dual basis
vectors [e"] and {eV

} .

T he final question posed in the opening paragraph concerned tensors: if a
tensor has components , then is t here a basis to which these components refer?
In particular , can we write a type (2, 0) tensor in the form

where {e ab} serves as a basis for th e space of type (2,0 ) tensors? The answer is
in the affirmative and the basis tensors are the N 2 tensor products (also known
as dyad products) e, ®eb of pairs of basis vectors ea and eb from T», The idea
of a tensor product is often introduced in an informal way, especially in texts
on classical mechanics.10 The more formal mathematical approach is to define
t he tensor product V ® W of two real vector spaces V and W as the space
of all real-valued bilinear functions act ing on t he Cart esian product V* x W *

gIt is confusion if done unwit t ingly, but identification if intentional.
lOSee, for example, Goldstein, Poole, and Satko, 2002, and Symon , 1971.
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of their dual spaces V* and W* . If we were to pursue this approach, then we
would recognize a type (2,0) tensor at a point P as belonging to Tp 181 Tp and
the basis tensor eab as being the bilinear function with the property that

where [e"} is the basis of Tp dual to the basis {ea } of Tp . See Section C.3
for more details.

In a similar way, we would recognize a type (0,2) tensor at a point P as
belonging to Tp181 Tp,and a type (1, 1) as belonging to Tp 181 Tp (or Tp181 Tp).
General tensors of type (r,s) at P belong to

Tp 181 Tp 181 ... 181 Tp 181 t; 181 r; 181 ... 181 tt ,
, 'V J , V J

r times s times

formed by taking repeated tensor products. These ideas are more fully devel­
oped in and Section CA of Appendix C.

Exercise 1.10

1. Go through Sections 1.1-1.5 to find every occurrence of a dot product
that should be more correctly written as a covariant vector acting on a
contravariant vector.

Problems 1

1. In Euclidean space, ellipsoidal coordinates (u, v , w) are defined by

x = ausinvcosw , y = businvsinw, z = cu cos v ,

where a, b,c are positive constants and 0 ::; u < 00, 0 < v < 7r and
o::; w < 27r.
(a) Describe the three families of coordinate surfaces.
(b) Obtain expressions for the natural basis vectors eu , ev , ew and the

dual basis vectors e", e", eW in terms of i, j , k.
(c) Verify that (in suffix notation) e i . ej = OJ.
(As a check on your answers, note that when a = b = c = 1 we have
spherical coordinates.)

2. Figure 1.6 shows the torus generated by revolving the circle (x-a)2+ z2 =
b2 (where a> b > 0) in the plane y = 0 about the z axis. Show that when
the angles Band ¢ are used as parameters (see figure) points on the torus
are given by

x=(a+bcosB)cos¢, y=(a+bcosB)sin¢, z=bsinB,
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z

Generating
circle with
center
at (a, 0, 0)
and radius b

x

Fig. 1.6. The torus generated by revolving a circle about the z axis.

y

with - 7f < e~ 7f and - 7f < ¢ ~ tt .

Obtain expressions for the natural basis vectors eo and e et> , and hence
obtain the metric tensor components g AB.

3. Show that if at a point P of a manifold the contravariant vector Aa is
nonzero, then it is possible to change to a new (pr imed) coordinat e system
in which >..a' = 6'1 at P. .
(Use matrix theory to show that if >..a =I- 0, then there exists a non-singular
matrix [JLb] such that >..bJLb = 6'1. Th en define a new coordinate system
about P using x a' = JL~xc . )

4. If T ab is a symmetric tensor and >..a a contravariant vector with th e prop­
erty that

r '" >..a + t '" >..b + T a b>..c = 0

for all a, b, c, deduce th at either T ab = 0 or Aa = O.
(Hint: If at the point in question >..a =I- 0, then we can introduce the special
coordinate syst em of Problem 3.)

5. Suppose that with each coordinate system about a point P of an N­
dimensional manifold there are associated N 2 numb ers Tab satisfying
Tab = Tba and it is known th at if >..a are the components of an arbit rary
contravariant vector at P, then the expression Tab>..a >..b is invariant under
a change of coordinates . Show that the numb ers Tab are the components
of a type (0, 2) tensor at P.

6. A type (0, 4) tensor Tabcd satisfies Tabcd>..aJLb>..cJLd = 0 for all cont ravariant
vectors Aa and JLa . Show that its components satisfy
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Tabcd + Tcbad + Tadeb + Tcdab = O.

7. Let Xi be a system of Cartesian coordinates in Euclidean space , and let
Xi' be a new system whose axes are obtained by rotating those of the
unprimed system about its x 3 axis through an angle () in the positive
sense.
(a) Show that at each point of space the new basis vectors are given in

terms of the old basis vectors by

What are the transformation matrices [X;'J and [X} ]?
(b) Recall that , for a rigid body having one of its points fixed at the origin

0 , its angular momentum Li about 0 can be expressed as Li = IJw j ,

where IJ is the inertia tenso r of the body about 0 and wi is its angular
momentum (all regarded as tensors at 0) . Find [Li] when

[
0 0 0]

[IJ ]= 0 m 0
00 m

(c) Transform the components to find IJ:, wi ' , and Li' relative to the new

coordinate system , and check that Li ' = IJ:wj'.

8. In special relativity the change of coordinates XiI' = A~' x" , where

[

cosh ¢ - sinh ¢ 00]
[
AII' ] = - sinh ¢ cosh ¢ 0 0

V a a 10
o 0 01

(f-l ,v = 0,1 ,2 ,3) gives a boost in the Xl direction. Show that the corre­
sponding matrix [A~,1 for th e inverse transformation is given by substi­
tuting -¢ for ¢ in the matrix for [A~'l . Deduce that if g/lV = TJlw , th en
after the boost is applied we have g/l'V' = TJ/lV , showing that a boost does
not change this special form of the metric-tensor components .
(Here, as usual , [TJ/lv] = diag(I , -1 , -1 , -1) . See Sees. A.O and A.I of
Appendix A.)

9. Show th at if the metric tensor gab is positive definite , then it is possible
to transform to a new (primed) coordinate system such that , at a given
point P, ga 'b' = t5ab.

(We know from matrix th eory that if G is a positive definite matrix, then
th ere exists a nonsingular matrix P such that p T GP = I .)

10. Show that if at a point P of spacetime th e nonzero vector ).,/l is orthogonal
to:
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(a) a timelike vector til , then All is spacelike;

(b) a null vector nil , then All is either spacelike or proportional to nil ;

(c) a spacelike vector sJ-L , then All may be either timelike, null, or spacelike.

(You can assume that it is possible to introduce a coordinate system such
that gJ-LV = 1]llv at P, where [1]IlV] = diag(l , -1 , - 1, - 1), and that there is
then no loss of generality in taking t il = <5b, nJ-L = <5b + <5i , and Sll = <5i.)

11. In Appendix A, we reviewed special relativity using coordinates and com­
ponents, but not basis vectors. However , given a system of coordinates
(t,x , y,z), we can infer the existence of a basis {et ,ex,ey,ez } at each
point of spacetime, where each basis vector is tangential to the corre­
sponding coordinate curve, as explained in Section 1.10. Using this idea,
give expressions for the basis vectors et', ex" ey" ez , in terms of the basis
vectors et , ex , ey, ez , where the primed coordinat es and unprim ed coordi­
nat es are related by the boost (A.12).
If e t and ex are drawn as vertical and horizontal vectors (as in a regular
spacetime diagram), what are the directions of e t' and ex' ? Give a sketch
which shows how the primed vectors are "squashed up" for v > 0, but are
"opened out" for v < o.
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The spacetime of general relativity and paths
of particles

2.0 Introduction

Einstein 's general theory of relat ivity postulat es th at gravitat ional effects may
be explained by th e curvat ure of spacetim e (modeled by a four-dim ensional
pseudo-Riemanni an manifold) and that gravity should not be regarded as a
force in the conventional sense. To get a preliminary idea of what is involved,
we shall follow the pract ice of a number of aut hors! and consider ants crawling
over a curved surface, namely the skin of an apple.

Suppose t hen that an ant wishes to follow a straight path on the apple's
skin. Th e stra ight est path it could tak e would be achieved by its making its
left-hand paces equal to its right-hand ones. This would clearly generate a
st raight-line path if it were crawling on a plane, so it is natural to adopt a
path generat ed on a curved surface in t his way as the analog of a straight
line. These paths are called geodesics. If the ant had inky feet , so that it left
footprints, then making cuts along the left-hand and right-hand tracks would
yield a thin strip of peel which could be removed. If this thin st rip were laid
flat on a plane it would be st raight , confirming that a geodesic, as we have
defined it , is the analog of a st raight line.

Suppose now t hat we have several ants crawling over the apple (without
colliding) and each follows a geodesic path, leaving a record of its progress
on the apple's skin. (A single track rather than a double one: ink on the t ip
of its abdomen, rather t han inky feet .) If we concentrate on a portion of the
appl e's skin which is so small that it may be considered fiat , then th e tracks
of th e ant s would appear as st raight lines on thi s "flat" portion (see Fig. 2.1).
If, however, we take a larger view of things, then the picture is different.
For example, suppose two ants leave from nearby points on a start ing line at
the same tim e, and move with the same const ant speed, following geodesics
which are initi ally perpendicular to the start ing line (see Fig. 2.2). Th eir paths

1 Not ably Misner , Thorn e, and Wh eeler , on whose well-known illustration our
Fig . 2.1 is based . See Misner , Thorn e, and Wh eeler , 1973, §l. l.
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---

Fig. 2.1. Small portions of an apple's skin may be regarded as flat .

would init ially be parallel, but because of the curvature of the apple's skin ,
they would st art to converge. That is, their separation d does not remain
constant . More generally, we can see that the relative accelerat ion of ants
which follow neighboring geodesics with constant (but not necessarily equal)
speeds is non-zero , if the surface over which they are crawling is curved. In this
way, curvature may be detected implicitly by what is called geodesic deviation.

Initially
parallel

t~
d Converging

~~

Fig. 2.2 . Converging geodesics on an apple's skin.

An apple is not a perfect sphere: there is a dimple caused by the stalk.
Should an ant pass near the stalk its geodesic path would suffer a marked
deflection, like that of a comet passing near the Sun, and it would look as if
the stalk at t racted the ant . However, this is not the correct interpretation.
The stalk modifies the curvat ure of the appl e's skin in its vicinity, and this
produces geodesics which give the effect of an at t ract ion by the st alk.

This allegory may be interpreted in the following way. Th e curved surface
which is the apple's skin represents the curved spacetime of Einstein's general
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theory, which bears the same relation to the flat spacetime of the special
theory as does the apple 's skin to a plane . Free particles (i.e., those moving
under gravity alone , gravity no longer being a force) follow the straightest
paths or geodesics in the curved spacetime, just as the ants follow geodesics
on the apple's skin. Locally the spacetime of the general theory is like that of
the special theory,2 but on a larger view it is curved , and this curvature may
be detected implicitly by means of geodesic deviation, just as the curvature of
the apple's skin may be detected by noting the convergence of neighboring
geodesics. The way in which the dimple around the stalk gives the impression
of attraction corresponds to the fact that massive bodies modify the curvature
of spacetime in their vicinity, and this modification affects the geodesics in
such a way as to give the impression that free particles are acted on by a force,
whereas in actual fact they are following the straightest paths in the curved
spacetime.

Given that Einstein's general theory does not involve the idea of gravity as
a force, how does the gravitational "force" that is a feature of the Newtonian
theory arise? We remarked in the Introduction that in a local inertial frame (a
freely falling, nonrotating reference system occupying a small region of space­
time) the laws of physics are those of special relativity, and in particular free
particles (those moving under gravity alone) follow straight-line paths with
constant speed, so for these frames there is no acceleration and consequently
no "force." When discussing gravity in Newtonian terms, it is customary to
insist that the frame used is nonrotating (so there are no centrifugal or Cori­
olis "forces"), but one does not normally use a frame that is freely falling,
and it is this use of nonfreely falling frames that gives rise to gravitational
forces. Just as the fictitious forces associated with rotation (the centrifugal
and the Coriolis forces) can be transformed away (locally) by changing to a
nonrotating frame , so can the fictitious force of gravity be transformed away
by changing to a freely falling frame .

Newton's theory of gravity is nonrelativistic and uses a model for spacetime
that combines three-dimensional Euclidean space with one-dimensional time.
Getting the Newtonian theory as an approximation to Einstein's general the­
ory of relativity therefore involves two things: passing from a relativistic to a
nonrelativistic way of looking at things and interpreting the effects of the cur­
vature of spacetime in the setting of three-dimensional Euclidean space plus
one-dimensional time. The whole process is quite complicated, but is essen­
tial for a proper understanding of the relationship between Einstein's theory
and the Newtonian theory. We shall perform this approximation later in this
chapter and establish various .points of contact between the two theories.

Before we can do this , we must explain how our model for spacetime
can handle the paths of particles by including the handling of geodesics as
part of our mathematical repertoire. The mathematics of geodesics is covered
in the next few sections, along with the related concepts of parallelism and

2Compare remarks made in the Introduction.
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absolute and covariant differenti ation, needed for our discussion of curvature
in Chapter 3. Note that in the present chapter we are concerned only with the
motion of particles in a given spacetime: they are test particles responding to a
given gravitat ional field. How that field arises is answered in the next chapter ,
where we relate the curvature of spacetime to the sources of the gravitat ional
field.

Exercise 2.0

1. Ant s follow geodesics on a surface which is an infinite cylinder (i.e., the
outside of an infinitely long straight pipe).
Do the geodesics deviate?
By considering only the paths of itself and its neighbors , can an ant decide
whether it is on a cylinder or a plane?

2.1 Geodesics

A geodesic in Euclidean space is simply a st raight line, which can be char­
acte rized as the shortest curve between two points. Such a characterization
could be extended to a geodesic in a manifold , where the metric tensor field
gives us the length of a curve via the integral (1.82). However, this approach
to geodesics presents some technical difficulties, particularly when the metric
tensor field is indefinite (as in the spacet ime of general relativity) , since in that
case we can have curves (or parts of curves) that have zero length. We there­
fore adopt another characterization of a straight line, namely its straightness,
and use thi s as a guide to defining geodesics in a manifold .

What makes a straight line straight is the fact that its tangent vectors all
point in the same direction. If we use the arc-lengt h s measured from some
base point on the line as a parameter , then the tangent vectors A == r( s)
have constant length (as they are unit vectors: see Exercise 1.3.3), so we can
express the fact t hat they have constant direction by stat ing that

dA /ds = O. (2.1)

(2.2)

Let us see what form this equation takes when we use arbitrary coordinates
ui and the related natural basis {ed.

Putting A = Aiei and using dots to denote differentiation with respect to
s give

Now
e, = oje(u,J

and in general the vector fields Ojei are nonzero. At each point of space , we
can refer Ojei to the basis {ei}, so that
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which gives rise to 27 quantities ri~ defined at each point of space. After some
manipulation and relabeling of dummy suffixes we then get

(2.3)

from equation (2.2). Since N = ui = duijds , we see that the components
du i j ds of the tangent vector to the straight line satisfy

(2.4)

For this last equation to have any meaning, we must obtain an expression for
rJk in terms of known quantities.

We start by noting that''

so that ri~ek = rj~ek' Forming the dot product with e1 then gives the sym­
metry property

I Tij = TYi ' I

We then use gij = e, . ej to get

So
fhgij = r[kgmj + r;'kgim .

Relabeling suffixes we have

and

(2.5)

(2.6)

(2.7)

(2.8)

Subtracting equation (2.8) from the sum of equations (2.6) and (2.7), and
using the symmetry of both rtl and gij give

2r;::gmj = fh9ij +Oigjk - Ojgki .

Contracting with ~glj then gives

3Provided that we can change the order of partial differentiation , which is cer­
tainly the case if the coordinate functions x(ui

) , y(ui
) , z(ui

) have continuous second
partial derivatives.
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(2.9)

Equation (2.4), with r;k given by equation (2.9) is the geodesic equation for
Euclidean space .

If we use a general parameter t to parameterize the straight line, then
the geodesic equation has a more complicated form. However, for parameters
related to the arc-length s by an equation of the form

t = As+B, (2.10)

(2.11)

where A, B are constants (A i= 0), the geodesic equation has basically the
same form as when s is used:

d2u i . duj duk

dt 2 +T]kdtdt = O.

(See Exercise 2.1.1 for a justification of these claims.) These privileged para­
meters for which the geodesic equation has the form (2.11) (with T;k given
by equation (2.9)) are known as affine parameters. For an affine parameter,
ds/dt is constant, so one is taken along the geodesic at a constant sort ofrate.
(If we think of t as time, then the geodesic is traversed at constant speed.)

Equation (2.11) represents a system of second-order differential equa­
tions whose general solution ui(t) gives the geodesics of Euclidean space (Le.,
straight lines) in whatever coordinate system we happen to be using. To ob­
tain a particular solution, six conditions are needed . These might take the
form of specifying a starting point and a starting direction, or of specifying a
starting point and an ending point for the geodesic .

Using the above ideas as a guide, we can define an affinely parameterized
geodesic in an N-dimensional Riemannian or pseudo-Riemannian manifold as
a curve given by xa (u) satisfying"

(2.12)

where the N 3 quantities Tl:c are given by

(2.13)

These quantities are known as connection coefficients" and , like their three­
dimensional Euclidean counterparts, they satisfy the symmetry relation

"Note the change of notation from ui for coordinates and t for parameter in
three-dimensional Euclidean space to x a for coordinates and u for parameter in an
N-dimensional manifold.

5The reason for this terminology is given in the next section.
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as is clear from their defining equation. It can be shown that in moving along
an affinely parameterized geodesic, the length of the tangent vector xa ==
dx" j du remains constant (see Exercise 2.1.2), and it follows that if the geodesic
is not null (which could be the case with an indefinite metric tensor field) ,
then the affine parameter is relat ed to the arc-length s by an equati on of the
form

u = As+ B , (2.15)

where A, B are constants (A -I 0) (see Exercise 2.1.3). If t he metri c tensor
field is indefinite, then we can have affinely parameterized null geodesics whose
tangent vectors xa satisfy gabxax b = 0 and for which the arc-length s cannot
be used as a param eter.

Example 2.1.1
In this example we show that , of all the circles of lati tude on a sphere, only

the equat or is a geodesic. We take the radius of the sphere to be a, and use
u1 = 8 and u2 = ¢ (borrowed from spherical coordinates) as parameters.

Fig. 2.3. A circle of lati tude on a sp here .

The figure shows the circle of latitude given by 8 = 80 . Since its radius is
a sin 80 , we can parameterize it by saying that

u1 == 8 = 80 , u2 == ¢ = (as in 80 ) - l s ,

where s is the arc-length measured round from the point where ¢ = O. So (for
A = 1,2)

A i'A s A · A 1 A
U = eO ul + - '-e-82 ' u = -'-ll-82 ,

a Sill a a Sill vo

so, for the geodesic equation to be satisfied, we need

and uA = 0,
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·· A A · B · C 1 AU + rBCU U = 0 + 2 . 2 r22= O.
a sin 00

From Exercise 2.1.5 we have that the only nonzero connect ion coefficients are

r.J2 = - sin 0cos 0, r?2 = ril = cot 0,

so equat ion (2.16) is satisfied for A = 2 (as ri2 = 0) , while for A = 1 it gives
- cot 00 / a2 = 0, which is satisfied only if 00 = 1r/ 2. So, of all the circles of
latitude, only the equator is a geodesic.

In order to obtain the parametric equations xa = xa (u) of an affinely para­
meterized geodesic, we must solve the system of differenti al equations (2.12) .
These equations are second-order , and require 2N condit ions to determine a
unique solution. Suit able conditions are given by specifying the coordinates xg
of some point on the geodesic, and the components xgof the tangent vector
at that point. Bearing in mind the equations (2.13) which define the rtc' it
would seem to be a complicated procedure just to set up the geodesic equa­
tions, let alone solve them. Fortunat ely the equations may be generated by a
very neat procedure which also produces the rt:e as a spin-off.

Consider the Lagrangian L(xC,xC) == ~gab(Xc)xaxb , which we regard as a
function of2N independent variables XC and XC. The Euler-Lagrange equations
for a Lagrangian are the equations

d( &L) &L _0
du &x c - ax c - ,

(2.17)

and for the given Lagrangian these reduce to the geodesic equat ions (in co­
variant rather than contravariant form) , as we now show.

Differenti ating the Lagrangian we have

aLl 5a .b 1 . a5b .b
axc = 2gab cX + 2gabx C = gcbx

and

so equations (2.17) are

or

But

so we have
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..b 1(8 8 8 ) .a'b 0gcbX + 2 agcb + bgca - cgab X X = .

That is, t he Euler- Lagrange equat ions reduce to

..b r ·a ·b 0gcbx + cabX X = ,

where r cab == ~(8agcb + 8bgca - 8cgab) and raising c gives

..c + r c . a ' b - 0X abX X - ,

(2.18)

(2.19)

which are the equations of an affinely parameterized geodesic.
Those familiar with the calculus of variations or Lagrangian mechanics

will know that the Euler-Lagrange equations give the solut ion to the prob­
lem of finding th e curve (with fixed endpoints) which ext remizes the integral
rU2 L (x C, X C) duoWhile there is some connect ion with the characterizat ion ofJ U 1

a geodesic as an extremal of length , it should be noted that the integral in-
volved does not give the length of t he curve. For reasons stated earlier, we shall
not pursue thi s approach any further, but simply regard the Euler- Lagrange
equations as a useful device for generating the geodesic equations and the
connect ion coefficients which may be extracted from them.

Demonstratin g the equivalence of the geodesic and the Euler- Lagrange
equations allows us to make a useful observation. If gab does not depend on
some par ticular coordinate x d , say, then equation (2.17) shows that

d~ ( g~) = 0,

which implies that 8 L j8x d is constant along an affinely parameterized geo­
desic. But 8 L j8xd = 9dbXb , so we then have that Pd == gdbxb is constant along
an affinely parameterized geodesic. The situation is exact ly the same as in
Lagrangian mechanics where, if the Lagrangian does not contain a par ticu­
lar genera lized coordinate, t hen t he corresponding genera lized moment um is
conserved, and borrowing a term from mechanics we call a coordinate which
is absent from gab cycli c or ignorable.6 Being able to say t hat Pd = constant
whenever x d is cyclic gives us immediate integrals of the geodesic equations,
which help with their solut ion. An example should make some of th ese ideas
clear .

Example 2.1.2
Th e Robertson-Walker line element is used in cosmology (see Chap. 6). It is

defined by

gJ1."dx J1. dx" == de - (R(t)) '2 ((1 - kr 2
) - 1dr2 + r2d(P + r2 sin2 edq} ) ,

where u , v = 0, 1, 2, 3 (our usual notation for spacetimes), k is a constant , and
x O == t, X l == r , x 2 == e, x 3 == cP.

6See, for example, Goldst ein , Poole, and Safko , 2002, §2- 6, or Symon, 1971, §9-6.
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So the Lagrangian is

ur,X
Cl

) = ~ {i 2 - (R(t))2 ((1 - kr2)
-lr

2 + r202+ r2sin2 e J>2) } ,

where dots denote differentiation with respect to an affine parameter u. Partial
differentiation gives

oLjoi = i,

oLjor = -R2(1 - kr2)-lr ,

oLjoO = -R2r20,

oLjoJ> = _R2r2sin2 eJ>,

oLjot = - RR'[(l - kr2)-lr2+ r202+ r2sin2 0 J>2]

(where R' = dRjdt),

oLjor = -R2(1- kr2)-2krr2 - R2riP - R2rsin2eJ>2,

oLjoe = -R2r2sinecosOJ>2,

oLjo<jJ = 0.

Substitution of these derivatives in the Euler-Lagrange equations (2.17) gives

t" + RR'[(l - krZ) -lr2 + r2e2 + r2 sin20 ¢2] = 0,

- RZ(1 - kr2)-lr - 2RR'(1 - kr2)-lir

- RZ(1 - krZ)-ZkrrZ+ R2rOZ+ R2rsinz OJ>2 = 0,

- R2r2jj - 2RR'rziO - 2RzrrO + RZrz sinO cosO¢z = 0,

- RZrz sin2 0 ¢ - 2RR'r2 sinz0 i¢

- 2Rzr sinz e rJ> - 2Rzrz sin e cos e OJ> = 0.

The above comprise the covariant version of the geodesic equations, as
given by equation (2.18) . Because [gJlvl is diagonal , it is a simple matter to
obtain the contravariant form of the geodesic equations (as given by equa­
tion (2.19)). All we have to do is to divide each equation as necessary, so as
to make the coefficients of t', r, jj and ¢ equal to one. We thus arrive at the
geodesic equations for the Robertson-Walker spacetime in standard form:

{+ RR'[(l - kr2)-lr2 + r202 + rZsin2 e J>2] = 0,

r + 2R'R-lir + kr(l - kr2)-lr2

- r(l - krZ)02 - r(l - kr2)sin2 e J>2 = 0, (2.20)

jj + 2R'tt:' io + 2r- 1rO - sin 0 cos 0 J>2 = 0,

¢ + 2R'R-liJ> + 2r- lrJ> + 2 cot 0 OJ> = 0.
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Comparing these with equations (2.19) allows us to pick out the connection
coefficients . These are zero except for the following:

rPl = RR' / (1 - kr2
) ,

r61 = R'/R ,

r62 = R' /R,

rJ3= R' /R ,

r12 = l/r,

r{3= l/r,

n.= - sin () cos () ,

Note, for example, that in the second geodesic equation 2R'R- 1if includes
two terms of the sum r~vxl'xV , namely r61Xoxl and rlox1xO, and one must
remember to halve the multipliers of the cross te rms xl'XV(J.L i= v) when
extract ing the connection coefficients from the geodesic equat ions.

Note also th at in the example above ¢ is a cyclic coordinate, so one may say
immediately that eJL/8¢> is const ant; th at is, R2r 2 sin2

() ¢> = A. Differenti ation
with respect to u results in th e last geodesic equation, showing th at we do
indeed have an integral.

Exercises 2.1

1. Show that if a general parameter t = f (s) is used to parameterize a
straight line in Euclidean space, then th e geodesic equation takes the
form

d2ui . du j duk dui

dt2 + r ]kdtdt = h(s)dt '

d
2t

(dt) -2
where h(s) = - ds2 ds

Deduce t hat this reduces to the simple form (2.11) if, and only if, t =
As + B , where A, B are constants (A i= 0).

2. The aim of this exercise is to show that t he length L of t he tangent vector
xa to an affinely parameterized geodesic is constant.
(a) Start by arguing th at ±L2 = gabxaxb.
(b) Differenti at e this equation to obt ain an expression for ±2L£ in terms

of the quantities gab, gab, xa, and xa.
(c) Put gab = 8cgabx C and use th e geodesic equation (2.12) to express t he

second derivatives xa in te rms of the connect ion coefficients rtcand
the first derivatives xa .

(d) Then use equat ion (2.13) to express the rtc in terms of the met ric
tensor component s and th eir derivati ves.
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(e) Simplify to obt ain 2LL = 0, from which it follows th at L = 0 and L
is constant .

(See Exercise 2.3.4 for a much shorter derivation of this result .)

3. Use the result of Exercise 2 to show th at , for a non-null geodesic affinely
parameterized by u, u = As + B, where A, B are constants (A :f- 0).

4. Show that for any geodesic (non-null or null) any two affine parameters u
and u' are relat ed by an equation of the form u' = Au + B , where A, B
are constants with A :f- O.

5. Use th e result of Exercise 1.6.2(a) to show that , for a sphere of radius
a parameterized in the usual way by u1 == e, u2 == ¢ (borrowed from
spherical coordinates), t he metric tensor components are given by

Deduce that th e only nonzero connection coefficients are

r i2= - sin e cos e , rf2= r il = cot e .

6. Show that all lines of longitude on a sphere (curves given by ¢ = constant )
are geodesics.

7. In a Robert son-Walker spacetime, a coordinate curve for which r , e, ¢
are constant and t varies is given by

where ro , eo, ¢o are constants and u is a parameter. Verify that all such
coordinate curves are geodesics affinely parameterized by u.

(See Example 2.1.2 for th e connect ion coefficients for a Robertson-Walker
spacetime.)

2.2 Parallel vectors along a curve

Our way of characterizing a straight line in Euclidean space and (by extension)
a geodesic in a manifold is relat ed to the idea of parallelly transporting a vector
along a curve.

Let v be a curve in three-dimensional Euclidean space given parametri cally
by ui (t) and let Po with parameter to be some initial point on ., where we
give a vector Ao. We can think of transporting Ao along v without any change
to its length or direction so as to obtain a parallel vector A(t) at each point
of ., (see Fig. 2.4). The result is a parallel fi eld of vectors alonq -» genera ted
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Fig. 2.4. A parallel field of vectors generated by parallel t ransport.

by th e parallel transport of Ao along , . Since there is no change in th e length
or direction of A(t) along " it sat isfies the differential equation

dA/dt = 0, (2.21)

for which A(to) = Ao is the initi al condition. If we work on equation (2.21)
like we did on equat ion (2.1), th en we can deduce from an equation like equa­
t ion (2.3) th at the components Ai of the transported vector satisfy

(2.22)

where the connect ion coefficients are given by equation (2.9).
Equation (2.22) is the component version of the equation for parallelly

transportin g a vector along a curve in Euclidean space. Its generalizat ion for
the parallel transp ort of a contravariant vector Aa along a curve , in an N ­
dimensional manifold with met ric tensor field gab is clearly

(2.23)

where the connect ion coefficients are given by equation (2.13) and xa is the
tangent vector arisin g from the par ameterization xa (u) of,. We now see that
our definition of an affinely parameterized geodesic in the previous section
amounts to saying that it is a curve characterized by the fact that its tangent
vectors xa form a parall el field of vectors along itself.

Parall el transport along curves in a curved manifold is significantly differ­
ent from th at along curves in flat Euclidean space in that it is path-dependent:
th e vector obtained by transporting a given vector from a point P to a re­
mote point Q depends on the route ta ken from P to Q. This path dependence
also shows up in transport ing a vector around a closed loop, where on re­
t urning to the start ing point the direction of the transported vector is (in
genera l) different from the vector's initial direct ion. This path dependence
can be demonstr ated on a curved surface, in both pract ical and mathematical
terms .
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In Appendix B we describe the construction of a machine that gives a
practical means of transporting a vector parallelly along a curve on a surface.
It is a small two-wheeled vehicle carrying a pointer (which represents the
vector) equipped with some rather clever gearing that receives input from the
two wheels and outputs adjustments to the direction of the pointer. These
adjustments ensure that the pointer is parallelly transported along the path
taken by the vehicle. If we were to take this parallel transporter for walks on
various surfaces , we would confirm that, for a curved surface , parallel transport
is (in general) path-dependent, while, for a plane, it is path-independent. We
would also observe that on completing a closed loop on a curved surface, the
final direction of the pointer is (in general) different from its initial direction.
The following example illustrates in mathematical terms this phenomenon for
curves on a sphere .

Example 2.2.1
Consider a sphere of radius a, coordinatized in the usual way using u l == e,

Fig. 2.5. Parallel transport around a circle of latitude.

u2 == 4>, where e, 4> are polar angles borrowed from spherical coordinates, with
o::; e ::; 7f and (for convenience) 0 ::; 4> ::; 27f. Then

and the only nonzero connection coefficients are

ri2 = - sin ecose, rf2 = ril = cot e
(see Exercise 2.1.5). Let us transport a vector oX parallelly around the circle
of latitude, given by e= eo (eo = const), starting and ending at the point
Po where 4> = 0 or 27f (see Fig. 2.5). The circle is given parametrically by
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SO itA = (jt and the equation for parallel transport becomes >,A + r fl2).B = 0,
which is equivalent to the pair

{
>, 1 - s~n 00 cos ( 0 ). 2 = 0

).2 + cot ( 0 ). 1 = 0 .
(2.24)

Suppose init ially that A is a unit vector whose direction makes an angle a
east of sout h. Then

(2.25)

as may be checked by notin g that t hese must sat isfy

where SA =: a- I (jf is t he sout h-point ing unit vector at Po.
We have an initial-value problem comprising the pair of equations (2.24)

with initial conditions (2.25). Its solut ion is

{

). I = a-I cos(a - wt)
).2 = (asin Oo)-1sin(a - wt) , (2.26)

where w = cos 00 , as may be checked (see Exercise 2.2.1). On completing t he
circuit of " the vector obtained by parallel transport has components

{
). I (27r) = a-I cos(a - 27l'w)
).2(27l') = (a sin Oo)- 1sin(a - 27rw) .

We see that gAB).A(27l') .B(27l') = 1, so ).A(27l' ) is a unit vector (as it should
be), but its direction is not that of the initial vector ).A(O) (unless w happens
to be zero, as on the equator). Not ing that

gAB).A(O).B(27l' ) = cosacos(a - 27l'w) + sinasin(a - 27l'w)

= cos(a - (a - 27l'w))

= cos 27l'w,

we see t hat th e final vector makes an angle of 27l'W with th e initial vector ,
where w =: cos 00 . For example, for 00 = 850 the vector has twisted through
31.40

, whereas for 00 = 50 (near t he Nort h Pole) the angle between the final
and init ial vectors is 1.40

.

T he above example can be used to illust rate two further points concern ing
par allel transport . The first of these is that if th e curve along which the vector
is t ransported is a geodesic , then the angle between th e transported vector
and the tangent to the geodesic remains constant. Th is is clearly the case



68 2 The spacetime of general relativity and paths of particles

when the geodesic is a straight line in Euclidean space and we shall obtain it
as a general result for a manifold in the next section. The verification of this
result for the sphere is left as an exercise for the reader (see Exercise 2.2.3) .

The second point concerns transporting a vector parallelly around a closed
curve that is "small." If in the example above eo is small, then 'Y is a small
circle about the North Pole, w == cos eo ~ 1 and the angle between the initial
direction and the final direction is approximately 27r , which amounts to a
negligible discrepancy between the initial and final vectors. This illustrates
the fact that , by sticking to a small portion of a curved surface, we tend
not to pick up its curvature by parallel transport around a closed curve. 7

Locally the surface behaves much as if it were fiat, and experimentation over
an extended region gives us a better chance of detecting curvature. The same
is true for manifolds in general.

The connection coefficients rb~ are said to define a connection on the mani­
fold. The reason for this kind of terminology is because it provides us with a
connection between tangent spaces at different points of a manifold, enabling
us to associate a vector in the tangent space at one point with the vector
parallel to it at another point. For widely separated points, this association
depends on the path used to connect the points, but for neighboring points
(separated by small coordinate differences) the association is unique (up to
first order in the small coordinate differences), as we now go on to show.

Suppose that P with coordinates xa and Q with coordinates xa + bxa are
nearby points. Let 'Y be any parameterized curve through P and Q, with P
having parameter u and Q having parameter u + Su, and let ,Xa == Aa + bAa
be the vector at Q parallel to a given vector Aa at P. Since the vector at Q
is obtained by the parallel transport of Aa at P along the short piece of curve
from P to Q, we have that

bAa ~ dA
a

bu
du '

where (from equation (2.23)) dAajdu = -rtcAbdxc jdu, which gives

5,a ~ Aa _ Fb
a A

bdxc
,su~ Aa - Fb

a Ab,sxc
c du c '

(2.27)

So to first order in ,sxa, we have a linear mapping from the the tangent space
Tp to the tangent space TQ in which the vector at P with components Aa is
mapped into the parallel vector at Q with components 5,a = AbA'. where

(2.28)

We shall make use of this mapping in the next section when defining absolute
and covariant differentiation.

In adopting equation (2.23) as the equation defining the parallel transport of
a contravariant vector along a curve in a manifold, we completely ignored the

7This is because it is a second-order effect . See Sec. 3.3.
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question of coordinate independence. If we were to use a primed coordinate
syst em and perform parallel t ra nsport by having Aa' satisfy

(2.29)

where
(2.30)

would we get the same parallel field of vectors along the curve? We can answer
thi s question in an indirect sort of way by showing that (to first order in small
coordinate differences) the mapping from Tp to TQ given by equat ion (2.27)
does not depend on the coordinate system used. Thu s we need to show that
if

then
;\a' (X~')Q = ;\e ,

where (X~' ) Q denotes axe/ ax a' evaluated at Q. In terms of values at P, we
can say th at (to first order)

(X~')Q = X~, + X:i'a,oxd' ,

where X :i'a' = a2xe/ ax d' ax a', so we need to show that

(Aa' - rb-~,>Y oxe' )(x~, + X :f'a, oxd' ) = Ae - r JgA f OXg.

But Aa'X~, = Ae , so (to first order) the above condit ion reduces to

e \ a' I: d' a' X e \ b' I: e' _ r e \ f I: 9X d'a"" uX - r b'e' aU" uX - - IgA uX ,

which is equivalent to

( r a ' r d xsxt.x« X d x a' )xe \b' l: e' - 01b'e' - fg d b' c' - c' b' d a'A uX - , (2.31)

since X£Ab' = Af and (to first order) x~,oxe' = Oxg. Using the defining equa­
tions (2.13) and (2.30), we can show that the connection coefficients t ransform
according to

(2.32)

(see Exercise 2.2.4), so condit ion (2.31) is satisfied and th e coordinate inde­
pendence of parallel tra nsport is established. (See Exercise 2.2.6 for a more
direct way of establishing thi s result. ) Since we can express the definition of
a geodesic in te rms of parallel transport , it follows th at this definition is also
coordinate-independent.

We finish this sect ion by establishing a few formul ae involving the connectio n
coeffic ients r b

a
e and the related quantities r abe defined by
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(2.33)

The traditional names for rabe and rtc are Christoffel symbols of the first and
second kinds, respectively, and the notation rabe == [be, a], rte == {te} is often
used, especially in older texts.

From equation (2.13) we see that

,.,a ad r-
1 be = 9 1 dbc

and a short calculation shows that

Adding r bae to rabe gives

(2.34)

(2.35)

(2.36)

allowing us to express the partial derivatives of the metric tensor components
in terms of the connection coefficients. If we denote the value of the determi­
nant Igabl by g, then the cofactor of gab in this determinant is ggab. (Note that
9 is not a scalar: changing coordinates changes the value of 9 at any point .) It
follows that oeg = (Oegab)ggab , so from equations (2.36) and (2.34) we have

oeg = ggab(rabe + r bae) = g(rie + r::J = 2gr::e·

So the contraction r::b of the connection coefficients is given by

T": - 1 - 1 >:l _ 1>:l I I Iab -"2g ubg - "2Ub n 9 , (2.37)

the modulus signs being needed as 9 is not necessarily positive in the indefinite
case. Alternative expressions are

(2.38)

Exercises 2.2

1. Verify that the initial-value problem comprising the pair of equations
(2.24) with initial conditions (2.25) has a solution given by equations
(2.26).

2. For what circle(s) oflatitude is the final direction of th e transported vector
in Example 2.2.1 exactly opposite to that of the initial direction?
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3. Noting the result of Example 2.1.1, verify that for parallel transport along
a geodesic the angle between the transported vector of Example 2.2.1 and
the tangent to the geodesic is constant.

4. Verify that the connection coefficients transform according to equation
(2.32) .

5. Show that an alternative form for the transformation formula (2.32) is

rva' _ r d X a'X e x'. X e x'. Xa'
Lb'c' - ef d b' c' - b' c' e] : (2.39)

6. By transforming the left-hand side of equation (2.23) to a primed coordi­
nate system, show that this defining equation for the parallel transport of
a contravariant vector along a curve is coordinate-independent.

2.3 Absolute and covariant differentiation

In this section, we turn our attention to the effect of differentiation on tensor
fields on a manifold M. Initially we shall consider fields defined along a curve,
rather than throughout a region U or throughout the whole manifold M. Here
we can regard the components of the field as functions of the parameter u used
to label points on the curve, and we can consider their derivatives with respect
to u. As we shall see, these derivatives are not the components of a tensor,
which may come as a surprise to those used to differentiating the velocity com­
ponents of a particle with respect to time t (which acts as a parameter along
the particle's path) to obtain its acceleration. To make differentiation respect
the tensor character of fields it needs to be modified , which, for differentiation
along curves, leads to the idea of the absolute derivative. Having made this
modification for fields along curves , we shall then go on to consider tensor
fields defined throughout a region covered by a coordinate system, where the
components can be regarded as functions of the coordinates. For these there is
a corresponding modification of partial differentiation, called covariant differ­
entiation, which is defined so that it respects tensor character. Both absolute
and covariant differentiation depend on the notion of parallelism introduced in
the previous section. These ideas play a crucial role in the formulation of the
general theory of relativity and , because of this, this section and the following
one are particularly important .

Suppose that we have a vector field Aa (u) defined along a curve 'Y given
parametrically by x a (u) . As we remarked above , the N quantities dAa / du are
not the components of a vector. To see this we use another (primed) coordinate
system and look at the corresponding primed quantities dAa' /du to see how
they are related to the unprimed quantities dAa / du . These primed quantities
are given by

(2.40)
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and the term involving xg~ == [Pxa'/ 8x b8x c would be absent if the dAa/ du
were the components of a vector. The reason for the presence of this te rm is
tha t in the defining equation

(2.41)

we take differences of component s at different points of " and here is the origin
of our problem. Because in general the t ransformat ion coefficients depend on
position, we have (xg')u -=J (Xg')u+c5u, which means that these differences in
components are not the components of a vector (at either of the points in
question) . In the limit the difference between (xg ') u and (xg')u+c5u shows
up as xg~ . For differentiation to yield a vector, we must t ake component
differences at t he same poin t of " and we can do this by exploiting the notion
of parallelism introduced in the previous sect ion.

Let P be t he point on , with parameter value u and Q be a neighboring
point with parameter value u +Su. Then Aa(u +ou) is a vector at Q, as is the
vector 5.a obtained by the parallel transport of Aa (u) at P to Q. The difference
Aa(u+ou) - 5.a is then a vector at Q, and so is t he quot ient (Aa(u+ou) - 5.a)[Su,
It is the limit of this quotient (as Ou ----+ 0) that gives the absolute derivative
DAa/ du of Aa(U) along , . Now

and, from equat ion (2.27) ,

5.a ~ Aa(U) - r b'cAb(U)OXc,

so
Aa(U+ Ou) - 5.a ~ dAa r a \b( )Oxc

Ju du + bc /" U Su.'

As Ou ----+ 0, the point Q tends to P, and th e limit of the quotient is

DA
a = dAa + tr Abdxc

du - du be du ' (2.42)

where all quantities are evalua ted at the same point P of , . Thus the absolute
derivative of a vector field Aa along a curve, (which is a vector field along
, ) involves not only the total derivative dAa/ du (which is not a vector field
along , ), but also th e connect ion coefficient s r tc.

The claim that the absolute derivative is a vector field along, is justified
by t he way in which it is defined. It can also be just ified by checking that

(
dA

a
' r a' Ab' dX

c
') = X a' (dAd rd Ae dX

f
)

du + b'c' du d du + e f du ' (2.43)
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using the transformation equations (2.40) and (2.39) for d)"ujdu and Ftc' Both

of these involve second derivatives of th e form Xb~ ' but in such a way that they
cancel when used to transform the quantities D)..Ujdu. (See Exercise 2.3.1.)

We now see that equation (2.23) for parallelly t ransporting a cont ravariant
vector along a curve can be writ ten as D)..Ujdu = 0 and t hat )..U(u) form a
parallel field of vectors along, if, and only if, D)"ujdu = O. By extending the
definition of absolute differentiation to genera l tensor fields T:,l::b:r(u) defined
along a curve " we can also extend the notion of parallel t ransport along,
by requiring that DT:/.::b:

r j du = O.
There are two approaches which may be taken to defining th e absolute

derivative of general tensor fields along a curve. One is to extend the not ion
of parallelism between neighboring tangent spaces Tp and TQ to one between
t he space of type (r ,s) tensors at P and t he space of type (r ,s ) at Q, while
th e other is to demand th at the operat ion of absolute differentiation sat isfies
certain reasonable conditions which allow us to exte nd the concept to general
t ensor fields along curves. We shall take the latter course , and impose the
following condit ions on the differenti al operator D j du applied to tensor fields
defined along a curve parameterized by u:

(a) When applied to a tensor field , D j du yields a tensor field of the same
type.

(b) D j du is a linear operation .
(c) D j du obeys Leibniz' rule with respect to tensor products.
(d) For any scalar field ¢, D¢/du = d¢/d u.

Condi tion (b) is a normal requirement of a differenti al operator and simply
means that we are allowed to say things like D( O"~b + Tgb) / du = DO"~b j du +
DTgbjdu, and D(kTtJ jdu = k(DTt:cldu) for constant k , while condition (c)
allows us to ~my things like D(O"'(,TCd)jdu = (DO" l; jdU)TCd + 0"1; (DTCdjdu ).

We now show how, by using conditions (a)-(d) and the expression already
obt ained for a cont ravariant vector field, we can obtain expressions for the
absolute derivati ves of tensor fields of any type. WI) shall do this in detail for
some simple fields of specific type, from which we shall be able to infer the
general pattern for a field of any type.

The absolute derivative of a scalar field
From condit ion (d) above, we have

I D¢jdu == d¢jdu.

The absolute derivative of a contravariant vector field
With the dot-notation for derivatives, equation (2.42) takes the form

I D)"ujdu == ,\U+ r tc)..bi;c. I

(2.44)

(2.45)
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The absolute derivative of a covariant vector field
If f-la is a covariant vector field along a curve 1, then for any contravariant
vector field Aa along 1, Aaf-la is a scalar field, so using equation (2.44) we have

(2.46)

Then using Leibniz' rule (condition (c)) on the contracted tensor product we
get

which implies that

Since this holds for arbitrary vector fields Aa, we deduce that

(2.47)

and in this way our conditions yield the absolute derivative of a covariant
vector field. (As we note below, when forming the absolute derivative of a
tensor field, a r term with a minus sign is included for each subscript. As a
reminder, we can extend our mnemonic to "co-below and minus. ")

The absolute derivative of a type (2,0) tensor field
As a guide to obtaining an expression for the absolute derivative of a type
(2,0) tensor field, we consider the special case in which Tab = Aaf-lb, where Aa,
f-la are contravariant vector fields along the curve. Then using condition (c)
we have

Inserting appropriate expressions for DAajdu and Df-lbjdu, and recombining
Aaf-lb as Tab results in

(2.48)

which we take to be the formula for the absolute derivative of a type (2,0)
tensor field.
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The absolute derivative of a type (0,2) tensor field
Similarly, by considering Tab = >"aJ.tb ' we can arrive at

D /d -' rc . d T'C • d
Tab U = Tab - adTcbX - 1 bdTacX (2.49)

as the formula for the absolute derivative of a type (0,2) tensor field. (See
Exercise 2.3.2.)

The absolute derivative of a type (1,1) tensor field
Likewise, by considering Tb' = >..a J.tb, we get

(2.50)

for the absolute derivative of a type (1,1) tensor field. (Again, see Exer­
cise 2.3.2.)

The pattern should now be clear . The absolute derivative of a type (r,s)
tensor field T:/.::b: r along a curve 'Y is given by the sum of the total derivative
Ta l ar of its components r terms of the form rakr ·c· ··xd and s terms of theb, b. ' cd . . .

form -T? r: xd . For example,bkd . .. c ...

(2.51)

As we remarked above, we can extend the notion of parallel transport to a
tensor of any type , simply by requiring that its absolute derivative along the
curve be zero. Again we emphasize that the parallel transport of tensors is in
general path-dependent. Scalar fields are, of course, excepted, since D¢jdu = 0
implies that d¢ /du = 0, which in turn implies that ¢ is constant along the
curve.

We are now in a position to introduce the covariant derivative of a tensor
field, which is closely related to the absolute derivative. For absolute differ­
entiation, the tensor fields involved need only be defined along the curve in
question . The covariant derivative arises where we have a tensor field defined
throughout M (or throughout a region of M).

Suppose , for example, we have a contravariant vector field >..a defined
throughout a region U. If 'Y is a curve in U, we can restrict >..a to 'Y, and
define its absolute derivative :

(2.52)

D>..a = (BAa rva \b) .c

d £:l + 1 bc'" X.
U uXc
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The bracketed expression on the right of this last equation does not depend
on 'Y but only on the components Aa and their derivatives at the point in
question, and the equation is true for arbitrary tangent vectors xa at the point
in question. The usual argument involving the quotient theorem entitles us to

OAa
deduce that~ + rb'cAb are the components of a type (1,1) tensor field. This

ux C

tensor field is the covariant derivative of the vector field Aa , and we denote it
by Aa ;c'

It is convenient at this point to introduce some more notation. We have
already used oa as an abbreviation for 0/oxaand we shall continue to use it
when dealing with covariant derivatives. We shall also use a comma followed
by a subscript a written after the object on which it is acting to mean the
same thing. So the covariant derivative of Aa may be written as

(2.53)

This notation extends naturally to repeated derivatives. For example , we write
02 Aa/ OXbOXC as ObOcAa or as Aa,cb' In a similar way we shall use Aa;cb to denote
th e repeated covariant derivative (Aa'c)'b ', ,

Returning now to covariant differentiation, we see that the argument above
may be applied to a type (r,s) tensor field so as to define its covariant deriva­
tive, and it is clear that the resulting tensor field is of type (r,s +1). It follows
that covariant differentiation satisfies conditions analogous to (a)-(d) stipu­
lated for absolute differentiation. Expressions for the covariant derivatives of
general lower-rank tensor fields are noted below.

Covariant derivatives of lower-rank tensor fields
For a scalar field 1>, covariant differenti ation is simply partial differentiation:

(2.54)

For a contravariant vector field Aa, we have

(2.55)

For a covariant vector field fla , we have

(2.56)

For a type (2,0) tensor field Tab, we have

(2.57)
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For a ty pe (0, 2) tensor field Tab, we have

(2.58)

For a type (1,1) tensor field Tb, we have

(2.59)

(by Leibniz' rule)

(as gdb;c = 0).

Again, the mnemonic "co-below and minus" is a useful reminder for the sign
of a T te rm.

The essent ial prop erty common to both covariant and absolute differenti a­
t ion is th at when the operation is applied to a tensor field it produces a tensor
field, while the operati ons of partial and total differentiati on do not (i.e., the
par tial derivatives and total derivatives of tensor components do not obey
t ransformation laws of the kind (1.73)). Another way in which t he covariant
derivative differs from the par tial derivative is that in repeated differentia­
t ion t he order matters . T hus for a vector field Aa , we must acknowledge that
even if Aa be = Aa eb holds, in general, Aa

.bc =I- Aa
cb' We sha ll have more to

say on this matter in the next chapter . We finish 'this sect ion by considering
the derivatives of the metric tensor field and its associated fields, notin g in
part icular a special property that they possess .

Using equat ion (2.35) and the fact that r l:c = r~b ' we can rewrite equa­
t ion (2.36) as

8cg ab - r : a g db - r : bg ad = 0,

which shows t hat g ab;c = O. Th at is, the covariant derivative of the metric
tensor field is identically zero. T he Kronecker tensor field wit h components
81: and the contravariant metri c tensor field wit h components g ab also have
covariant derivatives that are zero, as we now show. For the Kronecker tensor
field, we simply note that

while for the contravariant metric tensor field, we use th e result just estab­
lished to argue that

o= 8b;c = (g ad g db ) ;c

ad + ad= 9 ;cg db 9 gdb;c

ad= 9 ;cg db

T hen contract ion with s" gives

o ad 8e a e= 9 ;c d = 9 ;c '
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as claimed . Along any curve 'Y, where we can regard the components gab as
functions of the parameter u, we have that Dgab /du = gab;cxC= 0, establish­
ing that th e absolute derivative of the metric tensor field along 'Y is zero. We
can argue similarly th at the absolute derivatives of th e Kronecker tensor field
and th e contravariant metric tensor field are also zero along any curve.

To sum up, we have shown th at the metric tensor field gab, the Kronecker
tensor field with components 81:' and the contravariant metric tensor field gab
have covariant derivatives that are zero:

gab;c = 0, 81:';c = 0, gab = o.;c , (2.60)

and that along any curve 'Y their absolute derivatives are also zero:

I Dgab/du = 0, D81:' /du = 0, Dgab/ du = 0·1 (2.61)

These special prop erties of th e metric tensor field and its associated fields
allow us to establish the important result that inner products are preserved
under parallel transport. What we mean by this is that if two vector fields >.a,
/La are parallelly transported along a curve 'Y, th en the inner product gab>'a/Lb
is const ant along 'Y. We prove this by noting that

d(gab>.al) /du = D(gab>.a/Lb) /du

= (Dgab /du),.a/Lb + gab(D>.a/ du)/Lb + gab),.a(D/Lb/ du)

=0,

since D>.a/ du = D/Lb/du = 0 (because the vectors are parallelly transported)
and Dgab/du = 0 (established above). It follows that the length of a parallelly
transported vector is constant , and also that th e angle between two parallelly
transported vectors is constant . Since the tangent vector to an affinely para­
meterized geodesic is parallelly transported along the geodesic, we can deduce
that if a vector is parallelly transported along a geodesic, then the angle be­
tween the transported vector and the tangent to the geodesic remains constant.
(See the remarks after Example 2.2.1 and Exercise 2.2.3.)

Having defined covariant differentiation, we can extend th e familiar notion
of th e divergence of a vector field in Euclidean space to vector and tensor fields
on a manifold . For a contravariant vector field >.a we define its divergence
to be the scalar field >.a'a' This definition is reasonable, for in a Cartesian,
coordinate system in Euclidean space gi j = 8i j , so EA gij = 0 giving r jk= 0,
and ),.i' i reduces to ),.i i: The divergence of a covariant vector field /La is defined
to be that of the associated cont ravariant vector field /La == gab/Lb, For a type
(r, s ) tensor field we may define (r + s) divergences,
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although these will not be distinct if the tensor field possesses symmetries. We
can use this approach to calculate the divergence of a vector field in Eu clidean
space using curvilinear coordina te systems, as in the following example.

Example 2.3.1
In spherical coordinates the position vector field is r = re: = r e I (on lab eling
the coordinates according to u l == r , u2 == 8, u3 == 1», so its components ar e
r i = rot . Its divergence can then be calculated by saying

V'. r = ri;i = Oiri + r;ir j = oi(roD + rMroi) = or /or + rni

= 1 + ~rg-lolg (using equation (2.37))

= 1 + ~r(r4 sin2 8)-lo(r4sin 2 8) / or (as 9 = det [gij] = r 4 sin2 8)

= 1 + 2 = 3.

Exercises 2.3

1. Check formula (2.43) .
(Most of the work was don e in Exercise 2.2.6.)

2. Obtain formul ae (2.49) and (2.50), using methods similar to that used in
deriving the result (2.48) .

3. Show that equation (2.12) for an affinely parameterized geodesic can be
written as D i U/ du = O.

4. Prove that the length of the tangent vector XU to an affinely parameterized
geodesic is constant .

2.4 Geodesic coordinates

It can be seen from equation (2.13) that if we could introduce a coordinate sys­
tem throughout which the metric tensor components were constant , then the
connection coefficients would be zero, and the mathematics of parallel trans­
port , absolute differentiation , and covar iant differentiation would be much
simpler . It is possible to int roduce such a coordinate sys te m in Euclidean
space, for example, by using Car tesian coordinates in which gij = Oij , but
in a general curved manifold it is not. However , it is possible to introduce a
system of coordinates in which rtc= 0 at a given poin t 0 , and such systems
have their uses in simplifying some calculations involving the connect ion co­
efficients (see, e.g., Sec. 3.2 where the Bian chi identity is est ablished) . Such
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coordinates are generally referred to as geodesic coordinates with origin 0,
but this is not always appropriate, as they need not be based on geodesics.

Suppose we start with some system of coordinates in which °has coor­
dinates xo ' Let us define a new system of (primed) coordinates by means of
the equation

(2.62)

(2.63)

where (rtJo are the connection coefficients at 0, as given in the original
(unprimed) coordinate system. Differentiation with respect to xd gives

xd' = 8:1 + ~(rtc)o8~(xC - Xo) + ~(rtc)o(xb - xbWi

= 8d+ (r:tJo(XC- Xo),

so (X{)o = 8:1 and det[Xd'Jo =I O. This means that equation (2.62) defines
a new system of coordinates in some neighborhood U' of 0 , as claimed (see
Sec. 1.7). A second differentiation gives

X~~ = (r:tc)o8~ = (r:te)O '

showing that (X~~)o = (r:te)O ' If we now use the transformation equation of

Exercise 2.2.5 (noting that (X~/)O = 8~ as a consequence of (X:{)o = 8d),
we get

So in the new (primed) coordinate system the connection coefficients at °are
zero, and we have a system of geodesic coordinates with origin 0 .

Geodesic coordinates can be used to construct a system of local Carte­
sian coordinates about a point 0 . These are an approximation to Cartesian
coordinates, valid near ° in a region of limited extent where the curvature
of the manifold can be neglected. To get at such a system, we make use of
a second coordinate transformation that brings the metric tensor at ° to a
simple diagonal form , while keeping the connection coefficients at °zero. To
this end, we introduce a third (double-primed) system of coordinates about°defined by

where Pb are constants such that the matrix P == [Pb] is nonsingular. Differ­
entiation of equation (2.63) shows that

a" a sb aXCI = Pbuc = Pc,

so that the matrix version of
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is
c/o = p TCoP.

This means that , in matrix terms, C/o is obtained from Co by a similarity
transformation using th e mat rix P (see, e.g., Birkhoff and Mac Lane, 1977,
§2- 6). Matrix theory tells us that th ere exists a matrix P t hat brings C/o to
diagonal form in which each diagonal entry is eit her +1 or -1. If the metric
tensor is positive definite , th en all these ent ries are +1, but if it is indefinite,
some will be +1 and oth ers will be -1. In the latter case it is usual to use a
diagonalizing matrix P th at gives a diagonal form for C/o with all the positive
entries preceding th e negative ones, so th at

[gallbll ]o = C/o = diagt l , . .. , 1, -1 , . . . , -1).

This second transform ation has X;{~, = 0, so it follows from the equat ion
of Exercise 2.2.5 (adapted for primed and double-primed coordinates) th at if
(rg,~,)o = 0, th en (rg,;~II )o = 0, which is what we required of it . Note th at

xC: = °(from equation (2.62)), so xC:' = °(from equation (2.63)), showing
that th e point 0 is the "origin" of the double-primed coordinate system.

Dropping the double primes, we see th at about 0 we have introduced a
system of coordinates in which

x'D = 0,

and
[gablo = diag(I , . .. , 1, - 1, . . . , -1)

(where the negative entries are absent in th e posit ive definite case), so th at

[gab ]~ diagfl , . . . , 1, - 1, . .. , - 1), (2.64)

in some neighborhood of O. T hese are local Cartesian coordinates, and the
extent of th e region in which the approximat ion (2.64) is valid depends (in a
way to be made precise later) on th e curvature of th e manifold in the vicinity
ofO.

The implication of this for general relativity is th at about each point of
spacet ime we can introduce a coordinate system in which

(2.65)

where [7]jLv] = diag(l , -1 , -1 , - 1), showing that locally th e spacetime of gen­
eral relativity looks like th at of special relativi ty. This observation is a key
factor in our discussion of th e spacetime of general relati vity in th e next sec­
t ion.

Exercise 2.4
1. Show th at , as a result of the coordinate transformation leading to geodesic

coordinates (equation (2.62)), (ga'b')o = (gab )o '
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2.5 The spacetime of general relativity

Th e spacet ime of special relativity is discussed in Appendix A. In the language
of Section 1.9, it is a four-dimensional pseudo-Riemannian manifold with the
property th at th ere exist global coordinate systems in which the metri c tensor
takes t he form

[1]/LV ] ==
[

1 0 0 0]0-1 0 0
o 0 -1 0
o 0 0-1

and we call such coordinate systems Car tesi an. As explained in Section 1.2,
we use x /L to label points in spacet ime, where the Greek suffixes , u , v , etc.,
have the range 0, 1, 2, 3, th ere being a certain convenience in counting from
zero rather than one. As is custo mary in relativity we shall frequently refer
to a point in spacetime as an event. Cartesian coordinat es are relat ed to the
more familiar coordinates, t, x, y, z of special relativity by xO == ct, X l == X,
x2 == y, x3 == Z, c being the speed of light. We may, of course, use non­
Car tesian coordinates , where the metri c tensor g/LV :j: 1]/LV but the essential
feature of the spacet ime of special relati vity is th at we may always introduce
a Cartesian coordinate system about any point , so that g/LV = 1]/LV, and this
coordinate system is global in the sense that it covers the whole of spacetime.

One of our guiding requirements for the spacetime of genera l relativity
is that locally it should be like the spacetime of special relativity. We there­
fore assume that it is a four-dimensional pseudo-Riemanni an man ifold with
the prop erty that about any point there exists a system of local Cartesian
coordinates in which t he metri c tensor field g/LV is approximately 1]/Lv' Note
that we do not assert the existence of coordinate syste ms in which g/LV = 1]/LV
exactly, and this is the essential difference between the spacetimes of general
and special relativity.

As explained in t he previous sect ion, we can const ruct a coordinate system
about any point P of genera l-relativ ist ic spacet ime in which (rt:a) P = 0, and
(x/L)p = (0, 0, 0, 0). Thi s means t hat (8a g/Lv) p = 0, and so for points near to
P , where t he coordinates x" are small, Taylor 's th eorem gives

(2.66)

and this approximation is valid for small x !",

If we are sufficiently close to P for the second term on the right of equa­
tion (2.66) to be neglected, we have a coordinate system in which g/LV = 1]/LV
approximately, and the exte nt of the region in which this approximation is
valid will depend on the sizes of the second derivatives (8Q8!39/Lv)p , and also
on the accuracy of our measuring procedures. It should be st ressed that in spe­
cial relativity we have global Cartesian coordinate syste ms, where g/LV = 1]/LV
exactly, whereas in general relat ivity we have only local Cartesian coordinate
systems of limited exte nt , where g/LV = 1]/LV approximately. We distin guish the
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two by saying that the spacet ime of special relati vity is fiat, while t hat of gen­
eral relativity is curved. The above discussion shows that the departure from
flatn ess is connected with the nonvanishing of the second derivatives 8 oB{3 glJ.//'

and we shall see the significance of this in Chapter 3, when we give a more
formal definition of flat ness in terms of the curvature tensor.

The purpose of the above discussion was to show, by introducing local
Cartesian coordinates, the sense in which the spacetime of genera l relat ivity is
locally like th at of special relat ivity. However, it is not sensible to work in te rms
of local Cart esian coordinates as these involve approximations which amount
to neglectin g gravity, nor is it often convenient, since more suitable coordinates
may be defined in a natural way. We theref ore use general coordinates, and
form ulate things in ways which are valid in any coordinate system .

Another feature of the above discussion is t hat it gives us a means of
genera lizing to general relativity result s which are valid in special relativity.
For example, it is shown in Appendix A that in a Cartesian coordinate syste m
of special-relat ivist ic spacetime, Maxwell's equations may be written in the
form

FIJ. ~// = Moj lJ. ,

F IJ. //,a + F //a ,1J. + F a lJ. ' // = O.

where a comma denotes partial differentiation. We may adop t

F IJ. // - ' IJ.;// - Mo] ,

F IJ. //;a + F //a ;1J. + F a lJ. ;// = O.

(2.67)

(2.68)

where a semicolon now denotes covariant differentiat ion , as the genera l­
relativistic version of these, for in a local Cartesian coordinate system (where
g lJ. // = TlIJ. // approximately, and we can neglect F!:a ) equat ions (2.68) reduce to
equations (2.67). There are really two points to note here. T he first is that if
any physical quanti ty can be defined as a Cartesian tensor in special relativity,
t hen we can give its definit ion in genera l relativity by defining it in exact ly
t he same way in a local Cart esian coordinate system; its components in any
other coordinate syst em are then given by t he usual transformation formulae
(1.73). Given t his first point , the second is that any Cart esian tensor equation
valid in special relativity may be converted to an equation valid in genera l
relativity in any coordin at e system, simply by replacing par tial differentiation
with respect to coordinates by covariant differentiation, tot al derivatives along
curves by absolute derivat ives, and TJIJ. // by g lJ. // ' (Compare remarks made in
the Introduction.)

As an example of this, consider the path of a particle (with mass) in specia l
relat ivity. Its world velocity is ulJ. == dx" [dr (see Sec. A.5), where the proper
time T for the par ticle is defined by (see Sec. A.O)

Its equation of motion is then (equation (A.29))
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dp" [dr = jIl ,

where pll == mull, m being t he proper mass of the par ticle and f ll the 4­
force act ing on it . The generalizat ion of these ideas to general relativity gives
ull == dx" / tlr as the definition of the world velocity of the par ticle, where now
the proper t ime T is defined by

I c2dT2 == gllvdxlldxv

and
(2.70)

as the equation of motion, where pll == mull , and the definitions of m and
fll are taken over from special relativity as explained above. Moreover, these
equations are valid in any coordinate system.

As in special relativity we assume that a clock measures its own proper
time. In particular, if th e particle is a pulsating atom, the prop er time interval
between events on the atom's path where successive pulses occur is constant.

In the case of a free par ticle for which fll = 0, equation (2.70) reduces to
Di dii" / dT)/dT = 0, or

(2.71)

This reinforces our assertion that the path of a free particle is a geodesic in
spacetime, and establishes that the proper t ime experienced by the par ticle is
an affi ne parameter along it . Th is result is often stated as an explicit postul ate
of genera l relat ivity (the geodesic postulate), but it emerges here as a natural
consequence of the way in which we generalize special-relat ivistic concepts .
It is a perfectly natural genera lizat ion, for t he path of a free par ticle in the
flat spacetime of special relativity is a st raight line and this generalizes to a
geodesic in curved spacetime.

The path of a photon (or any ot her zero-rest-mass par ticle) in the space­
time of special relativi ty is also a st raight line, and t his also generalizes to
a geodesic in curved space time. However, there is no change in prop er time
along the path of a photon, so T cannot be used as a parameter. But we can
st ill use an affine parameter u so th at the analog of equation (2.71) for a
photon is

(2.72)

T he fact that the photon's speed is c finds expression as

(2.73)
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dx!' dx"
which generalizes the relati on lJll v du du = 0 (equivalent to c2de - dx 2

-

dy2 - dz 2 = 0) of special relati vity.
We have already remarked on the characterizat ion of a vector )..Il as

{

timelike { > 0
null if gllv )..Il )..V = 0
spacelike < 0

(see Sec. 1.9). One should note th at at any point of spacetime the null cone
of vectors given by gllv)..Il)..V = 0 lies in the tangent space at that point and
not in the manifold . This fact is not readily appreciat ed in the flat spacet ime
of special relativity, because its basic linear st ruct ure allows one to regard th e
tangent space at each point as being embedded in the spacet ime.

At any point on the path of a particle (with mass) its world velocity is
a tangent vector to the path, and equation (2.69) tells us t hat this tangent
vector is timelike . So a particle with mass follows a timelike path through
spacetime, and in particular a free particle follows a timelike geodesic. A
photon , however, follows a null geodesic, as equa tion (2.73) tells us that th e
tangent vectors to its path are null . Spacelike paths and spacelike geodesics
may also be defined, but these have no physical significance.f

In moving from th e flat spacetime of special relativity to the curved space­
t ime of general relativity we hope somehow to incorporate the effects of grav­
ity, and the point of view we are adopt ing is that gravity is not a force,
and that gravitational effects may be explained in te rms of the curvature of
spacetime. It should therefore be und erstood that by free par ticles we mean
par ticles moving under gravity alone. Comparing equation (2.71) with its
special-relat ivist ic analog d2x l l / dT2 = 0 indicates that the connection coeffi­
cients play an import ant role in explaining gravitational effects . Since these
are given by derivatives of the metri c tensor field, we see that it is this tensor
field which, in a sense, carries the gravitat ional content of spacetime. For the
moment we shall take the metri c tensor field as given, and postpone until
Chapter 3 the question of how it is determined by the distribution of matter
and energy in spacetime. In the rest of this chapter we take a closer look
at equations (2.70) and (2.71), and relate them to some familiar Newtonian
ideas.

Exercises 2.5

1. Is the world velocity of a stationary chair (in the lab) timelike or spacelike?
Is its world line a geodesic?

2. Deduce the geodesic equation (2.71) from equation (2.70).

SUnless one believes in tachyons.



86 2 The spacetime of general relativity and paths of particles

2.6 Newton's laws of motion

Newton 's first law that "every body perseveres in its state of rest , or of uni­
form motion in a right [straight] line, unless it is compelled to change that
state by forces impressed thereon" clearly has its counterpart in th e statement
th at "every particle follows a geodesic in spacetime."? Indeed, in a local iner­
t ial coordinat e system where we may neglect th e n;C1 ' th e geodesic equat ion
reduces to d2x /1 / dT2 = O. For nonrelativi st ic speeds dr / dt is approximately
one, so th e geodesic equation yields d2x i /dt2 = 0 (i = 1,2 ,3) , th e familiar
Newtonian equation of motion of a free particle. Newton 's second law th at

Newton

Free par ticles move in
stra ight lines through space.

To every act ion there
is always opposed an
equal reaction.

Einstein

Free particles follow
geodesics t hrough spacetime.

The third law is t rue for non­
gravitational forces, just
as in Newtonian physics (bu t see
text for gravitational interaction).

Table 2.1. Newt on 's laws and their relativistic counterparts .

"t he alteration of motion is ever proportional to the motive force impressed;
and is made in th e right line in which th at force is impressed" is usually
rendered as the 3-vector equation

dp /dt = F ,

where p is th e momentum and F the appl ied force. This clearly has its coun­
terpart in equation (2.70).

Newton 's third law th at "to every action there is always opposed an equal
reaction : or the mutual act ions of two bodies upon each other are always equal,
and directed to contrary parts" is true in general relativity also. However,
we must be careful, because Newton' s gravitat ional force is now replaced by
Einstein 's idea that a massive body causes curvature of the spacetime around
it , and a free particle responds by moving along a geodesic in that spacetime.
It should be noted th at this viewpoint ignores any curvature produced by the
particle following the geodesic. Th at is, th e particle is a test particle, and there

9The versions of Newton's laws quoted here are from Andrew Mot te's transl ation
(London, 1729) of Newton 's Prin cipia.
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is no question of its having any effect on the body producing the gravitational
field.

The gravitational interaction of two large bodies is not dir ectly addressed
by Einstein's theory, although it is of importan ce in ast ronomy, as for example
in the famous pair of orbiting neutron st ars PSR 1913+16. Approximation
methods for such cases were studied in the 1980s,1O bu t are beyond the scop e
of our book.

2.7 Gravitational potential and the geodesic

Suppose we have a coordina te system in which the metric te nsor field is given
by

(2.74)

where the h,J.V are small, but not so small that they may be neglect ed . Our
aim in this secti on is to obtain a Newtonian approximation to the geodesic
equat ion given by the metric te nsor field (2.74) valid for a particle whose
velocity components dx' / dt (i = 1,2,3) are small compared with c. We shall
assume that t he gravitational field , as expressed by hflV' is quasi-static in the
sense that 80hflV == c- 18hflV/ 8t is negligibl e when compared with 8ihflV.

If instead of the proper time T we use the coordinate time t (defined by
Xo == ct ) as a par ameter , then the geodesic equat ion giving the path of a free
particle has t he form

(2.75)

where

h(t) == _ d
2t

(dt) - 2= d
2T

(dT) - 1 (2.76)
dT2 dr dt2 dt

This can be deduced by an argument like t ha t used in Exercise 2.1.1 and by

. h d (dt) dt d (dT) - 1 0 divid b 2 h Inotmg t at dT dT = dTdt dt . n lVl ing y c , t e spat ia part

of equat ion (2.75) may be written

~ d
2
x

i
+ roo + 2ro. (~dxj) + r ik (~dxj) (~dXk) = ~h(t) (~dxi) ,

c2 dt2 J c dt J c dt c dt c c dt
(2.77)

and the last te rm on the left is clearl y negligible.
If we pu t hr" == 'l]flar"tPhap, then a short calculat ion shows that , to first

order in the small quantities hflV and hr",

flV _ IlV hflV d rll - 1 flP( !::l h +!::l h !::l h )9 - 'I] - an u a - '2'1] U v a p U a v p - Up u a .

lOSee Damour and Deruelle, 1986.

(2.78)
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So to first order,

roo = ~TJip(oohop + oohop - ophoo)
1 i i 1 i '= -'2TJ JOjhoo = '28 JOjhoo,

on neglecting ooh",/.! in comparison with Oih",/.! . Also to first order,

iIirOj = '2TJ P(oohjp+ ojhop - ophoj)
1 ' k= -'28' (ojh Ok - OkhOj),

again on neglecting ooh",/.! .
We have now approximated all the terms on the left-hand side of equa­

tion (2.77), and there remains the right-hand side to deal with . Working to the
same level of approximation as above, and neglecting squares and products of
c-1dxi/dt, we find from

that

so

and

dr fd: = (1 + hOO) 1/ 2 = 1+ ~hoo, (2.79)

(2.80)

1 1 1) 1
~h(t) = 2hoo,0(1- 2hoo = 2hoo,O

from equation (2.76).
It follows that the right-hand side of equation (2.77) is negligible, and our

approximation gives
2 . .

1 d x' 1 i-i ik 1 dxJ
c2 dt2 + '2 8 JOjhoo - 8 (OjhOk - Ehhoj)~di = o.

Introducing the mass m of the particle and rearranging gives
2 . .

d x' i . 1 2 ik dx!
m dt2 = -m8 JOj('2c hoo) + mc8 (ojhOk - OkhOj)di'

Let us now interpret this in Newtonian terms. The left-hand side is mass x
acceleration, so the right-hand side is the "gravitational force" on the particle.
The first term on the right is the force -m'VV arising from a potential V given
by V == ~c2hoo, while the second term on the right is velocity-dependent and
clearly smacks of rotation.l ' This is not surprising, for the principle of equiv­
alence asserts that the forces of acceleration, such as the velocity-dependent

llMost authors assume that the derivatives oihILv are small along with the hILl"
and therefore do not obtain these velocity-dependent rotational terms. However, the
fact that the hILl' are small does not mean that their derivatives are also small (see
Sec. 2.9).
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Coriolis force12 which would arise from using a rotating reference system, are
on the same footing as gravitational forces. If we agree to call a nearly inertial
coordinate system in which OJ hOk - OkhOj is zero nonrotating, then we have for
a slowly moving particle in a nearly inertial, nonrotating, coordinate system ,
in which the quasi-static condition holds, the approximation

(2.81)

where
(2.82)

This is the Newtonian equation of motion for a particle moving in a gravita­
tional field of potential V , provided we make the identification (2.82). This
gives

goo = 2V/c 2 + const,

and if we choose the constant to be 1, then goo reduces to its flat spacetime
value when V = O. This gives

I goo = 1 +2V/c 2 (2.83)

as the relation between goo and the Newtonian potential V in this approxi­
mation.

Exercises 2.7

1. Check approximations (2.78) and (2.79).

2. Show that equation (2.81) is equivalent to ma = F = -m\7V, where a is
the acceleration and F is the force on the particle.

2.8 Newton's law of universal gravitation

Newton 's law of universal gravitation does not survive intact in general relativ­
ity, which is after all a new theory replacing the Newtonian theory. However,
we should be able to recover it as an approximation.

The Schwarzschild solution is an exact solution of the field equations of
general relativity, and it may be identified as representing the field produced
by a massive body. This solution is derived in the next chapter (see Sec. 3.7),
and its line element is

12See, for example, Goldstein, Poole, and Safko, 2002, §4- 1O.
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where M is the mass of the body and G the gravitat ional const ant. For small
values of GM / rc2 this is close to the line element of flat spacet ime in spherical
coordinates , and r then behaves like radial distance. If we were to put

xO== ct, X l == r sin e cos o, x2 == r sin e sin e, x3 == rcose,

we would obt ain a line element whose metric tensor had th e form gJJv

T/JJ v + hJJv , where, for large values of rc2 / GM , the hJJv are small and g oo =

1 - 2GM/rc2
. This gives hoo = - 2GM/rc2

, and according to the results of
the last section , a Newtonian potenti al V = -GM/r. The 3-vector form of
equat ion (2.81) gives

rnd2r/dt2 = -rn'VV = -GMrnr- 2r,

where r == ( X l , x 2 , x3 ) , rn is the mass of the test particle, and r is a unit
vector in the direction of r . The "force" on the test par ticle is in agreement
with th at given by Newton' s law, and in this way the law is recovered as an
approximation valid for large values of rc2/ GM and slowly moving particles.

2.9 A rotating reference system

The principle of equivalence (see the Introduction) implies that the "fictit ious"
forces of accelerating coordinate systems are essentially in th e same category
as the "real" forces of gravi ty. Put another way, if t he geodesic equat ion
contains gravity in the r::rr it must also contain any accelerat ions which may
have been built in by choice of coordinat e system. In a curved spacet ime it
is not always easy, and often impossible, to sort these forces out , but in flat
spacetim e we have only the fict itiou s forces of accelerat ion and these should be
included in the rtrr ' As an example of this , let us consider a rot ating reference
syst em in flat spacet ime.

Star ting with a nonrotating system K with coord inat es (T ,X ,Y, Z) and
line element

c2dr 2 = c2dT2
- dX 2

- dy2
- dZ 2

,

let us define new coordinates (t ,X , y, z) by (see Fig. 2.6)

T== t,
X == x cos wt - y sinwt ,

Y == xsin wt + y cos wt,

Z== z.

(2.84)

(2.85)

Note that at th is point we are only defining a change of coordinates and we
are not too concerned (yet) about their physical meanings. Points given by
X, y, z constant rotate with angular speed w about the Z axis of K , and thi s
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Fig. 2.6. Coordinate system K' (t, x, y , z) rotating relative to th e coordinate system
K(T, X ,Y, Z) .

defines the rotating system K' (see Fig . 2.6). In terms of the new coordinates
the line element is

and the geodesic equations are

t' = 0,

x- w2xP - 2wyi = 0,

ii - w2 yP + 2wxi = 0,

z= o.

(2.87)

where dots denote differentiation with respect to proper time (see Exercises
2.9.1 and 2.9.2). These constitute th e equat ion of motion of a free particle
(with mass) .

The first of equations (2.87) implies that dt jdr is constant, so the remain­
ing equations may be written as

d2x jde - w2x - 2wdyjdt = 0,

d2y jdt2
- w2y + 2wdx jdt = 0,

d2z jdt2 = O.

Introducing the mass m of th e particle and rearranging gives

md2 x jdt2 = mw2x + 2mwdyjdt ,

md2y jdt2 = mw2 y - 2mwdx jdt ,

md2z jdt2 = O.

(2.88)
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or, in 3-vector notation,

md2rjde = -mw x (w x r) - 2mw x (dr jdt) , (2.89)

where r == (x, y, z) and w == (0,0,w).
An observer using t for time would interpret the left-hand side of equa­

tion (2.89) as mass x acceleration, and would therefore assert the existence
of a "gravit at ional force" as given by the right-hand side. This "force" is,
of course , the sum of the centrifugal force -mw x (w x r) and the Coriolis
force -2mw x (dr jdt) , and this would seem to bear out our assertion that
the geodesic equation does indeed include the forces of acceleration in the
r::". However, such an observer would be using the time associated with the
nonrotating system K , because t == T and T is the time measured by clocks
at rest in K . It is possible to define a time for K' based on a system of clocks
at rest in K' , but we shall not follow that course , as it would involve replacing
equations (2.88) and (2.89) by more complicated ones that tend to conceal
the Coriolis and centrifugal forces. Note that t is exactly the proper time for
an observer situated at the common origin 0 of the two systems, so observers
close to 0 who are at rest in the rotating system would accept equations
(2.88) and (2.89) as approximately valid and recognize the terms on the right
as forces of acceleration.

We can relate the situation described above to the approximation methods
of Section 2.7 by putting xO == ct, Xl == x, x2 == y, x3 == z , and noting that
the line element (2.86) then gives 9J.Lv = 7]J.LV+ hJ.Lv, where

r

-W2(X2 + y2)jc2 wy jc -wxjc OJ
_ wy jc 0 0 0

[hJ.Lv] = -wx jc 0 0 0 .

o 0 0 0

The hJ.Lv are small, provided we restrict ourselves to the region near the z
axis where w2(x2 + y2)jc2 is small. Moreover, oohJ.Lv = 0, so the quasi-static
condition is fulfilled. However, our system is rotating, so we must use the
approximation (2.80) rather than (2.81) . We see that

~c2hoo = _~w2(X2 + y2),

and a straightforward calculation (see Exercise 2.9.4) gives

[

0 2w 0]
[A~] == -2w 0 0 ,

o 0 0

where Aj == c8ik(Oj hok - OkhOj) ' Hence the approximation (2.80) gives

md2x jde = mw2x + 2mwdyjdt,

md2yjdt2 = mw2y - 2mwdx jdt ,

md2zjdt2 = O.

(2.90)
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These equat ions are identical with equat ions (2.88), and may be rearranged
to exhibit the centrifugal and Coriolis forces, as before.

Exercises 2.9

1. Check the form of the line element (2.86) and verify that

lC2 WYC - wx c 0]
2 2 2 2

[ /111] _ c- 2 wyc W y - c - w xy °
9 - - wx c - w2xy W2X 2 - c2 ° .

° ° ° - c
2

2. Obtain the geodesic equations (2.87) in three different ways:
(a) By using the Euler-Lagrange equations (and [g/1 l1] from Exercise 1).
(b) By ext racting [g/1l1] from the line element (2.86), and then calculating

the rfa (again using [g/1 l1 ] from Exercise 1).
(c) By substituting for T , X , Y , Z in T = X = Y = Z = 0, using

equations (2.85).

3. Cylindrical coordinates (p,¢, z) may be int roduced into the rotating sys­
tem K' by putting x == pcos ¢, y == psin ¢. Show that in terms of these
the geodesic equat ions are

i' = 0,

p- pw2£2 - p¢2 - 2wp¢i = 0,

¢ + 2p-lp¢ + 2Wp-l pi = 0,

z= 0,

so that corresponding to equat ions (2.88) one has

Interpret these in terms of the radial , transverse, and axial components
of acceleration, centrifugal, and Coriolis forces.

4. Check th at the matrix [A j l is as given by equation (2.90), and that the
approximation (2.80) does give equations (2.88).
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Problems 2

1. Obtain the geodesic equations (using arc-length s as a parameter) for the
hyperbolic paraboloid of Example 1.6.1.

Deduce that all parametric curves are geodesics.

2. Using polar coordinates P == u1 , ¢ == u2 , obtain the geodesic equations for
the plane and verify that the ray ¢ = ¢o (¢o = constant) is a geodesic.
Use the equations of parallel transport to show that if AA is parallelly
transported along this ray from its initial value A~ at (Po, ¢o), then

A1 = A6, A2 = (PolP)A6 .

Verify that its length is constant and that it makes a constant angle with
the ray.

3. If in spherical coordinates we set e= eo, where eo is a constant between
o and 1r12, we get a cone, and the remaining coordinates (r, ¢) act as
parameters on the cone. Show that the line element of the cone is

ds2 = dr2+ w2r2d¢2,

where w == sin eo, and that the Euler-Lagrange equations for geodesics on
the cone yield

where k is constant. By eliminating the parameter, show that the geodesics
satisfy

d (1 dr) w
2

d¢ r2 d¢ = --:;:.

Use the substitution u = l/r to solve this equation and hence show that
the geodesics are given by 1 = Ar cos(w¢) + Br sin(w¢), where A and B
are constants of integration.

Use this result to show that (as intuition suggests) if the cone is cut along
a generator and flattened to lie in a plane, then the geodesics are straight
lines on the resulting flat surface.

4. The curl of a covariant field Aa is the skew-symmetric tensor field A ab

defined by
A ab == Aa ;b - Ab;a.

Show that A ab = Aa ,b - Ab,a '

5. If Aab is a skew-symmetric type (0,2) tensor field, prove that

Babe == Aab,e + Abe,a + Aea,b

are the components of a type (0,3) tensor field.

(Hint: Put Aab,e = Aab;e + r:feAdb + rI1cAad .)
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6. Show that when spherical coordinates are used the line element of flat
spacetime is

7. The line element of a static spherically symmetric spacetime is

Use the Euler-Lagrange equations to obtain the geodesic equations, and
hence show that the only nonvanishing connection coefficients are :

r81 = A112A ,

ri2 = -riB,
r13 = - sin (j cos (j ,

r;io = A112B,

rl3 = -(rsin2 (j )I B ,

r(3= 11r,

rl1 = B112B ,

rf2 = 11r,
u. = cot (j ,

where primes denote derivatives with respect to r , and

8. One can conceive of an observer in a swivel chair located above the Sun,
looking down on the plane of the Earth 's orbit . If the chair rotates at
the rate of one revolution a year , then to the observer the Earth appears
stationary. If for some reason all heavenly bodies other than the Earth
and the Sun are invisible, how does the observer explain why the Earth
does not collapse in towards the Sun , there being no detectable orbit?
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Field equations and curvature

3.0 Introduction

The main purpose of this chapter is to establish the field equat ions of gen­
eral relativity, which couple the gravit ational field (contained in the curvature
of spacetim e) with its sources. We start by discussing a tensor which effec­
tively and concisely describ es the sources, and follow th at with a discussion
of curvat ure, then bring these together in the field equations.

Th e field equat ion of Newton' s theory is Poisson's equat ion, which is a
scalar equation, valid in the Euclidean space of Newtonian gravitat ion theory.
Einstein sought a replacement and in 1915 obtained a tensor equation, valid in
the curved spacetime of general relativity. In our discussion , we use Poisson's
equation as a guide in construct ing the field equat ions of general relativity,
which should, and do, yield Poisson 's equat ion as an approximation.

Th e chapter finishes with an exact solution of the field equations repre­
senting the gravitational field of spherically symmetric massive body. This
solution forms the basis of our discussions in Chapter 4.

3.1 The stress tensor and fluid motion

Except at the very end, where we take the step to curved spacetime, our
discussion in this introductory sect ion takes place in flat spacetime, where
we use inertial coordinate syst ems. We shall be dealing with 4-vectors and
3-vectors , and we shall use bold-faced typ e to denot e the latter. With some
abuses of notation, we shall write

)..11 == ()..O ,)..I , )..2 , )..3) == ()..O , 'x).

We start by considering a particle, and some quantities we make use of are:

m == rest or proper mass of a particle, I
----

I We use rn rather than the more usual notation rno for rest mass. Similarly we
use P rather than Po or poo for the proper rest-mass density.
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t == coordinat e tim e,

T == prop er tim e,

"( == di fdt = (1 - V 2 /C2 ) - 1/ 2, where v is the particle's speed,

E == "(mc2 == energy of particle,

u ll == dx" / dr == world velocity,

v ll == dx!' / dt == ull h == coordinate velocity,

pI-' == mur == 4-momentum of particle.

So in our notation, vll == (c,v) , where v is the particle's 3-velocity, so that
v occurring in the formula for "( is [v ] (see Appendix A for details) . Of the
quantities listed above, only m and T are scalars , and only u ll and pI-' are
vectors.f

A stat ionary particle sit uated at the point with position vector Xo has

u ll == dx" [dr = d(CT, Xo) /dT = (c,O)

and
o" = m(c, 0).

The zeroth component of pll is in this case t he rest energy of the particle (up
to a factor c). For a moving particle we have

pI-' == mu'' = "(mvll = ("(mc,"(m v ) = (E/ c,p). (3.1)

Equation (3.1) emphasizes t he fact that in relativity, energy and momen­
tum are the temporal and spatial parts of a single 4-vector o" . They always
maintain this distinction, even after (Lorentz) transformations, just as the
4-vector x ll == (ct,x) is split distinctly into two parts, t ime and position, with
tim e always being the zeroth component.

Let us now pass to a cont inuous distribution of matter , and for simplicity
we shall take it to be a perfect fluid, which is characterized by two scalar
fields, namely its density p and its pressure p, and a vector field , namely its
world velocity U IL. In order that p be a scalar field, one must define it to be
the proper densi ty , that is, the rest mass per unit rest volume. In place of t he
particle 4-momentum pll == mull , we now have the 4-momentum density pur .

What we wish to do is to exhibit some tensor which in some way repre­
sents the energy content of the fluid, and which, when taken over to curved
spacetime, can act as the source of the gravitational field. Since in relativity
we lose the distinction between mass and energy, all forms of energy should
produce a gravit ational field. Moreover, energy is not a scalar, but only the
zeroth component of the 4-moment um, so we expect our source to contain
the 4-momentum density of the fluid. Rather than try to construct a suitable

2The differential dt and the energy E are not scalar quantities (as in Newtonian
physics): cdt and E are components of dx" and the momentum 4-vector p" ; respec­
tively. See Sec. A.6 for details.
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tensor, let us simply write one down, and then discuss its physical significance.
The tensor in question is the energy-momentum-stress tensor (or stress tensor
for short) , and for a perfect fluid is defined to be

(3.2)

The first thing to note is that T/l
V is symmetric, and is made up from p, p,

and ui' ; the scalar and vector fields which characterize the fluid. The pressure
of the fluid makes some cont ribut ion to its energy content , and so should find
a place in the tensor. The next thing to note is that

so Trru; is (up to a factor c2 ) the 4-momentum density of the fluid . Finally
we assert that setting its divergence Tll ~/l equal to zero yields two important
equations, namely the cont inuity equat ion and the equat ion of motion. (Since
T/lV is symmetric, it has only one divergence.) To prove our assert ion would
involve us in a lengthy digr ession into relativistic fluid mechanics, so we will
simply derive the two equations , and give supporting arguments for their
validity.

Setting the divergence T/l~/l equa l to zero gives

(3.4)

which impli es that «,ii; = 0 (see Exercise 3.1.4) . So cont ract ing equa­
tion (3.3) with u; and dividing by c2 gives

(3.5)

Equation (3.3) therefore simplifies to

(3.6)

Not e that in obtaining equat ion (3.5) we cont racted the equat ion Tll ~/l = 0
with U v , which is equivalent to taking its zeroth component in an instanta­
neous rest system of the fluid at the point in question.

We now justify our assertion concerning T/l~Jl = 0, by arguing that equa­
tion (3.5) is the equa t ion of cont inuity of the fluid , while equa t ion (3.6) is its
equation of motion. We do thi s by showing that , for slowly movin g fluids and
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small pressures , they reduce to the classical equations. To this end let us put
uJ.L = 'YvJ.L = 'Y(c, v) . Then by a slowly moving fluid we mean one for which
we may neglect v / c, and so take 'Y = 1, and by small pressures we mean that
p/c 2 is negligible compared to p. Equation (3.5) then reduces to

(pvJ.L),J.L = 0,

which gives
(pc) ,o + (pVi) ,i = 0.

In 3-vector notation this is

I fJp/fJt + \1 . (pv) = 0, (3.7)

which is the classical continuity equation," the difference between proper den­
sity and density disappearing in the classical limit.

As for equation (3.6), this reduces to

(3.8)

and in our approximation

[
0 ° ° 0]

[ J.LV _ -2 J.L V] _ °-1 ° °
"l c v v - ° 0-1 0 '

a a 0-1

so the zeroth components of the left-hand and right-hand sides are both zero.
Its nonzeroth components reduce to

po' vJ.L = _8j ip .
,J.1 -i :

which gives
p[fJvi / fJt + Vi,jVjj = _8 j ip ,j'

In 3-vector notation this is

I p(fJ/fJt +v· \1)v = -\1p, (3.9)

which is Euler 's classical equation of motion (1755) for a perfect fluid."
Returning to the relativistic continuity equation (3.5), we see that it con­

tains the pressure as well as the density, but this is not surprising, for we know
that in relativity it is energy rather than mass which is conserved, and for a
fluid under pressure, the pressure makes a contribution to the energy content.
The relativistic equation (3.6) may be written in the form

3See, for example, Landau and Lifshitz, 1987, §1.
"See, for example, Landau and Lifshitz, 1987, §2.
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because

(
a dXV) dx" d2XV

UV,/lu/l = ax/l dT dT = dT2 .

In this form it looks more like an equation of motion, for it shows that the fluid
particles are pushed off geodesics (d2x v / dT2 = 0) by the pressure gradient P,w

If we were to accept equat ion (3.5) as the relativistic cont inuity equation
and equat ion (3.6) as the equat ion of motion of a perfect fluid, then we could
reverse our argument, and claim that T/l ~/l = 0 by virtue of the cont inuity
equation and the equation of motion . It is, in fact , possible to give more com­
plicated expressions representing the stress tensors of imperfect fluids and
charged fluids, and even an electromagnet ic field. These tensors are all sym­
metric, and all have zero divergence by virtue of equations such as continuity
equations, equations of motion , or Maxwell's equat ions (see Problem 3.4).

Let us now take the step to the curved spacetime of general relativity. Our
discussion in Section 2.5 gave us a prescription for tak ing over definit ions and
tensor equations from flat spacet ime. In particular, we replace T}/lV by g/lV, and
partial by covariant derivatives, so our defining equation for the st ress tensor
of a perfect fluid becomes

(3.10)

and th e vanishing of its divergence is expressed as

(3.11)

With suit able definitions of T/lV equation (3.11) is valid for all fluids and
fields, not just perfect fluids. It is the stress tensor which we take as the
source of the gravitational field, and the result (3.11) plays an important role
in formulating the field equations; but before doing that we must take a closer
look at curvature .

Exercises 3.1

1. Show that in a Cartesian coordinate system which brings the velocity
of the fluid at a point P to rest (i.e., in an instantaneous rest system
for the fluid at P) the components of the stress tensor (as defined by
equation (3.2)) are given by
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2. A particle of 4-momentum p" is t ravelling through space and just misses
an observer with world velocity U/1. Show that he assigns an energy P/1 U/1
(evaluated at the event of near-collision) to t he par ticle.

3. Check that all t he te rms on the right-hand side of equat ion (3.2) have the
same dimension.

3.2 The curvature tensor and related tensors

Th e material of thi s sect ion is applicable to any N-dimensional manifold , so
we use suffices a, b, etc., which have the range 1 to N , rather than u, u, etc,
with th e range °to 3. Of course, the requirements of general relativity will
govern the scope of our results.

Covariant differentiation is clearly a generalization of par tial differenti a­
t ion. However, there is one important respect in which it differs from partial
differenti ation: the order in which covariant differentiati ons are done matters,
and changing the order (in genera l) changes the result . We start by taking a
closer look at this question.

T he covariant derivative of a covariant vector field Aa is

and a further covariant different iation gives

= OJ}bAa - (Ocr:b) Ad - r :bOcAd - r :c(ObAe - r :bAd) - r bec(OeAa - r :eAd ).

Interchanging b and c, and then subtracting gives

where

(3.12)

(3.13)

Th e left-hand side of equation (3.12) is a tensor for arbit rary vectors Aa , so
the cont rac t ion of Rd

abc with Ad is a tensor, and since Rd
abc does not depend

on Aa, the quotient theorem entit les us to conclude t hat Rd
abc is a type (1, 3)

tensor . It is called the curvature tensor (or Riemann- Christoffel curvature
tensor or Riemann tensor) , and equation (3.13) indicates that it is defined in
te rms of t he metri c tensor and its derivatives.

So the necessary and sufficient condition that the order of covariant differ­
ent iat ions of any type (0, 1) tenso r field can be interchanged is that Ra

bcd = 0.
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Th is is in fact the necessary and sufficient condition for interchanging the
order of covariant differentiations of fields of all types (see Exercise 3.2.1).

In the flat spacetime of special relativity we know that coordinate systems
exist in which g/LV = fJ/LV , and in th ese coordinate systems r;:a- = 0, and
hence the curvature tensor is identically zero. However, this does not enti t le
us to assume that the curvature tensor field of an arbitrary manifold is zero,
and in Problem 3.1 we give an example of a two-dimensional man ifold with
nonvanishing curvature tensor field. We can now give a more formal definition
of flatness . A manifold is flat if at each point of it R abcd = 0, otherwise it is
curv ed. (We may also speak of flat regions of a manifold.) It may be shown
that in any region where Rabcd = 0 it is possib le to introduce a coordinate
system in which the components gab are const ants , and hence a Cartesian
coordinate system (one in which [gab] is a diagonal matrix with ±1 as its
diagonal entries).5

On th e face of it , Rabcd has N 4 components . However, it possesses a num­
ber of symmetries and its components sat isfy a cert ain identity, and it may
be shown that these cut the number down to N 2(N2 - 1)/12 independent
components. The identity is given by the relation

(3.14)

and is known as th e cyclic identity. Its proof is left as an exercise. The sym­
metries possessed by th e curvature tensor are best expressed in terms of th e
associated typ e (0,4) tensor

Making use of equat ions (2.33), (2.35), and (2.36) gives, after extensive ma­
nipulation,

Rabcd == ~(OdOagb c - o dobgac + o cobgad - o coagbd) - g ef (rea crfbd - r eadrfbc) '

(3.15)
From this form for R abcd it is a simple matter to check the following symmetry
properties :

(a) Rabcd = - Rbacd , (3.16)

(b) R abcd = - Rabdc , (3.17)

(c) R abcd = R cdab' (3.18)

It follows from (a) that
R

a
acd = O. (3.19)

The covariant derivatives R abcd ;e also satisfy an identity, namely

(3.20)

5See, for example, M011er, 1972, Appendix 5.
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It is known as the Bianchi identity, and may easily be proved in the following
way. About any point P we can construct a coordinate system with (TtJp = 0,
as explained in Section 2.4. Differentiating equation (3.13) and then evaluating
at P gives, in this coordinate system,

(R abcd;e)P = (OeocTtd - OeodTtJp ·

Cyclically permuting c, d, and e and add ing gives the result at P. But P is
arbitrary, so the result holds everywhere .

Equation (3.19) states th at the contraction Raacd is zero. However, in gen­
eral the contraction Rabca is nonzero , and this leads to a new tensor, the Ricci
tensor. It is traditional to use the same kernel letter for the Ricci tensor as
for the curvature tensor , so we denot e its components by"

(3.21)

The Ricci tensor is in fact symmetric, as may be shown by contracting the
cyclic identity (see Exercise 3.2.4). Since Rab is symmetric, Rab = Rba and we
can denote both by Ri;. A further contraction gives the curvature scalar

I R == gab Rab = R~ , I (3.22)

and again th e same kernel let ter is used.
One final tensor , which is of some importance for later work, is th e Einstein

tensor Cab defined by

I Cab == Rab - !Rgab. I (3.23)

It is clearly symmetric, and this means that it possesses only one divergence
cab.a. The reason for the importance of the Einstein tensor is that this diver­
gence is zero. Contracting a with d in the Bianchi ident ity (3.20) gives

or, on using equation (3.17),

If we now raise b and contract with e, we get

R~;b - R;c + Rabbc;a = O.

6There is wide disagreement over the sign of the curvat ure tensor, many aut hors
giving it the opposite sign to ours. There is less disagreement over the sign of the
Ricci tensor, agreement being effect ed by defining it according to R ab = R

C

acb in the
case of opposite sign .
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But, from equation (3.18) ,

Rabbc;a = Rbacb;a = R~;a = R~;b '

so the above reduces to

which gives
(R~ - ~R<5~) ;b = 0,

on dividing by two and using the second of equations (2.60) . We thus have
G~;b = 0, which imp lies that Gbc;b = 0, as asserted.

Exercises 3.2

1. (a) Show t hat for a contravariant vector field Aa ,

(b) Show that for a type (2,0) tensor field Tab ,

ab ab Ra eb Rb ae
T ;cd - T :dc = - ecd T - ecdT .

(Without loss of generality take Tab = Aa 11b. )

(c) Guess the corresponding expression for a type (2, 1) tensor field Tgb .

2. Prove the cyclic ident ity (3.14) .

3. Verify the form of R abcd given by equat ion (3.15).

4. By contracting the cyclic identity (3.14) prove that the Ricci tensor is
symmetric.

3. 3 Curvature and parallel t rans port

We rem arked in Section 2.2 that parallel transport in a curved manifold was
path-dependent , and showed by example that this was indeed the case for
paths on a sphere. Since we have now adopted a more formal approach to the
notion of curvat ure by asserting that a manifold is fiat if its curvat ure tensor
vanishes , out is curved otherwise, we are clearly implying that there is some
connection between the curvature tensor and par allel transport . Our aim in
t his section is to make that connect ion clear, and we shall show expli cit ly how
the change LlAa that results from parallelly transporting a vector Aa around
a small closed loop near a point P dep ends on the curvature tensor at P.

Suppose then that Aa is transported parallelly along a curve I from some
initial point a where it is equal to '\g . If I is par ameterized by t , then ,\U

satisfies the differential equation
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o

Fig. 3.1. A small loop near a point P.

d>..a = -tr. >..b dxc
dt bc dt '

from which we see that>" satisfies the integral equation

(3.24)

(3.25)

where the integral is taken along 'Y from the initial point O. We can use this
equation to calculate the change L1>..a in >.. as it is transported around a small
loop close to a point P. If P has coordinates xp , then points on the loop will
have coordinates xa given by

where the ~a are small. The small coordinate differences {a can be thought of
as a vector extending from P to a general point on 'Y (see Fig. 3.1) . Since the
xp are constant, equation (3.25) can be written

(3.26)

This equation does not give >..a in terms of >"0 in a straightforward manner,
because the transported vector also occurs in the integral on the right. How­
ever, it can be used to give successively better approximations that are valid
when >..a does not differ much from its initial value >"0' which will be the case
for our small loop 'Y close to P.

As a first approximation, we can put >..b = >..S in the integral on the right­
hand side which then yields the better approximation

,\a = >..g - Jrbc>"S d~c

= >..g - >..S Jr bcd~c.

This can then be fed into the right-hand side to yield an even better approx­
imation:



3.3 Curvature and parallel transport 107

(3.27)

This process can be repeated indefinitely, but the approximation given by
equation (3.27) is enough for our purpose, which involves working to second
order in ~a .

In the integral in the second term on the right, we can use the first-order
approximation

rt" = (rtc)p + (Odrb~)p r,
as this gives second-order accuracy when integrated with respect to ~c . For the
repeated integral in the third term, we can approximate rtc by (rtJp, since
integrating twice gives second-order accuracy. Using these approximations to
integrate from 0 around 'Y and back to 0 again, we get

I rt"d~c = (rtJp I d~c + (Odrtc)p I ~dd~c = (Odrtc)p I ~dd~c

(as § d~c = 0) and

Irt" (JrSed~e) d~c = (rtJSe)p I (J d~e) d~c = (rb~rSe)p I ~ed~c ,

so, from equation (3.27), the change in ,\ a on transporting it around 'Y is

which reduces to

(3.28)

on doing some relabeling of suffixes. Since § d(~c~d) = 0, one may show that

(3.29)

(see Exercise 3.3.1) , which is antisymmetric in its suffixes. Hence the coeffi­
cient of the integral on the right-hand side of equation (3.28) can be antisym­
metrized in c, d to obtain

That is,

(3.30)
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where fCd =0 ~ j(~cd~d - ~dd~C).

Equation (3.30) establishes the basic relationship between the curvature
tensor at a point P and parallel transport about a small loop close to P. By
suitable choices for 'Y, this relationship can be exploited to investigate the
components of the curvature tensor at P.

Suppose we restrict ourselves to points near P with coordinates

where {ia,ja} are an orthogonal pair of unit vectors at P and x, yare small.
Such points lie in a surface E embedded in the manifold and the pair (x, y)
act as locally Cartesian coordinates on E , with P as the origin and "axes"
given by the unit vectors ia, ja . If we then take 'Y to be a loop lying in E and
surrounding P, we can express ~a in the form ~a = xi" + vi" and arrive at

(3.31)

(see Exercise 3.3.1). Since (x , y) are locally Cartesian coordinates, ~j(xdy­
y dx) is (very nearly) the area A enclosed by-y (prOVided its sense of description
is related to ia and ja in the conventional way). We deduce that

(3.32)

which in principle allows us to determine the components of the curvature
tensor at P by appropriately choosing AO, ia, ja and noting the change LlAa
in transporting AO around a small loop 'Y enclosing the area A. Equation (3.32)
lets us do this approximately; for an exact result we should take a limit in
which A --+ 0 by letting 'Y shrink to the point P.

If the manifold is a surface , then (as Problem 3.1 asks you to show) all com­
ponents of RAseD are either zero or equal to ±R1212 . The component R1212

can be obtained as indicated above, the method being particularly straightfor­
ward if the coordinates are orthogonal: the embedded surface E is the surface
itself and for iA , jA we can use normalized vectors tangential to the coordinate
curves through P. The following example obtains R 1212 at a general point on
a sphere by this method.

Example 3.3.1
Let P be the point with coordinates (00 , cPo) on a sphere with radius a (where

we use the usual system of coordinates based on spherical coordinates) . For
the loop 'Y, take sections of the circles of latitude 0 = 00 ± E and the circles of
longitude cP = cPo ± E (where E is small), as shown in the figure.

Let us start with a unit vector A~ that initially points south and transport
it parallelly around 'Y via Q, R, S and back to the initial point 0 (see the
figure) . Then, from equation (2.25) of Example 2.2.1 with 0: = 0,

\ 1 - 1
AO = a , A6 = o.
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Fig. 3.2. A small loop on a sphere.

Since the section OQ is a geodesic (see Exercise 2.1.6), >.A arr ives at Q st ill
pointing south, so its components are

d - 1
AQ = a , >.~ = O.

After tr ansporting along QR, it arrives at R with components given by

>.k= cos(- 2ccos(80 +c)),
a

>.2 = sin(-2c cos(80+ c))
R asin(80 + c) ,

as can be deduced from equations (2.26) of Example 2.2.1. The section RS is
again a geodesic, so it arrives at S with components given by

>.}, = cos(- 2ccos(80+c)),
a

.\2 = sin( -2c cos(80 + c))
s a sin(80 - c) .

On finally returning to 0 , its components are

.x6 = cos(-2c cos(80 + c) + 2c cos(80 - c)) = cos(4c sin 80sin c) ,
a a

.x2 = sin(-2c cos(80 + c) + 2c cos(80 - c)) = sin(4c sin 80sin c)
o a sin(80 - c) a sin(80 - c) ,

as can again be deduced from equat ions (2.26).
To use equation (3.32), we need an expression for

that is accurate to second order in c. Using the expressions above (see Exer­
cise 3.3.3), we arrive at

Ll>.A = (4c2 ja)8{

Th e area A enclosed by 'Y is (again to second order in c)
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and for i A , j A we can use the orthonormal pair

·A -1,A
t = a ul '

Inserting everything into equation (3.32) gives

which implies that 8t
setting A = 2, we get

-(RAm)p or (R1A12)P = gA2 on lowering A. On

(RI212)P = a2 sin2 0o,

in agreement with the result of Problem 3.1.

Exercises 3.3

1. Check that r d can be expressed as in equat ions (3.29) and (3.31).

2. Verify that ,\~, ,\~ , ,\~ , and ~~ are as claimed, using results from Exam­
ple 2.2.1.

3. Verify that , to second order in E, .1,\A = (4E2/ a)8t .

3.4 Geodesic deviation

Another important place where curvature makes an app earance is in the equa­
tion of geodesic deviation, a concept introduced in Section 2.0. The derivat ion
of this equation is somewhat tedious , and the reader short on t ime may prefer
to skip this sect ion at a first reading and return to it lat er .

Consider two neighboring geodesics, "(given by xa (u) and i given by xa (u),
both affinely parameterized, and let ~a (u) be the small "vector" connect ing
points with the same parameter value, that is, ~a(u) == xa(u) - xa(u) (see
Fig. 3.3). To ensure that ~a as defined above is small, we must be careful with
our parameterization. Having parameterized "(, we can use the affine freedom
available (u -t Au + B , see Exercise 2.1.4) to parameterize i so that (over
some range of parameter values) ~a is indeed small. If neither geodesic is null,
then arc-length s may be used, and care need only be taken in fixing the zero
value of s on, say, i .

Since "( and i are geodesics we have

(3.33)
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__-Xa(u)

__----xa(u)
y

Fig. 3.3. Geodesic deviation.

and
d2xo dx bdx"
du2 + rbe -;{;; -;{;; = 0, (3.34)

where the tild e on the connection coefficient in equation (3.33) indicates that
it is evaluated at the point with coordinates i;0 (u), whereas that in equa­
tion (3.34) is evaluated at the point with coordinates XO(u). But to first order
in ~o ,

and subtracting equation (3.34) from (3.33) gives

en+ r,0 ±b±ccd + r,0 ±bcc + It: cb±c = 0<, bc .d <, be <, be'» ,

where dots denote derivatives with respect to u, and only first-order terms
have been ret ained. This may be written as

Substitution for XC from equat ion (3.34) and some rearrangement gives

On relabeling dummy suffices, this rather complicated expression reduces to

which can be written more compactly as

(3.35)

This is the equation of geodesic deviation.
In a flat manifold RObcd = 0, and in Cartesian coordinates Djdu = djdu,

so equation (3.35) then reduces to d2~o / du2 = 0, which implies that ~O(u) =
AOu+Eo , where AO and EO are constants . So in a flat manifold the separation
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vector increases linearly with u (and therefore with s if /' is non-null) . However,
in a curved manifold Rabcd =J. 0, and we do not have this linear relationship.
These observations should be compared with the remarks made in Section 2.0.

Exercise 3.4

1. Check the derivation of equation (3.35).

3.5 Einstein's field equations

The field equations of general relativity are variously referred to as Einstein's
equation or Einstein's field equations, and they were obtained by him at the
end of 1915, after what he referred to as a period of unremitting labor. During
the approximate period 1909-13 Einstein and his friend from undergraduate
days, Marcel Grossmann, had realized that the metric tensor gJ.lv describing
the geometry of spacetime seemed to depend on the amount of gravitating
matter in the region in question (and so adopted the kernel letter 9 for grav­
ity).7

The metric tensor contains two separate pieces of information:

(i) the relatively unimportant information concerning the specific coordinate
system used (e.g., spherical coordinates, Cartesian coordinates, etc.);

(ii) the important information regarding the existence of any gravitational
potentials.

In Section 2.7 we saw that in a nearly Cartesian coordinate system goo was
essentially the Newtonian potential. In a more general coordinate system, this
Newtonian potential would be dispersed throughout the gJ.lV, so there is a sense
in which all the components gJ.lV can be regarded as gravitational potentials.

We have seen in Section 3.1 that the matter content of spacetime is con­
cisely summarized in the stress tensor TJ.lV , so if matter causes the geometry,
it might be tempting to put

(3.36)

where /'i, is some coupling constant. This looks plausible, because both s" and
TJ.lV are symmetric, and gJ.l~J.l = 0 (see last of equations (2.60)) in agreement
with TJ.l~J.l = O. However, equation (3.36) does not reduce to Poisson's equation
'V2V = 41rGp, in the Newtonian limit . Since the gJ.lv are the gravitational
potentials, it is clear that what is needed in place of glLV in equation (3.36) is
a symmetric tensor involving the second derivatives of gJ.lv .

During the period 1914-15 Einstein made many attempts to find the exact
form of the suspected relationship between the metric tensor and matter, and

7The story of Einstein 's quest for the field equations is told in Hoffmann, 1972,
Chap. 8.
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in 1915 (by which tim e he had moved to Berlin , leaving Grossmann in Zurich)
he published his belief in the equat ion

(3.37)

where RIJ.V is t he contravariant Ricci tensor . Again this looks plausible, since
RJ.LV is symmetric and contains second derivatives of gJ.Lv . However, RJ.LV does
not satisfy RJ.L ~J.L = 0, and later in the same year he modified the equation to

(3.38)

The left-hand side of this equation is the Einstein tensor GJ.LV , and we know
from Section 3.2 that GJ.L ~l t = 0, so equation (3.38) looks sat isfactory in all
respects . We shall see in the next sect ion that it gives Poisson's equations as
an approximation, and that t his approximat ion allows us to give the coupling
constant K, the value -87rG j c". (Note that we now have ten field equat ions
replacing the single field equat ion of the Newtonian theory.) An alt ernative
form for the field equations (3.38) is

(3.39)

where T == Tt (see Exercise 3.5.1).
Recall that TJ.LV contains all forms of energy and momentum. For example,

if there is elect romagnetic radiation present , then this must be included in
T J.LV . A region of spacetime in which T'W = °is called empty, and such a
region is therefore not only devoid of matter , but of radi ative energy and
momentum also. It can be seen from equat ion (3.39) t hat the empty spacetime
field equations are

(3.40)

Fur ther support for t he correctness of the field equations is given by com­
paring the equat ion of geodesic deviation with its Newtonian counterpart.
With prop er tim e T as affine parameter, equat ion (3.35) of geodesic deviation
takes t he form

D2e j dT2 + RJ.La vp~vxaxp = 0, (3.41)

where ~J.L (T) is the small "vector" connecting corresponding points on neigh­
boring geodesics. For comparison with its Newtonian counterpart, let us write
this as

where
K J.L - RJ.L . a . p - RJ.L . a • p

v = a v px X - - apv x X .

(3.42)

(3.43)

The corresponding situation in Newtonian gravitation theory is two particles
moving und er gravity on neighborin g paths given by xi(t) and xi (t ). Th eir
equations of motion are
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and
d2xi/dt2 = -oikakv,

where 8k in the first equation indicates that the gradient of the gravitational
potential V is evaluated at j;i(t) . If we subtract and put ~i(t) == j;i(t) - xi(t) ,
and make use of the fact that, for small ~j,

then there results

which gives
(3.44)

(3.45)
where

K i - s:ika a vj=u jk'

Equation (3.44) is the Newtonian counterpart of equation (3.42) and brings
out the correspondence:

K J-! = -RJ-! x'o-x' P ...... K i = s:ika ·a VII - o-pll J - U J k .

Now the empty space field equation of Newtonian gravitation is V'2V = 0,
or equivalently Kl = O. This suggests that in empty spacetime we should
have Kt = 0, that is, Ro-pxo- xP = O. Since this should hold for arbitrary
tangent vectors xJ-! to geodesics we conclude (because RI'II is symmetric) that
Kt = 0 is equivalent to Ro-p = O. In this way comparison between the equa­
tion of geodesic deviation and its Newtonian counterpart lends support to
equation (3.40) as the field equations of empty spacetime. Support for the
nonempty spacetime field equations (3.38) or (3.39) is given in the next sec­
tion.

Exercise 3.5

1. By contracting the mixed form

of equation (3.38) show that R = -f\,T, where T == Tt, and hence verify
equation (3.39).
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3.6 Einstein's equation compared with Poisson's
equation

Poisson's equation may be recovered from Einstein's equation by considering
its DO-component in the "weak-field" approximation. We use the covariant
version of equation (3.39), and so arc interested in

Roo = ",(Too - ~Tgoo) . (3.46)

As in Section 2.7, we use a nearly Cartesian coordinate system in which gJ.LV =

rJlll! + hill! ' where products of the hill! may be neglected; we also assume that
the quasi-static condition of that section holds.

Let us assume that our weak gravitational field arises from a perfect field
whose particles have (in our coordinate system) speeds v which arc small when
compared with c, so we take 'Y = (1- V2/C2)-1/2 to be one. For most classical
distributions (e.g., water , the Sun, or a gas at high pressure) p/c2 « p, so we
take for the stress tensor

Till! = PUIlUl!'

This gives T = pc2 , and equation (3.46) becomes

Roo = ",p(uouo - ~c2g00) '

But Uo ~ c and goo ~ 1, so we have

(3.47)

where, from equation (3.13),

(3.48)

In our nearly Cartesian coordinate system the rf:a are small , so we can
neglect the last two terms in equation (3.48),8 and on using the quasi-static
condition we have

Roo ~ -8ir~O '

But from Section 2.7, we have that in this approximation

so equation (3.47) reduces to

1 . . 1 2
- z t5'J8i 8j hoo ~ z"'pc .

But t5 i j 8i8j = \72 , and from equation (2.83) hoo = 2V/ c2, where V is the
gravitational potential, so there results

8This is equivalent to assuming that the derivatives of hi''' are also small (see
footnote 11 of Chap. 2), and it is this assumption that makes the field "weak."
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(3.49)

which corresponds satisfactorily with Poisson 's equation, provided we identify
the coupling constant K, in Einstein's equation as -87rG/c4 . Equation (3.49)
then becomes

(3.50)

3.7 The Schwarzschild solution

Is it possible to solve the field equations and thus discover gJiv? If one ex­
amines how gJiV enters RJiV and GJiV , one readily appreciates the high degree
of nonlinearity possessed by the equations, so any solution will not be easy
to obtain. The problem becomes easier if one looks for special solutions, for
example those representing spacetimes possessing symmetries, and the first
exact solution, obtained by K. Schwarzschild in 1916 (astonishingly in the
trenches of the First World War), is of this type.

What Schwarzschild sought was the metric tensor field representing the
static spherically symmetric gravitational field in the empty spacetime sur­
rounding some massive spherical object like a star. His guiding assumptions
were"

(a) that the field was static,
(b) that the field was spherically symmetric,
(c) that the spacetime was empty,
(d) that the spacetime was asymptotically flat.

He also assumed that spacetime could be coordinatized by (t ,r , (), rP), where
t was a timelike coordinate.!" () and rP were polar angles picking out radial
directions in the usual manner, and r was some radial coordinate. He then
postulated

(3.51 )

as a form for the line element, where A(r) and B(r) were some unknown
functions of r to be obtained by solving the field equations.

The fact that none of the gJiV depends on t expresses his assumption (a) ,
and the fact that the surfaces given by r , t constant have line elements given
by

(3.52)

9Birkhoff's theorem (see, e.g., Misner, Thorne, and Wheeler, 1973, §32.2) states
that (b) and (c) imply (a), so condition (a) is, in fact, redundant.

10A coordinate is timelike if the tangent vector to its coordinate curve is timelike.
Null and spacelike coordinates are correspondingly defined.
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(and so have the geometry of spheres, as Exercise 1.6.2 confirms) expresses his
assumption (b) . Assumption (c) means that A(r) and B(r) are to be found
using the empty spacetime field equations R1LV = 0, while assumption (d)
gives boundary conditions on A and B , namely

A(r) ----> c2 and B(r) ----> 1 as r ----> 00 (3.53)

(see Example 1.3.1). Note that because B(r) is not necessarily 1, we cannot
assume that r is radial distance. In fact the line element (3.52) shows that a
surface given by 1' , t constant has surface area 4Jrr2 , and at the moment this is
the only meaning we can give to 1' ; further discussion on its meaning is given
in the next chapter.

Let us now retrace Schwarzschild's solution of the field equations. The
idea is to use glLV , obtained from the line element (3.51) as a trial solution
for the empty spacetime field equations. As with all trial solutions, the main
justification for it is that it works. From equation (3.13) we have

and from Problem 2.7 we have

rgl = A'12A,

ri2 = -riB ,

Tl3= - sin ecos e,

rJo = A'12B,

rd3 = - (r sin2 e)I B,

3 Ir l 3 = 1 1',

i: = B'12B,

rf2 = I ll',
3r23 = cot e,

all other connection coefficients being zero. Here we have labeled the coor­
dinates according to xO == t, Xl == 1', x 2 == e, x3 == 1>, and a prime denotes
differentiation with respect to r. Tedious substitution then shows that R1LV = °
gives (see Exercise 3.7.1):

A" A' (AI B
I)

A'
Roo = - 2B + 4B if + 13 - l'B = 0,

R l1 = A" _ ~ (AI + B
I
) _ ~ = °

2A 4A A B rB '

1 r (AI B
I
)

R22 = B- 1 + 2B A - B = 0,

R33 = R22 sin2 o = 0.

(3.54)

(3.55)

(3.56)

(3.57)

Fortunately, R1LV = °identically for J.l i- v.
Of these four equations, only the first three are useful. Adding B IA times

equat ion (3.54) to equation (3.55) gives (after some manipulation)

A'B+AB' = 0,

which impli es that AB = cons tant. We can identify this constant as c2 from
the boundary condition (3.53), so
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AB = c2 and B = c2IA.

Substitution in equation (3.56) then gives A + r A' = c2 , which is equivalent
to

d(rA) ldr = c2
.

Integrating, we have

where k is constant , so

A(r ) = c2 (1 + klr) and B (r ) = (I + klr) - l .

In solving for A and B we have used only the sum of equations (3.55) and
(3.56), but not th e equations separately. However , it is a simple matter to
check that, with these forms for A and B , the equations are satisfied sepa­
rately. Thus we have solved th e field equat ions, and obtained Schwarzschild 's
solut ion in the form

where k is a constant, which we now proceed to identi fy. It clearly must in
some way represent the mass of the object producing the gravitational field.

In the region of spacetime where k]« is small (i.e., in the asym ptotic re­
gion) the line element differs but lit tle from t hat of flat spacet ime in spherical
coordinates, so here r is approximately rad ial distance, the approximation
getting better as r -+ 00. Moreover , if we put

X
O == ct , Xl == r sin e cos e, x2 == r sin e sin e, x3 == r cos 0, (3.58)

we obtain a metri c tensor of the form g/-ll.' = TI/-I l.' + h/-l l.' (see Exercise 3.7.2),
where in the asymptotic region the h/-l l.' are small, and hoo = k lr. But in this
region, where r is approx imately radial dist ance, the corresponding Newtonian
potential is V = - M Gl r , where M is th e mass of the body producing the
field, and G is the gravitational constant. Since hoo == 2VIc2

, we conclude that
k = -2MGlc2 , and Schwarzschild 's solut ion for t he empty spacetime outside
a spherical body of mass M is

c2dT2 = c2(1 _ 2MGl c2r )de - (I - 2MGlc2r)-ldr2
- r2d02

- r 2sin20 d¢2.
(3.59)

That is,

[g/-l l.']. =

This solut ion is the basis of our discussions in the next chapter.
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Exercises 3.7

1. Check the expressions given for RJlI/ in equat ions (3.54)-(3.57), and that
RJlI/ = 0 for J.l =f- u,

2. If in Schwarzschild's solution we introduce coordinates x Jl defined by equa­
t ion (3.58), what form does gJl I/ take?

Problems 3

1. Show that in a two-dimensional Riemannian manifold all components of
RABCD are either zero or ±R1212 .

In terms of the usual polar angles (see Exercise 1.6.2) the metri c tensor
field of a sphere of radius a is given by

Show that R 121 2 = a2 sin2 0, and hence deduce that

and R = -2/a2
•

2. In a cert ain N-dimensional Riemann ian manifold the covariant curvature
tensor may be expressed as

where Sab is a type (0, 2) tensor . Show that , provided N > 2, Sab = Sba,
and that , provided N > 3, Sab;c = Sac;b '

3. Dust is a fluid without internal stress or pressure, so its stress tensor is
T JlI/ == pur u" , Show that TJl~Jl = °implies that the dust particles follow
geodesics.

4. Let
E Jl I/ = -II - 1 [FPJl F 1/ _ 19 J1 l/ (F Fpa)]

- "'0 P 4 po ,

where FJlI/ is the free-space electromagnetic field tensor. Show th at , by
virtue of Maxwell's equat ions,

E JlI/ = F I/J'P;Jl P '

where jP is the 4-current density.
If the st ress tensor for a charged unstressed fluid in free space is defined
to be
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T'"V := fJ,u'"u v + E':" ,

where fJ, is its proper density (rather than p, to avoid confusion with charge
density) and u'" its world velocity, show that T'"~," = 0 by virtue of the
continuity equation (for matter) and the equation of motion of the fluid.
(See Sec. A.8 for the relevant definitions and equations, but adapt them
to curved spacetime.)

5. Let 0, A, B, C be four points in a manifold with coordinates z", x a +
~a , xa + TJa, xa + ~a + rt, respectively, where ~a and TJa are small, so
that OACB is a small "parallelogram," as shown in Figure 3.4. Working
to second order of small quantities, obtain an expression for the vector
A(via A) obtained by transporting a vector AO at 0 to C along the edges
OA and AC, and the corresponding expression A(via B) for transporting it
along OB and BC.
Show that the difference LlAa := A(via A) - A(via B) is (to second order)
given by

LlAa = -~(Rabcd)oA~(~cTJd - ~dTJc) .

(The quantity ~cTJd - ~dTJc is related to the area of the parallelogram and
this is essentially the same result as equation (3.30).)

Fig. 3.4. A small parallelogram.

6. In Section 3.7 we remarked that the field equations of general relativity
were nonlinear. Explain why this is not surprising.
Does the principle of superposition hold for solutions of the field equa­
tions?
If not , why not?

7. Show that the Schwarzschild line element (3.59) may be put into the
isotropic form



where the new coordinate p is defined by

( GM)2
r=p 1+-­

2pc2
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Physics in the vicinity of a massive object

4.0 Introduction

In Chapter 3 we obtained the static spherically symmetric solution of
Schwarzschild , and identified it as representing the gravitational field sur-
rounding a spherically symmetric body of mass M situated in an otherwise
empty spacetime. This solution is asymptotically flat , and in no way incorpo-
rates the gravitat ional effects of distant matter in the Universe. Nevertheless,
it seems reasonable to adopt it as a model for the gravit ational field in the
vicinity of a spherical massive object such as a star, where the st ar 's mass is
the principal contributor to the gravitational field.

Suppose, somehow, that we are wat ching the trajectori es of laser beams
and particles in the vicinity of a star, all of these trajectories being displayed on
a large television screen with th e star a rather small dot in the middle . If there
is a "mass-control" knob which controls the mass M of the star, we are really
asking in this chapter what happ ens when we turn the knob so as to increase
M .With M turned right down to zero, th e Schwarzschild line element reduces
to that of flat spacetime in spherical coordinates. The coordinates t and r then
have simple physical meanings : t is the time as measured by clocks which
are st ationary in the reference syst em employed, and r is the radial dist ance
from the origin . Turning M up introduces curvature, so that spacetime is no
longer flat , and there is no reason to assume that the coordinates have the
simple physical meanings they had in flat spacetime. The relationship between
coordinates and physically observable quantities is investigated in Section 4.1.

The Schwarzschild solution is the basis for four of the tests of general
relativity listed in the Introduction, namely perihelion advance, the bending
of light , time delay in rad ar sounding, and the geodesic effect.' The third of
these may be discussed without a detailed knowledge of the geodesics , and
this we do in Section 4.2. The question of perihelion advance and the bending

IThey could therefore be the tes ts of any other theory of gravitation which
yielded th e Schwarzs child solution. See also Biswas, 1994.
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of light does require some knowledge of the geodesics, and these matters are
discussed in Sections 4.4 to 4.6.

Spectral shift is more a test of the principle of equivalence than of general
relat ivity, but inasmuch as the latter is based on the former, it does yield a
test of the general theory, and it is appropr iate to discuss it in t he context of
the Schwarzschild solut ion. This we do in Section 4.3.

The fifth test mentioned in the Int roduction is presently being measured.
Sat ellite experiments began in April 2004, and (at the t ime of writ ing) are
st ill under way. We consider the theory behind this test in Sect ion 4.7.

Before embarking on our detailed discussion , let us say somet hing about
the ranges of the coordinates appearing in the Schwarzschild solut ion. Inas-
much as the metri c tensor components gllv do not depend on t, the solut ion
is static, and we can take - 00 < t < 00. The coordinates e and cP pick out
radial directions as in spherical coordinates in Euclid ean space and so have
the ranges 0 :::; e :::; 7r , 0 ::; cP < 27r . However , no trouble will be caused if we
let cP extend beyond th e quoted range, provided we identify the event with
coordina tes (t, r,e,cPd with that with coordinates (t ,r, e,cP2)whenever cPl and
cP2 differ by a multipl e of 27r. The radial coordinate r can decrease from in-
finity until it reaches either the value r B corresponding to the boundary of
the object , or the value 2GM / c2 , if rB is not reached first . The reason for the
first lower bound is that the solut ion we have obtained is the exterior solu-
tion , valid only where the empty spacet ime field equations hold. The reason
for the second one is that as r tends to 2GM / c2 , the component g ll of the
metric tensor tends to infinity (see the line element (3.59)) . So the range of
r is r B < r < 00 or 2GM / c2 < r < 00, as appropriat e. Should r decrease
to 2GM/ c2 without re being reached, then the object is a black hole, and
we discuss this situation in Sect ion 4.8. In order to be able to step over t he
threshold at r = 2G!vI / c2 , we must introduce a coordinate system different
from that used to derive Schwarzschild 's solut ion.

The chapter finishes with a brief consideration of some ot her coordinate
systems used in connect ion with the Schwarzschild solution, and a look at the
more general case of rotati ng objects .

4.1 Length and time

The Schwarzschild spacetime has the line element

(4.1)
where for convenience we have put m == GM / c2 . If we take a slice given by
t = constant we obtain a three-dimensional manifold with the line element

(4.2)
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obtained by putting dt = 0 in equation (4.1). Putting

d 2 - d id j ( . . 123 1_ 2 _ Ll 3_A.)S = g ij X X Z,] = , , , X = r, x = u , X = 'Y ,

so that g i j == -gi j , we see th at gij is a positive-definite metri c tensor field on
this 3-manifold , so the slice is a space rather than a spacetime. Moreover, no
gij depends on t , so the spaces given by t = const ant have an enduring per-
manence which allows us to refer to events with the same r, f), ¢ coordin ates ,
but different t coordinates, as occurring at th e same point in space. We may
also speak of fixed points in space. This splitting of spacet ime into space and
time is possible in any static spacet ime, but is not a feature of spacet imes in
general, and it should be borne in mind that because of this there are fewer
problems of definition and identification in st atic spacetimes th an in nonstatic
ones.
If we turn M (or m) down to zero, then the line element (4.1) becomes

that of flat spacet ime in spherical coordinates, while the line element (4.2)
becomes that of Euclidean space in spherical coordinates (see Exampl e 1.3.1).
Turning M up introduces distortion into both spacetime and space, so that
neither is flat . This distortion is effectively measured by the dimensionless
quantity 2m / r occurring in the two line elements , and is greatest when r is
least , that is, when r = r n , t he value of r at the boundary of t he object ,
assuming it is not a black hole. For the Earth, 2m / rB is about 10- 9 , for the
Sun it is about 10- 6 , but for a proton it is as low as 10- 36 . For white dwarfs,
however, it is not negligible, and for typi cal neutron stars it can be as much
as 10%-15%.

In the flat spacetime given by m = 0, the coord inat e r is simply the
dist ance from the origin, but if we turn m up , things are not so simple, for
r then has a positi ve lower bound (see previous sect ion) and our origin has
disapp eared . What the n does r represent? Ifwe take the sphere in space given
by r = constant , its line element is

(4.3)

obtained by putting dr = a in the line element (4.2). It follows that this
sphere has the two-dimensional geomet ry of a sphere of radius r embedded in
Euclidean space (see Exercise 1.6.2), and just as in the flat space, infinit esimal
tangential distances are given by

(4.4)

But what about radi al distances given by f) and ¢ constant? The line element
shows th at for these the infinitesimal radial dist ance is

I dR == (1 - 2m/r) -1 /2dr, I (4.5)
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Fig. 4.1. Radial distance in the Schwarzschild geometry. Here dR = f(r)dr, where
f(r) = (1 - 2m/r)-1 /2. The curve gives the value of f(r), which tends to infinity as
r -> 2m and to unity as r -> 00 .

so dR > dr and r no longer measures radial distance.2 The apparent incom-
patibility of the distances (4.4) and (4.5) is explained by the curvature of
space. In Figure 4.1, the flat disk So represents a portion of flat space (m
turned down to zero) , while the curved surface Sm represents a portion of the
curved space (m turned up) . The circles 0 1 and 0 3 represent spheres having
the geometry of a sphere of radius r in Euclidean space, while O2 and 0 4 rep-
resent neighboring spheres having the geometry of a sphere of radius r +dr in
Euclidean space . However, it is only in the flat space represented by So that
the measured radial distance between the spheres is dr. In the curved space
represented by Sm the measured distance is dR given by equation (4.5), and
this exceeds dr . If we were to measure the circumference of a great circle of
the sphere r = constant using small measuring rods, then the same number of
rods would be needed in flat space as in the curved space. On the other hand,
if we were to measure the radial distance between points with radial coordi-
nates r1 and r2, then more rods would be needed in the curved space than
in the flat space (see Example 4.1.2, at the end of this section, and Fig. 4.2) .

2We emphasize that coordinates are nothing more than "street numbers": there
is no reason to believe that the measured distance between 36th St. and 37th St.
is equal to the measured distance between 40th St. and 41st St. For the measured
distance, we need to integrate ds , where ds is given by the line element, as explained
in Sec. 1.9.
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Something similar happens with measuring radii and circumferences on the
surface of the Earth, as the following example shows.

Moresmallrods
needed here than in
flat space;numberon
circumference is unchanged

N-pole

Fig. 4.2. Measuring distances in the Schwarzschild geometry (upper figure) and on
the surface of the Earth (lower figure). In each case, the circumferenceof the circle
is less than 27rR.

Example 4.1.1
If we mark out a circle of radius I m, by joining together all points on the
surface of the Earth t hat are a distance 1m from the North Pole, then the
circumference of the resulting circle is 211" m. However, if we mark out the
Equator in a similar way by joining together all points that are a distance
R from the North Pole (where R is the distance from the North Pole to the
Equator measured over the surface of the Earth) , then the circumference of
the resulting circle is not 211"R: fewer measuring rods are needed to cover the
circumference of this circle on the Earth than are needed to cover a circle on
a flat surface constructed in the same way.

Let us now turn our attention to t ime. One of the basic assumptions taken
over from special relativity is that clocks record proper time intervals along
their world lines. Infinitesimal proper time intervals are given by the line
element (4.1), and for a clock at a fixed distance in space (r, () , ¢ const ant)
this gives

dr = (1 - 2rn/r) 1/2dt. (4.6)
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So in flat spacetime (m turned down to zero) dr = dt, and such a clock
records the coordinate time t . However, in the curved spacetime (m turned
up) dr < dt , and fixed clocks do not record coordinate time .

Special relativity
v constant
dl = dlo(l - V2/C2)1/2

dt = dT(l - V2/C2)-1 /2

Schwarzschild
r variable
dr = dR(l - 2m/r)1 /2

dt = dT(l - 2m/r)-1 /2

Table 4.1. Comparison of length and time.

It is tempting to compare the relations (4.5) and (4.6) with similar formu-
lae from special relativity (see Table 4.1). However, there are important differ-
ences. The square root in the Schwarzschild solution involves the coordinate
r and therefore depends on position, whereas that in the special-relativistic
case is constant. Moreover, if we used a different coordinate system for de-
scribing the Schwarzschild solution, for example, isotropic coordinates (see
Problem 3.7), then the expressions would have different forms altogether.

One final point to note is that as r ---7 00 , dR ---7 dr in equation (4.5)
and dr ---7 dt in equation (4.6), so asymptotically the coordinate distance dr
coincides with the actual distance dR, and the coordinate time dt with the
proper time dr .

Examples 4.1.2

(a) If a stick of length 1m lies radially in the field of a star where tnfr is
10- 2 , what coordinate distance does it take up?
Answer. From equation (4.5), the coordinate distance is

.1r = (1 - 2m/r)I /2.1R = (1 - 2 x 10- 2)1/2m ::::; 0.99m.

(b) A long stick is lying radially in the field of a spherical object of mass M.
If the r coordinates of its ends are rl and r2 (rl < r2), what is its length?
Answer. Since the stick is long, we must integrate the length differential
dR. This gives the length as

1~2 (1 - 2GM/rc2)-1/2dr = [r1/2(r - 2GM/C2)1/2

+ (2GM/c2) In{r 1/ 2 + (r - 2GM/C2)1 /2}]T2 . (4.7)
Tl

Note that when GM/rc2« 1 this reduces to r2 - rl .



4.2 Radar sounding 129

Exercise 4.1
1. Check the integral (4.7).

4.2 Radar sounding

Suppose that an observer is at a fixed point in space in the field of a massive
obj ect , and that directly between him and t his obj ect there is a small body.
We can imagine the observer sending radar pulses in a radi al direct ion to-
wards the body, these pulses being reflected by it and subsequent ly received
by the observer at some lat er t ime. Let us calculate the t ime laps e between
transmission and subsequent reception of a radar pulse by the observer. If the

•Massive
object
(Sun)

Small
body
(Mercury
or Venus)

Observer
(Earth)

Fig. 4 .3. Radar sounding.

spatial coordina te s of the observer are (rl ' eo ,<Po), then those of the body are
(r2' 00, ¢>o ), with r2 < rl (see Fig. 4.3). The radar pulses travel in a rad ial
direction with the speed of light , so putting dr = 0 and dO = d¢> = 0 in t he
line element (4.1), we have

which gives
dr /dt = ± c(1- 2m /r) .

This expression gives the coordinate speed of light in the radial direction. The
coordinate t ime for t he whole t rip is therefore

(4.8)

dr
1 - 2m / r

L1t = _~ I
T2

dr + ~ I T! _
C T! 1 - 2m / r c T22IT ! dr

= c T2 1 - 2m / r '

However , we require the proper t ime lapse as measured by t he observer at r i '

(The observer 's clock records proper time.) From equa t ion (4.6) thi s is
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(
2m ) 1/2 2 ( 2m) 1/21r 1 dr.:17 = 1 - - .:1t = - 1 - -
rl c \ rl r2 1 - 2m/r

( )
1/ 2 ( )2 2m rl - 2m

= - 1 - - rl - r2 + 2m In .
c rl r2 - 2m

(4.9)

The distance traveled by the radar pulse is twice the integral (4.7), so on
the basis of the classical theory one would expect a round-trip time of

.:17 = (2 x integral (4.7))/c,

and .:17 -=J. .:17. The difference forms the basis of the so-called fourth test of
general relativity, in which the massive object is the Sun, the observer is on
Earth, and the small body is either Mercury or Venus. Of course, the Earth
is not at a fixed point in space , but we neglect its motion during the travel
time of a pulse.

With M equal to the mass of the Sun, and rl and r2 the orbital values of
r for the Earth and the other planet involved, 2m/r is small for r2 < r < rl ,
and this leads to the approximations:

.:17:::::: (2/c) h - r2 - m(rl - r2)/rl + 2mln(rtfr2)]'

.:17:::::: (2/c) h - r2 +mln(rtfr2)] '
Hence there is a general-relativity-induced delay

.:17 -.:17:::::: 2GM (In rl _ rl - r2 ) .
c3 r2 rl

(4.10)

(4.11)

For inferior conjunction, with the planet between the Earth and the Sun,
this time delay is too small to measure. However, it is increased considerably if
they are in superior conjunction, and an experiment was suggested by Shapiro
in 1964 which involved radar sounding of Mercury and Venus as they passed
behind the Sun." The analysis above will not cope with this situation, where
the Sun prevents direct radar sounding in the radial direction.

In using a time-delay formula such as formula (4.11), or its modification for
nonradial motion, one should ask oneself certain questions. Can the Earth's
motion in its orbit be ignored? Can the Earth's own gravitational field be
ignored? Can accepted planetary distances be used for rl and r2, which are
after all coordinate values and not distances (see Sec. 4.1)? What is the effect
of dispersion by the solar wind? When such considerations have been taken
into account, one may go ahead and perform one's experiment to check the
theoretical with the observed time delay. Recent tests using Mercury and
Venus have yielded agreement to well within the experimental uncertainty of
20% in 1968, and 5% in 1971, while tests using the spacecrafts Mariner 6 and

3See Shapiro, 1964.
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7 have yielded agreement to well within the experimental uncertainty of 3%
in 1975.4

Exercise 4.2
1. Check the approximations (4.10).

4.3 Spectral shift

Suppose that a signal is sent from an emit te r at a fixed point (r E , 0E, ¢E), that
it travels along a null geodesic and is received by a receiver at a fixed point
(rR' OR ,¢R). If tE is the coordina te time of emission and tn the coordinate
time of reception, then the signal passes from the event with coordinates
(tE, r e ,OE,¢E ) to the event with coordinates (tR, r u ,OR ,¢R) (see Fig . 4.4) .
Let U be an affine parameter along the null geodesic with U = UE at the event
of emission and U = UR at the event of reception. Since the geodesic is null ,

(1- 2m/r)e2(dt/du)2 = (1 - 2m/r) -I(dr/du) 2
+ r2(dO/du)2 + r2sin 2 O(d¢/du)2 ,

so

dt = ~ [(1 -2m)-lgi .dXidxj] 1/2 ,
du e r J du du

where gij = -gij' On integrating we have

[
1 "]1/21 U R 2m - da: dxJ

tR-tE=-l (1--) gi-- duoe U E r J du du

(4.12)

The int egral on the right-hand side depends only on the path through space,
so with a spatially fixed emit te r and a spatially fixed receiver , t n - it: is the
same for all signals sent. So for two signals we have

t tl ) _ t(1) - t (2) _ t (2)R E - R E '

giving
At - t(2 ) _ ttl) - t (2) - t(1 ) - At
L...l R - R R - E E - L...l E · (4.13)

That is, the coordinate time difference at the point of emission equals the
coordinate time difference at the point of reception. However , the clock of
an observer situated at the point of emission records proper time and not
coordinate time, the two being related by a finit e vers ion of equat ion (4.6).
This gives a proper time interval

4See Shapi ro , 1968; Shapiro et al. , 1971; and Anderson et al., 1975.
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and similarly
.dTR = (1 - 2m / rR) 1/2 .dtR .

Since .dtR = .dt E, we have

[
1 - 2m/ rR] 1/2
1 - 2m/rE

(4.14)

Equation (4.14) is th e basis of th e gravitational spectral-shift formula, which
we shall now derive.

Emitter
at fixed
(rE. (JE. +E)

Receiver
at fixed
(rR. (JR. +R)

Fig. 4.4. Spacet ime diagram illustrating emission and recept ion of a signa l.

Suppose the emit ter is a pulsating atom, and that in the proper time
interval .dTE it emits n pulses. An observer situ at ed at the emit ter will assign
to th e atom a frequency of pulsation l/E == n] .dTE, and this is the proper
frequency of the pulsating atom. An observer situated at th e receiver will see
th ese n pulses in a proper time interval .dTR (see Fig. 4.5), and therefore
assign a frequency vn == n] .dTR to the pulsating atom. Since .dTR i= .dTE th e
observed frequency differs from the proper frequency. In fact , equation (4.14)
gives

[1-2m/rE] 1/ 2 = [1 _2GM/rEc2] 1/2
1 - 2m/ rR 1 - 2GM/rRc2

(4.15)

on putting m == GM / c2. If rEC2» 2GM and rRC2» 2GM , then this reduces
to

(4.16)
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n pulsesemitted
in proper time
6T£;proper
uequency = n16T£

n pulsesreceived
in proper time
6TR; observed
uequency = nl6TR

Emitter Receiver

F ig. 4 .5 . Proper and observed frequencies.

From this we can obtain the fractional shift

Llv == VR - VE :::::: GM (~ _ ~) .
VE VE c2 r n r e

(4.17 )

If the emit te r is nearer the massive object than the receiver is, then 1/rR <
l i rE, and the shift is towards t he red , but if the receiver is nearer th e massive
obj ect , th en it is towards the blue.

There are two points relating to the formulae of spectra l shift which are
worth noting. The first is that the formula (4.15) generalizes to any static
spacet ime; that is, one for which there exists a timelike coordinate t which
gives a splitting of th e line element into th e form

In such a spacetime it makes sense to talk of fixed points in space, and fol-
lowing an argument analogous to that above leads to

(4.18)

where x~ are the spatial coordinates of the emit te r and x~ are those of the
receiver.

The second point is that the version (4.17) may be derived using an eclect ic
argument not based on genera l relativity. Suppose for the sake of argument
that th e emitter is nearer the massive object than the receiver is. Then in
traveling from the emit ter to the receiver a photon suffers a loss in "int rinsic"
energy equal to its gain in grav itational potential energy. The loss in intrinsic
energy is h (VE - VR ) , while the gain in gravitat ional potential energy is



(4.19)
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on assigning the mass hVE Ic2 to the photon. Equating these leads to th e
fractional-shift formula (4.17). This formula assumes th at the photon's energy
has both inertial and gravitat ional mass, and depends in an essent ial way on
the equivalence principle.

Terrestrial experiments confirming the formula (4.17) were performed in
1960 by Pound and Rebka using a vert ical separation of 22.5 m in the Jefferson
Physics Laboratory at Harvard.P The formula should also be amenable to
testing by observing the spectra of stars. For an observer on Earth mlrR is
negligible, and the effect depends essentially on mlre- Since the observed
spectrum is th at of atoms on the surface of the star, the effect is greatest for
dense objects, such as white dwarfs, for which mirE is large. However, data
concern ing stellar masses and radii are not usually accurate enough for such
observations to compete with terrestri al ones. Moreover, th e random motion of
the radiating atoms produces Doppler shifts which broaden the spect ral lines,
making it difficult to obtain an accurate value for the gravitational shift .

The following example makes use of th e spectral-shift formula (4.15).

Example 4.3.1
The wavelength of a helium-neon laser is measured inside a Skylab freely
floating far out in deep space, and is found to be 632.8 nm. What wavelength
would an experimenter measure (see Fig. 4.6) if:

(a) he and the laser fell freely together towards a neutron star?
(b) he remained in the freely float ing Skylab while the laser t ransmitted ra-

dially from the surface of the neutron star of mass 1030 kg and radius
r s = 104 m?

(c) he were beside the laser , both on the surface of the neutron star?
(d) he were on the surface of the neutron star while the laser was back in th e

distant Skylab?

Answer.

(a) Since the observer is at rest relative to the laser he observes its proper
wavelength as determined in the Skylab, namely 632.8 nm.

(b) The wavelength version of formula (4.15) is

AR [1 -2GMlrRc2 ] 1/2
AE = 1 - 2GMl rEc2 '

and if we assume that th e Skylab is so distant that we may take l / rR = 0,
and ignore its motion in space, then this gives an observed wavelength of

5See Pound and Rebka, 1960.
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Ibl~

'--'l.-I~

Ie) ", [[l)
I

Fig. 4.6. Observer and laser.

on putting AE = 632.8 nrn, G = 6.67 X 10- 11 Nm2 kg- 2 , M = 1030 kg,
r e = r e = 104 m, and c = 3 X 108 m s- 1 .

(c) Here r e = r e , so formula (4.19) gives a measured wavelength of 632.8nm.
(d) Here we take l / rE = 0 in formula (4.19) giving

AR ;:::; AE(1- 2MG/rRc2)1/2,

where AE = 632.8nm and rn = rs = 104 m. This gives a measured
wavelength of approximately 584nm.

Exercise 4.3
1. Find the fract ional shift in frequency, as measured on Earth, for light from

a st ar of mass 1030 kg, assuming tha t t he photons come from just above
the star 's atmosphere where rB = 1000krn.
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4.4 General particle motion (including photons)

The paths of particles with mass moving in the vicinity of a spherical massive
object are given by the timelike geodesics of spacetime, while the paths of
photons are given by the null geodesics. Our plan for this section is to consider
first the timelike geodesics , and then to see what modifications are needed for
null geodesics.

For a timelike geodesic wemay use its proper time T as an affine parameter.
From Section 2.1 we see that the four geodesic equations are given by

where

d(OL) et. _0dT oxll - oxll - , (4.20)

L(xO" xO" )= 19 xllXV
, - 2 IlV

= ~ (e2(1 - 2m/r}p - (1 - 2m/r)-lr2 - r2(02 + sin20 4>2)) .

Here dots denote derivatives with respect to T , the coordinates are XO == t,
Xl == r , x2 == 0, x3 == ¢, and we have again put m = GM/e2 .

Because of the spherical symmetry, there is no loss of generality in con-
fining our attention to particles moving in the "equatorial plane" given by
o= 7r/ 2. With this value for 0, the third (/1 = 2) of equations (4.20) is
satisfied, and the second of these (J.L = 1) reduces to

( )-1 2 ( )-22m .. me ·2 2m m .2 ·21 - - T +-t - 1 - - -r - r¢ = O.
r r2 r r2

(4.21)

Since t and ¢ are cyclic coordinates, we have immediate integrals of the two
remaining equations (see Sec. 2.1):

oL/oi = const, oL/o4> = const.

With 0 = 7r/2 these are (for oL/oi and oL/o4>, respectively)

(1 - 2m/r)i = k , (4.22)

(4.23)

where k and h are integration constants. We also have the relation (2.69)
which defines To With 0 = 7r/ 2 this becomes

(4.24)
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and may be used in place of the rather complicated equat ion (4.21).
Equation (4.22) gives the relation between the coordinate time t and the

proper time T; equat ion (4.23) is clearly analogous to the equation of con-
servat ion of angular momentum; as we shall see, equation (4.24) yields an
equation analogous to that expressing conservat ion of energy.

Equation (4.24) gives

and substituting for ¢ and i from equations (4.22) and (4.23) gives

If we put u == 1/ 1' and m = GM/ c2 this reduces to

(dU) 2 2 _ E 2GM I 2GM 3
d¢ + U - + h2 U I + c2 U , (4.25)

where E == c2 (k2 - 1)/h 2 . Comparing this with the analogous Newtonian
equat ion (4.41) we see that it corresponds to an energy equation. Comparison
also shows that t he last term on the right is, in a sense, a relat ivistic correc-
tion , and thi s is the point of view that we shall adopt when discussing the
advance of the perihelion in planetary orbits in the next section. In theory
equation (4.25) may be integrat ed to give u, and hence 1', as a function of ¢, to
obt ain the particle paths in the equatorial plane. Except in special cases, this
integra tion is impossibl e in practice, and we resort to approximat ion methods
when discussing planetary motion.

Two interesting special cases may be examined in detail, namely vertical
free-fall and motion in a circle.

Vertical free-fall. For vertical free-fall, <P is constant, which implies that
equation (4.23) is sat isfied with h = O. In deriving equation (4.25) we assumed
that ¢ and h were nonzero, so that equation cannot be used. However , it was
based on equation (4.24), which, with ¢ = 0 and the expression for i given by
equat ion (4.22) subst ituted , reduces to

(4.26)

This equation enables us to give a meaning to the integration constant k, for
if the par ticle is at rest (r = 0) when r = 1'0, then k 2 = 1 - 2m /ro . Since T

increases with t , equation (4.22) shows that k is the positive square root" of
1 - 2m/ro . Hence k is not a universal const ant , but depends on the geodesic
in quest ion. In particular , if r ---> 0 as r ---> 00, th en k = 1.

Differentiating equation (4.26) gives

6Weare assuming that t has been chosen to increase into the future.
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which can be written as
r+GM/r2=0. (4.27)

This equation has exactly the same form as its Newtonian counterpart . How-
ever, it should be remembered that in equation (4.27) the coordinate r is not
the vertical distance, and dots are derivatives with respect to proper time ,
whereas in the Newtonian version r would be vertical distance and dots would
be derivatives with respect to the universal time .

Putting k2=1-2m/ro and m = MG/c2 in equation (4.26), we get

1 .2 (11)2r = MG ~ - ro . (4.28)

Since the left-hand side is positive, this only makes sense if r < roo It has
exactly the same form as the Newtonian equation expressing the fact that a
particle (of unit mass) falling from rest at r = ro gains a kineti c energy equal
to the loss in gravitational potential energy. However, the different meanings
of r and the dot mentioned above should be borne in mind .

Equation (4.28) allows us to calculate the proper time experienced by the
particle in falling from rest at r = rooIf T = 0 when r = ro, then this time is

1 ira ( ) 1/2
T= ~ dr

J2MG r ro - r '
(4.29)

where, because r < 0, we have taken the negative square root when solving
equation (4.28) for dr fda: The lower limit of integration may be taken down to
2GM/c2 (i.e., 2m) unless the boundary of the massive object is reached first ,
and as r -+ 2m the integral clearly remains finite (see Exercise 4.8.2). However,
if one calculates the coordinate time t for falling to r = 2m == 2GM / c2 , then

fi 1 be i fini U · dt dt dr . hone ncs it to e m nite . smg - = -d -d WItdr T r

dt k
dr 1 - 2m/r

from equation (4.22), and

(1 - 2m/ro)I /2
1 - 2m/r

dr 1 (ror) 1/2
dr - - cJ27Ti ro - r

from equat ion (4.28) (with MG = mc2 ) , gives

dt 1 r3 / 2(ro - 2m)I /2
dr - c/2m (r - 2m)(ro - r)l /2 '

so the coordinate time to fall from r = ro to r = 2m + 10 (10 > 0) is

(4.30)



4.4 General particle motion (including photons) 139

(
ro - 2m) 1/ 2 (0 r3/2dr

te = 2mc2 .J2m+e (r - 2m)(ro - r)l /2'

With 2m + E: < r < r o we have r > 2m and ro - r < ro, so

(
ro - 2m) 1/2 (2m)3/21T

O ~
t e > 2 / .2mc 1 2 2 r - 2m"o m +e

But

iTo dr r o - 2m
--- = In --+ 00 as E: --+ 0,

2m +e T - 2m E:

showing that t; --+ 00 also. Hence the coordinate t ime taken to fall to r = 2m
is infinite, as asserted.

The way in which the coordinate time t depends on r for a radially falling
particle becomes more comprehensible if we compare its coordinate speed v(r ),
defined by v(r ) == Idr/dt l, with that of a particle falling according to the
classical Newtonian theory with speed v(r ). For simplicity, let us consider a
particle falling from rest at infinity. Letting ro --+ 00 in equation (4.30) gives

whereas the corresponding classical expression is (with MG = mc2 )

A short calculation shows that as r decreases from infinity v(r ) increases until
it reaches a maximum value of 2c/3V3 at r = 6m, after which v(r ) decreases,
and v (r ) --+ 0 as r --+ 2m. On the other hand, as r decreases, v(r ) increases,
and v(r) --+ 00 as r --+ O. The graphs of v(r) and v(r) are given in Figure 4.7.

Motion in a circle. For circular motion in the equatorial plan e we have
r = constant, and r = r = O. Equation (4.21) then reduces to

(4.31)

giving
(4.32)

on putting mc2 = GM. Hence th e change in coordinate time t for one complete
revolution is

(4.33)

This expression is exact ly the same as the Newtonian expression for t he period
of 11circular orbi t of radius r , that is, Kepler 's third law. Although we cannot
say that r is the radius of the orb it in th e relativistic case, we see that th e
spat ial distance traveled in one complete revolution is 27fr, just as in th e
Newtoni an case.
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Fig. 4.7. Comparison of the coordinate speed v(r) with the Newtonian speed v(r)
for a particle falling from rest at infinity.

Figure 4.8 is a spacetime diagram illustrating one complete revolution as
viewed by an observer fixed at the point where r = rooBI is the event of
the observer's viewing the start of the orbit at AI , while B2 is that of his
viewing its completion at A2 • The coordinate time between Al and A2 is Llt
as given by equation (4.33), and we know from the argument used in deriving
the spectral-shift formula (see Sec. 4.3) that Llt is also the coordinate time
between BI and B2. So the proper time Llio which the observer measures for
the orbital period is (from equation (4.6))

Llio = (1- 2m/ro)I /2Llt. (4.34)

As ro -+ 00, Llio -+ Llt , so Llt is the orbital period as measured by an
observer at infinity. So Llt turns out to be directly observable, and this suggests
an indirect means of measuring the coordinate r , by measuring the orbital
period of a test particle in a circular orbit given by the value of r . However,
this depends on a knowledge of M , which must be known independently, that
is, not found by methods involving orbital periods.

Equation (4.34) shows that for a fixed observer the period Llio assigned
to the orbit depends on his position. It is natural to ask what period Lli an
observer travelling with the orbiting particle would assign to the orbit. The
relationship between t and r is given by equation (4.22), so the answer to the
question depends on the value of the integration constant k. From equat ions
(4.31) and (4.22) we have

. r 2k 2 . mc2k 2e = and ",2 = (4 35)(r-2m)2 'f' r(r-2m)2 ' .

and substitution in equation (4.24) (with r = 0) gives



4.4 General particle motion (including photons) 141

Observer
at f=fo

World lube
of massive
object

Fig. 4.8. Spacetime diagram illustrating a circular orbit as viewed by a fixed ob-
server.

k2=(r-2m)2
1'(1' - 3m) (4.36)

From equation (4.22), the orbiting observer assigns a period L1T to the orbi t
given by

L1T = (1 - 2m/r)k- 1L1t

_ ( 1' - 3m) 1/2 _ [1'3 ( 3MG)] 1/2- -- L1t - 271" - 1 - --
r GM rc2

(4.37)

Since k2 > 0, equation (4.36) implies t hat circular orbits are impossible, unless
r > 3m. In the limit , as r -+ 3m , L1T -+ 0, suggest ing that photons can orbit
at r = 3m , and we shall see lat er in th is section that thi s is indeed the case.

Imagine now a situation where we have two astronauts in a spacecraft
which is in a circular orbi t at a value of r greate r than 3m. Suppose one of
them leaves the craft , uses his rocket-pack to maintain a hovering position at
a fixed point in space, and then rejoins the craft after it has completed one
orbit. According to equation (4.34), the hovering astronaut measures the time
of absence as

L1Thov = (1 - 2rn/ r )1 /2L1t ,
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while the orbiting astronaut measures it as

.dTorb = (1 - 2mjr)k- 1 .dt,

so
.dThov k (r - 2m) 1/2
.dTorb = (1 - 2mjr)l /2 = r - 3m > 1.

This shows that if the two astronauts were the same age at the time one of
them left the spacecraft for a period of powered flight, then on his return he is
older than his companion who remained in the freely falling spacecraft. This
result contrasts with the twin paradox of special relativity where the twin
undertaking a powered excursion returns to find himself younger."

Photons. Let us now look at the null geodesics which give the paths of
photons (and any other particles having rest mass equal to zero). We cannot
use proper time T as a parameter, so let w be any affine parameter along the
geodesic , and let dots now denote derivatives with respect to w. For photons
moving in the equatorial plane, equations (4.21) to (4.23) remain the same,
but the right-hand side of equation (4.24) must be replaced by zero:

This leads to a modified form of equation (4.25):

(
dV,) 2 2 _ F I 2GM 3
de/> +v,- 1+ c2 v"

(4.38)

(4.39)

where F == c2k2 j h2 . We make use of this equation when discussing the bending
of light in Section 4.6. To complete the present section we shall discuss two
consequences of the null geodesic equations.

The first is the possibility of having photons in a circular orbit . With
r= r = 0, equation (4.21) gives ¢2ji2= mc2jr 3 , while equation (4.38) gives
¢2ji2 = c2(1 - 2mjr) jr 2. Equating these gives r = 3m as the only possible
value of r for which photons can go into orbit.

The second consequence is that by investigating the radial null geodesics
we can discover what sort of picture a fixed observer gets of any particle
falling into a black hole. Suppose the observer is fixed at r = ro, and he drops
a particle from rest . According to the discussion above it takes an infinite
coordinate time to fall to r = 2m, and we see from equation (4.30) that
drjdt -t 0 as r -t 2m (see also Fig . 4.7). So in an r, t diagram the path of the
falling particle is asymptotic to r = 2m, as shown in Figure 4.9. However, as
we have seen, the proper time to fall to r = 2m as measured by an observer

7This result apparently contradicts the dictum that a timelike geodesic maxi-
mizes proper time.
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falling with the particle is finite. Moreover, as r ----t 2m equation (4.28) shows
that dr jdr ----t - c(l - 2m/ro)1/2, so the particle has not run out of st eam by
the time it gets down to r = 2m and presumably passes beyond the threshold .
(So in some respects our r, t diagram is misleading.)

Fixed
observer
at ro

Threshold

t at
event or --+,I-+:f-+-I----,'---,L--,,,L---/-:---+--...
release

Fig . 4.9. r , t diagram illustrating the observat ion of a falling particle by a fixed
observer.

What the observer sees is governed by the out going radial null geodesics
issuing from the falling particle. For such a geodesic, equation (4.38) gives

c2 (1 - 2m / rW - (1 - 2m/r) -l r2 = 0,

so
dr/dt = c(l - 2m / r). (4.40 )

As r ----t 2m, dr / dt ----t 0 and an outgo ing radial null geodesic is also asymptotic
to r = 2m in our r , t diagram. The outgoing null geodesics are therefore as
shown in Figure 4.9. Ifwe follow these back from the eye of the fixed observer,
then we discover that he always sees the falling par t icle before it gets to
r = 2m , as we asserted above.
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Our present coordinate system is inadequate for discussing what happens
at and beyond r = 2m , so care should be exercised in int erpreting diagrams
such as Figure 4.9. When we discuss black holes ill Section 4.8 we make use of
anot her coordinate system that allows us to ste p over the threshold at r = 2m ,
and to give an improved version of Figure 4.9.

Exercises 4.4
1. Obtain the second and third of equat ions (4.20) (i.e., for /l = 1 and 2),

and hence show that () = 7r/ 2 satisfies the third equation, and that with
() = 7r/ 2 the second reduces to equat ion (4.21).

2. Check equation (4.25) for tim elike geodesics, and the corresponding equa-
t ion (4.39) for null geodesics.

3. An observer stationed where r = ro watches a light signal emit ted from a
point where r = ri . It travels radially inwards and is reflected by a fixed
mirror at r = r2, so that it t ravels back to its point of origin at r = ri.
How long does the round-trip take according to t he observer at r = ro?
(Assume that 2m < r 2 < r l < ro .)

4.5 P erihelion advance

For a par ticle moving in the equato rial plane under the Newtonian gravi-
tational attract ion of a spherical object of mass M sit uated at the origin,
classical angular momentum and energy considerations lead to the equation

(4.41)

where u = l /r , E is a constant relat ed to the energy of the orbit , and h is the
angular momentum per unit mass given by r2d¢/dt = h (see Problem 4.6).
The solution of this equation is well known from mechanics as

u = (GM/h2)[1 + e cos (cP - cPo)]' (4.42)

where cPo is a constant of int egration, and e2 = 1+Eh 4 /G2M 2 . Equation (4.42)
is that of a conic section with eccent ricity e.

The genera l-relativisti c analogue of equat ion (4.41) is equat ion (4.25), and
we expect the extra term (equal to 2GMu3 / C2 ) to per turb the Newtonian
orbit in some way. If we take the Schwarzschild solut ion as a model for the
solar system, treating the planets as par ticle s, then thi s extra term makes its
presence felt by an advance of the perihelion (i.e., the point of closest approach
to the Sun) in each circuit of a planet about the Sun . In deriving t his resul t
we make use of an argument due to Meller .f

8See, Moller, 1972, §12.2.
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Aphelion and perihelion occur where du/d¢ = 0, th at is, at values of u
sat isfying

2G1v1 :l _ 2 2GM E - °
c2 U U + h2 U+ - .

This is a cubic equat ion with three root s, UI, U2, U:l say. Suppose tha t UI gives
the aphelion and U2 th e perihelion , so U I ::; U ::; U2. Let us introduce a new
variable u == u/uo, where Uo == (U I +u2)/2. This enables us to writ e the cubic
equation above as

- 3 - 2 2GM _ E
e:u - U + -'2U + 2' = 0,

t Uo Uo
where e: == 2GMuo/C2. The quantity e and the variable u are dimensionless,
and for planetary orbits in the solar system e is ext remely small (about 5.1 x
10-8 for Mercury and 2 x 10- 8 for the Earth). We shall t herefore work to first
order in e, neglecting its square and higher powers."

The three roots of the cubic in u are UI == uI/uo , U2 == U2/UO , and U3 ==
U3/UO ' The equat ion (4.25) is equivalent to

(4.43)

on writing the cubic expression in te rms of its factors. But

since the sum of the roots-" is 1/ e: and UI + U2 = 2, giving

(du/d¢)2 = (u - Ud (U2 - u)( l - e:(2+u)).

So to first order in e,

d¢ 1 + ~ e:(2 + u)
du [(u - Ud (U2 - u)]1 /2'

Putting (3 == ~ (U 2 - UI ) allows us to writ e the above as

d¢ ~ e: (u -1)+1+ ~ e:

du [132 - (u - 1)2]1 /2 .

This form for d¢/du allows us to integrate it to find the angle iJ.¢ between an
aphelion and the next perihelion. Using iJ.¢ = rfj,2(d¢/du)du, we getJU ]

9The intention here is to make clear what is small and what is not by using
dimensionless quantities and variables that do not depend on the units used. The
constant UQ is taken as a characteris tic value for u and is used to define the variable
ii , whose value for nearly circular orbits is then not too different from unity. We are
effect ively scaling u , so that the problem is formulated in a dimensionless way. (The
angular variable 1; is already dimensionless.) See, for example Logan, 1987, §1.3.

l OIf a(x-x I)( X- X2)(X- X3) == ax3+bx2+cx+d, then expanding the left-hand side
and comparing coefficients of x2 gives - a(X l +X2 +X3 ) = b, so Xl + X2 +X3 = - b/ a.
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L1¢ = [-~e (,82 - (u _1)2)1 /2+ (1 + ~e) arcsin u; 1J:~

= (1+ ~e)7f . (4.44)

Doubling L1¢ gives the angle between successive perihelions, and shows that
in each circuit this is advanced by

(4.45)

where r1 and r2 are the values of r at aphelion and perihelion.
Although the quantity (4.45) is incredibly small, the effect is cumulative,

and eventually becomes susceptible to observation. It is greatest for the planet
Mercury, which is the one closest to the Sun, and amounts to 43" per century.
There is excellent agreement between the theoretical and observed values,
but the comparison is not as straightforward as it might seem. In deriving the
quantity (4.45) we assumed that planets behaved like particles, and ignored
their gravitational influence on each other. In fact this influence cannot be ig-
nored , and the effect of the other planets on Mercury causes a perturbation of
its orbit . However, after taking this into account (using Newtonian methods)
there remains an anomalous advance of the perihelion not explicable in New-
tonian terms, and it is this which is accounted for by general relativity. The
predicted advances for Mercury, Venus, and Earth, together with the observed
anomalous advances, are given in the Introduction.

Although we are here discussing tiny effects in our solar system, it is
interesting to note that between 1975 and 1989 the eccentric orbit of the
famous neutron-star pair!! PSR 1913+16 has been observed to advance over
60°. However, as mentioned in the Introduction, our analysis above does not
treat the motion of two massive stars, and so the results cannot be carried
over without modification. Another binary pulsar, PSR 1855+09, is also being
studied for large general-relativistic effects.

Exercise 4.5
1. Check the calculations leading to the result (4.44).

4.6 Bending of light

We have already noted that a massive object can have a considerable effect on
light : photons can orbit at r = 3m. However, we do not expect to be able to
observe this extreme effect in nature, principally because we do not expect to

llThe pulsar was discovered in 1975 by Hulse and Taylor. See Hulse and Taylor,
1975, and Weisberg and Taylor, 1984.
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find many objects with TB < 3m. More modest deflections of light passing a
massive object can be observed, and in this section we give the theory behind
the observations.

The path of a photon travelling in the equatorial plane is given by equa-
tion (4.39). With M turned right down to zero, this becomes

a particular solut ion of which is

u = Uo sin ¢ or TO = Tsin ¢ ,

(4.46)

(4.47)

where u6 ::::::: 1/T6 = F. This solut ion represents the straight-line path taken
by a photon originating from infinity in the direction ¢ = 0, and going off to
infinity in the direction ¢ = 7r. The point on the path nearest to the origin 0
is at a dist ance TOfrom it , and is given by ¢ = 7r/2 (see Fig. 4.10). On turning
M up, we expect this path to be modified in some way.

Turning M up means replacing equation (4.46) by equat ion (4.39). Tak-
ing a similar approach to that in th e previous section, let us introduce the
dimensionless variable u ::::::: u/uo , where (as in the case where M = 0) Uo is
the value of u at the point of closest approach, and set e ::::::: 2GM uo/ c2. In
many situations , c is ext remely small, in part icular that of a photon from a
distant star reaching the Earth after grazing the Sun, for which the value is
about 4.2 x 10-6 . As in the previous section , we shall work to first order in e
and neglect its square and higher powers.

We can now write equation (4.39) in the equivalent form

(
du ) 2 - 2 F - 3
d¢ + u = u5 + €U . (4.48)

At the point of closest approach, du/d¢ = 0 and u = 1, so F/u5 = 1 - e and
equation (4.48) becomes

~ = ,,/2

Path of photon

~ = ,,--------~ 4------ - - 4> = 0

Fig. 4.10. Photon path in the equatorial plane of flat spacetime (M = 0) .
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(4.49)

This equation should have a solution close to u = sin 1>, which is the form the
flat-spacetime solution (4.47) takes when expressed in terms of u. Let this be

u = sin 1> + EV ,

where v is some function of 1> to be determined. Substitution in equa-
tion (4.49), and working to first order in E, gives

2(dv/d1» cos 1> + 2vsin 1> = sin31> - 1,

which can be rewritten as

d(vsec1» /d1> = ~(sec1>tan1> - sin 1> - sec2 1»

after some manipulation. Integrating gives

v = ~(1 + cos21> - sin 1» +A cos 1>,

where A is a constant of integration. Let us fix A by requiring that the photon
originates from infinity in the direction 1> = 0, as in the flat-spacetime case.
Then v = 0 when 1> = 0, so A = -1, and

u = (1 - ~E) sin 1> + ~E(1 - cos 1>)2

is the equation of the path of the photon, to first order in E .

+= (n + 0) /2

J--------- += 0

+= n + 0

(4.50)

Fig. 4.11. Photon path in the equatorial plane of a massive body (M > 0).

We no longer expect the photon to go off to infinity in the direction 71' ,

but in a direction 71' + 0, where 0 is small. Putting u = 0 and 1> = 71' + 0 in
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equat ion (4.50), and ignoring squa res and higher powers of a, and also ca,
gives

0 =-a +2c,

so a = 2E. (We have used sin(Jr+ a) ~ - a and cos(Jr+a ) ~ -1.) So in its
flight past the massive object th e photon is deflected through an angle

(4.51)

(see Fig. 4.11) .
The deflection increases as th e impact parameter TO decreases. In th e case

of light passing through the gravitational field of th e Sun, the smallest that
TO can be is its value at th e Sun 's sur face. If we take for TO the accepted
value of the Sun's radius (a good enough approximation' P}, th en th e formula
(4.51) gives a value of 1.75" for th e total deflection of light originating and
terminating at infinity.l''

This th eoreti cal result has been checked by observation, but the exper-
iment is a difficult one. One method involves pho tographing th e st ar field
around th e Sun during a total eclipse, and comparing the photograph with
one of t he same st ar field taken six month s later. The problems facing exper-
iment ers include

(a) th e marked change in condit ions which occur when bright sunlight changes
to th e semidarkness of an eclipse;

(b) th e t ime lapse of six month s, which makes it difficult to reproduce similar
condit ions when taking the comparison photograph ;

(c) th e smallness of th e effect , which pushes photography to its limits.

Another method involves th e measurement of the relative posi tions of two
radio sources (by inte rferomet ric means) as one of th em passes behind the
Sun .14 Some detailed figures are given in the Introduction.

4.7 Geodesic effect

If in fi at spacetime a spacelike vector Nt is transpo rt ed along a t imelike
geodesic without changing its spatial orientation, then, in Car tesian coordi-
nates, it satisfies d),,I"/ dr = 0, where r is the proper t ime along the geodesic.
That is, ).Jt is parallelly transported through spacetime along the geodesic.
(Since DN"/dr = dN"/dr when Cartes ian coordinates are uscd .) Moreover ,
if at some point Nt is orthogonal to the tangent vector xfl == dx!' / dr to the

12Although TO is a coordinate value, the circumference of the Sun's disk is 27l'To ,

which is measured by optical means.
13In 1911, prior to general relativity, Einstein predicted a deflection equal to half

this amount . See Hoffman, 1972, Chap. 8, for history, and Kilmister, 1973, Extract 3,
for a translation of Einstein's paper.

14See, for example, Riley, 1973, where references for other experiments are given.
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geodesic, then TJl-'v).l.L;j;V = 0, and this relationship is preserved under parallel
transport . This orthogonality condition simply means that >,,1-' has no tempo-
ral component in an instantaneous rest frame of an observer traveling along
the geodesic. The corresponding criteria for transporting a spacelike vector
>,,1-' in this fashion in the curved spacetime of general relativity are, therefore,

and

d>"l-' jdr +TI-' >..VxCT = °VCT (4.52)

(4.53)

where i;J.L :::::: dxl-' [dr.
The geodesic effect (sometimes termed the geodetic effect) is a consequence

of the fact that if a spacelike vector is transported without rotation along a
geodesic corresponding to a circular orbit of the Schwarzschild solution, then
on its return to the same point in space, after completing one revolution, its
spatial orientation has changed . To see this, we must integrate the system of
equations (4.52) using expressions for rf:CT and xCT corresponding to a circular
orbit, which without loss of generality we may take to be in the equatorial
plane.

For such an orbit xl = x2= 0, and most of the rf:CT are zero, Making use
of the results of Problem 2.7 (with () = 1fj2), we see that equations (4.52)
reduce to

where

d)'o [dr + rfo).lxO = 0,

d).ljdr + r.1 ).0xo+ r 1 ).3 x3 - °00 33- '

d>..2 [dr = 0,

d).3 [tlr + r{3>..lx3 = 0,

(4.54)

(4.55)
(4.56)

(4.57)

( )

- 1° m 2mr lO = r 2 1 - -:;:- ,

1 (2m)r33 = -r 1 - -:;:- ,

r.1 _ mc2 ( _ 2m)
00- 2 1 ,r r

3 1r13 = -
r

Let us put xl-' = (a,0, 0, S?a), where a :::::: i and S? :::::: d¢/dt, so that S? is the
angular coordinate speed around the circular orbit. Equations (4.35), (4.36),
and (4.31) show that

(
r ) 1/2

a- ---
r-3m (m)1/2and S? = c r 3

on assuming that ¢ increases with t. Both a and S? are constants. The orthog-
onality condition (4.53) reduces to
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and allows us to express ..\0 in terms of ..\3 :

A short calculation then shows that equat ion (4.54) is equivalent to equa-
tion (4.57), and the system of equations (4.54)-(4.57) reduces to

d>..l /dr - (rD/a)>..3= 0,

d>..2/dr = 0,

d..\3/dr + (aD/r)..\1 = O.

The general solution of these is

..\1 = (A/a) cos(<Po - Dr) ,

..\2 = B ,

>..3 = (A/ r) sin(<po - Dr) ,

(4.58)

(4.59)

where A, B , and <Po are const ants of integration. This shows that the spatial
part .A of >,,/1 == (..\0 , .A) rotat es relative to the radial direction with angular
proper speed D in the negative <p direction . However, the radial direction itself
rotates with angular coordinate speed D in the positive <p direction , and it is
the difference between angular proper speed and angular coordinate speed
which gives rise to the geodesic effect .

Radial
direction

~-'---k----:;-r---'" Initial direction of 1

Final directionof 1

Fig. 4.12. Geodesic effect. Here the initial direction (t = T = 0) is radial.

If we take the initial direction of .A to be radial (B = <Po = 0 in equa-
tion (4.59)) , and choose the origin of t so that t = 0 when T = 0, then the
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situat ion is indicated in Figure 4.12. One revolution is completed in a coor-
dinat e time of 27f j n, and hence, from equation (4.37), in a proper time of

(r-r3m)
1/2 ~ . The final direction of>. is th erefore 27f - 0:, where

0: = 27f [1- (1- 3m jr)1 /2] .

So 0: ~ 37fmjr for small tti]r,
The axis of an orbiting gyroscope furnishes us with a spacelike vector which

is transported without rotation, so the geodesic effect is, perhaps, susceptible
to observation by means of gyroscopes in orbiting satellites.P The smaller
the value of r , th e great er is the effect; though small, th e effect is cumulat ive,
and for a sat ellite in near-Earth orbit amounts to about 8" per year, which
should be measurable. An experiment involving a terrestri al sat ellite in a low
circular orbit was planned for the Space Shuttle in 1993-94, but was delayed.
The experiment was finally launched in April 2004, where four ping-pong-
ball-sized spheres, spinning at 10,000 rpm, and using the binary star I.M.
Pegasus as a reference, were put into polar orbit at a height of about 400
miles above the Earth's surface. The experiment, called Gravity Probe B, will
measure both geodesic precession as well as th e much smaller (and mutually
perp endicular) Lense-Thirring effect of Section 4.10.

Exercise 4.7
1. What does th e geodesic effect amount to for the axis of the Earth in its

orbit round the Sun?
(Take Me') = 2 X 1030 kg, r = 1.5 x IO!! rn,

G = 6.67 X 1O-1l Nm2 kg- 2 , and c = 3 X 108ms- 1. )

4.8 Black holes

So far , our discussion of the Schwarzschild solution has been in terms of the
coordinates (t,r,0,¢», and we pointed out in Section 4.0 that the lower bound
on r was either its value r B at the boundary of th e object , or 2m (= 2GM j c2 ) ,
depending on which is reached first as r decreases. If 2m is reached first , we
have a black hole, and this is th e situation prevailing in this section . For an
object of mass M , 2GMj c2 is known as its Schwarzschild radius.

In th e limit as re -+ 2m , the spect ral-shift formula (4.15) produces an
infinite redshift . A particle falling radially inward s appears to continue beyond
the threshold at r = 2m , although, as we have seen, an observer viewing its fall
always sees it before it passes th e threshold. These two observations suggest

15See the paper by Everitt , Fairbank, and Hamilton in Carmeli et al., 1970.
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that some odd things happen at r = 2m. However, the coordinates (t,r,e,¢)
are inadequate for discussing what happ ens at r = 2m and beyond, so we
introduce new coordinates which are valid for r ::; 2m.

Let us keep r , e, ¢, but replace t by
v == ct + r + 2mln(r /2m -1) . (4.60)

A short calculation (see Exercise 4.8.1) shows that in terms of v, r , (J , ¢ the
line element is

(4.61)

These new coordinates are Eddington-Finkelstein coordinates. They are valid
for all v , for all r > r B , even if r B < 2m (because none of the metri c tensor
components becomes infinite), and take us over the threshold at r = 2m.

From the line element (4.61), we see that radial null geodesics (dT = 0)
are given by

( 1 _ 2m) (dV)2 _ 2dv = 0,
r dr dr

that is, by
dv /dr = 0

or
dv/dr = 2/(1 - 2m /r) .

Differentiation of equation (4.60) gives

(4.62)

(4.63)

dv dt 1
- = c- +---,.-
dr dr 1 -2m/ r '

so dv /dr = 0 implies that c di f dr = -1 /(1 - 2m / r) , which is negative for
r > 2m, while dv/dr = 2/(1 - 2m /r) gives c dt/dr = 1/(1 - 2m / r) , which is
positive for r > 2m .We therefore infer that equation (4.62) gives the ingoing
null geodesics, while equation (4.63) gives the outgoing ones, at least in the
region r > 2m.

Int egration of equation (4.62) gives

v = A, A = constant ,

while integration of equat ion (4.63) gives

v = 2r + 4m In Ir - 2ml+ B , B = constant .

(4.64)

(4.65)

Figure 4.13 shows a v , r diagram of radial null geodesics. In drawing this di-
agram we have used oblique axes, so that the ingoing null geodesics given
by v = A are inclined at 45°, just as they would appear in a flat spacetime
diagram. We have also imagined the whole mass of the object to be concen-
trated at r = 0, and taken the ingoing null geodesics right down to r = O. The
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Fig. 4.13. Eddington-Finkelstein picture of ingoing and outgoing null geodesics.

outward equation (4.65) shows that v --+ -00 as r --+ 2m , so the outgoing null
geodesics are asymptotic to r = 2m, as shown in the figure.

It may be seen from the figure that a photon starting where r > 2m can
travel inwards, cross the threshold at r = 2m , and carryon inwards, but that
a photon starting where r < 2m does not travel outwards. It is confined to the
region r < 2m . Thus if a massive object had re < 2m, light could not escape
from it to the region r > 2m. An outside observer could detect its presence
through its gravitational field, but he could not see it, and it is for this reason
that such an object is called black hole. Another way of describing the effect
of a black hole on light propagation is that it causes the null cones in the
tangent spaces to tilt over, and we have drawn small null cones in the figure
illustrating this. The possible existence of objects from which light cannot
escape was considered as early as 1798 by Laplace.!"

16In classical physics the escape velocity for a particle from a star of mass M
and radius r is {2GM/r)1/2. Assigning a light corpuscle the escape velocity c yields
r = 2GM/c2, which is also the Schwarzschild result. See Hawking and Ellis, 1973,
Appendix A, for a translation of Laplace's essay.
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Since we have not changed the coordinate r. the integral (4.29), which
gives the proper time for a particle to fall inwards from rest at r = ro re-
mains the same, but we now see that it is valid for r < 2m. This integral
may be evaluated (see Exercise 4.8.2), and remains finite as its lower limit
tends to zero. For example, if ro = 4m, then the time taken to fall to r = 2m
is V2m(7r + 2)jc, while that taken to fall to r = 0 is 2V2m7rjc (see Exer-
cise 4.8.3). The world line of a falling particle is also shown in Figure 4.13,
and this results in an improved version of Figure 4.9.

Thus if Alice were to fall radially down a black hole (rather than a rabbit
hole) clutching a clock and a lantern, then she would complete her fall within
a finite time on her clock. However, an outside observer would never see her
pass beyond r = 2m, but she would effectively disappear from view as the
light from her lantern became became increasingly redshifted. Once beyond
r = 2m she could no longer signal to the outside observer, nor could she return
to tell of her experiences.

The above considerations show that an outside observer cannot see events
which occur inside the sphere r = 2m, and for this reason the sphere, or rather
the hypersurface in spacetime which is its time development, is called an event
horizon.

Our discussion of the properties of a black hole would be largely academic,
unless there were reasons for believing that they might exist in nature. The
possibility of their existence arises from the idea of gravitational collapse. If
one imagined a very massive object accreting more matter by gravitational
attraction, then a stage would be reached where the mutual gravitational at-
traction between the constituent particles was so great that the internal repul-
sive forces between them could no longer hold them apart . The whole object
would collapse in on itself: nothing could stop this collapse, and the result
would be a black hole. Quite general arguments (not based on the spherically
symmetric solution of Schwarzschild) exist to show that a collapsing object
leads to a singularity in spacetime.l" If the collapse is spherically symmet-
ric, then the singularity which is the eventual destination of the collapsing
material is given by r = 0 in the Schwarzschild solution.
If one assumes that the general features of a collapsing object are not too

far removed from those that prevail in the spherically symmetric case, then
one would expect the emergence of an event horizon which would shield the
object in its collapsed state from view (see Fig. 4.14). An outside observer
would see the object to be always outside the event horizon. However, it
would effectively disappear from view because of the increasing redshift, and
a black hole in space would be the result.l'' At least two possible candidates

17See, for example, Misner, Thorne, and Wheeler, 1973, §34.6.
ISIt would take an infinite time to disappear. If black holes do exist, then this is

an argument that they must have been "put in" at the beginning.
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Fig. 4.14. Spacetime diagram of gravitational collapse .

for black holes have been "observed," which include the compact X-ray source
Cygnus X-I and the nucleus of the radio galaxy M87.l 9

Exercises 4.8
1. Verify the form (4.61) of the line element in Eddington-Finkelstein coor-

dinates.

2. By making the substitution r = rosin2 'ljJ , show that the value of the
integral (4.29), giving the proper time to fall radially from rest at r = ro,
is

3/2 [ ( ) 1/2 ( ) 1/2 ( ) 1/2]
T(rO ' r) = C(;~)1 /2 ~ - arcsin :0 + ~ 1 - :0 .

3. Using the result of Exercise 4.8.2 , show that T(4m,2m) = V2m(1r + 2)/c,
and that T(4m,r) = 2V2m1r/ c as r -+ O.

4. Why can Alice not return to the outside world (r > 2m) after falling down
the black hole?

19See Thorne, 1974, and Young et al. , 1978.
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4.9 Other coordinate systems

The description of spacetime near a spherically symmetric massive object
need not be in terms of the standard Schwarzschild coordinates and their
corresponding line element. We have already seen the usefulness of Eddington-
Finkelstein coordinates in discussing what happens beyond the event horizon
at r = 2m .

Another example is provided by isotropic coordinates defined in Prob-
lem 3.7. Here the standard coordinate r is replaced by p, defined by

and simple substitution gives the line element

c2dr2 = c2(1 - m /2p)2(1 +m /2p) -2dt2
_ (1+m /2p)4(dp2 + p2d(}2 + p2 sin2 () d¢2) .

(4.66)

(4.67)

These coordinates are employed in compiling the relativistic astronomical ta-
bles for the solar system used extensively throughout the world. We see that
the line element has the form

where d(J2 is the line element of flat space in spherical coordinates p, () , ¢.
The particular advantage of the isotropic line element is that d(J2 is in-

variant under changes of flat-space coordinates, and p, (), ¢ may therefore be
replaced by any other flat-space coordinates we care to use. For example, if
Cartesian coordinates x , y , z (defined in terms of p, (), ¢ in the usual way)
are used as spatial coordinates , then

and
c2dr 2 = A(p)dt2+ B(p) (dx2+ dy2 + dz2) ,

where p occurring in A(p) and B(p) is given by p2 = x2+ y2+ Z2.
Our previous results could be formulated in terms of isotropic coordinates,

but the corresponding expressions are usually more complicated. For example,
corresponding to equation (4.40) we would have

dp/dt = c(l - m /2p) /(1 + m /2p)3. (4.68)

Kruskal (or Kruskal-Szekeresi coordinates are, like Eddington-Finkelstein
coordinates, particularly useful for discussing what happens both sides of the
event horizon . The rand t of the standard Schwarzschild coordinates are
replaced by
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u == (r/2m - 1)1 /2 er/4m cosh(ct/4m) ,

v == (r/2m - 1)1/2er /4m sinh(ct/4m).

This leads to the line element

(4.69)

where r is defined implicitly by

u2 - v2 == (r/2m _ 1)er / 2m .

The particular advantage of these coordinates is that radial null geodesics are
given by u ± v = constant, and are thus straight lines with 45° slopes when
drawn in a u, v diagram, just as in the flat spacetime of special relativity.

We have seen in this chapter the effects on particles in a spacetime which
is not flat . Note that no amount of coordinate transformation from one system
to another can change the curvature of the spacetime. (The test for curvature
is given in Sec. 3.2.) Another way of saying this is that we cannot transform
away gravity just by turning to another coordinate system , except of course
locally, but then only approximately. Globally, we cannot transform away
gravity at all.

Exercise 4.9
1. Verify the form (4.69) for the line element in Kruskal coordinates.

4.10 Rotating objects; the Kerr solutiorr"

In general , stars and planets spin on their axes. A Foucault pendulum at our
North pole swings in a plane while the Earth spins underneath. An observer
at the North Pole notices that axes marked on the snow certainly do not
represent an inertial frame; rather, the pendulum dictates things, swinging
in a plane which is apparently at rest with respect to the remainder of the
universe.

In the seventeenth century, Newton, pondering what determined an inertial
frame for his law of inertia, had asked (in essence) what would happen to the
surface of water in a rotating bucket if the rest of the universe were not there21.

In the nineteenth century the philosopher-physicist Ernst Mach, as well
as Lense and Thirring in 1918,22 had wondered whether ponderous moving
masses in general might influence test particles, and in particular whether it
would be possible to affect the plane of swing of a pendulum by placing it ,

20This section may be omitted without loss of continuity.
21Discussed in, for example, Weinberg, 1972, §1.3.
22See Thirring and Lense, 1918.
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for example, inside a very massive rot ating cylinder. So the general question
arises: does a massive spinning body have any sort of effect on inertial frames?

It turns out that it does. In the early 1960s R.P. Kerr found another ex-
act solution23 to the empty-spacet ime Einstein field equations (3.40);24 it is a
generalization of th e Schwarzschild solution and is now accepted as represent-
ing the gravitat ional field external to a rotating object in an otherwise empty
spacetime. In Boyer-Lindquist coordinates.P in which t , r , e,¢ playa similar
role to their counterparts in the standard form of the Schwarzschild solut ion,
the line element has the form

(4.70)

where
(4.71)

and
(4.72)

It can be seen that if a = 0, the solution reduces to th at obtained by
Schwarzschild, which suggests that m = GM j c2 , where M is the mass of the
object . This claim can be further just ified by comparing the OO-component of
the weak-field approximat ion with the Newtonian pot ential , as in the Schwar z-
schild case. Arguments exist to justify t he claim that the other const ant a,
which has th e dimensions of length , is related to the object 's angular momen-
tum per unit mass. One of these is based on a comparison of the Kerr solut ion
with the approximate solut ion obt ained by Lense and Thirring for a rotating
sphere of constant density in the weak-field limit . Th e conclusion is that

a = J jMc, (4.73)

where J is the angular momentum of the rotating source .
However, as regards act ually measuring things, it should be borne in mind

that we can only infer th e act ual mass of a body such as the Sun or the Earth
from planetary or satellite data; and we cannot directly measure the angular
momentum of such bodies at all , because we are always hampered by a lack
of dat a concerning interior velocity profiles.

23The derivation of this solution uses techniques that are beyond the scope of this
introductory text. See Kerr, 1963.
24Anyone considering checking that the solution satisfies the empty-spacetime

field equations is warned that it requires an extremely long calculation. The symbolic
computing system Maple coupled with the package GRTensorII makes short work
of the job. For details visit http ://grtensor .phy .queensu .ca/.

25See Boyer and Lindquist , 1967.
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The value astronomers give for the Sun's mass is 2 x 1030 kg, and the
angular momentum of the Sun is thought to be about 1.6 x 1041kgm2 s-1. So
for the Sun a ~ 267m-considerably smaller than the Sun's radius. Est imates
for J for the Earth indicate a rough value for a of about 1m.

From the equation giving the line element we get

( 2mr ) 2 0 0
2mcrasin2B1- - - C p2p2

0
p2

0 0
[9/lv]= ,1

0 0 _ p2 0

o2mcrasin2B
p2 O ( ( 2 2) ' 2 {} 2mra2sin"B)- r + a sm u + 2

P
(4.74)

for the components of the metric tensor, from which we can deduce that the
contravariant components are given by (see Exercise 3)

1 (2 2 2mra2sin2 B) 0 0
2mra

2,1 r + a + 2 cp2Llc p

0
,1

0- p2 0
[g/lV] =

1
0 0 p2 0

2mra (1-2mrjp2)
cp2Ll 0 0

,1 sin2B
(4.75)

Symmetries of the Kerr solut ion. The components of the metric ten -
sor do not depend on t and ¢>, which means that the Kerr solution is both
stationary and axially symmetric. These symmetries can also be expressed
by saying that the metric tensor is invariant under either of the coordinate
transformations:

(a) t' = t + const , r , B, ¢> unchanged;
(b) ¢>' = ¢> + const, t, r, B unchanged.
It is also invariant under the transformation:

(c) t' = - t, ¢>' = -¢>, r , B unchanged,

but not under either of the following

(d) t' = -t, r , () , ¢> unchanged;
(e) ¢/ = - ¢>, t, r, B unchanged.

in which only one of t and ¢> change sign.
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This kind of behavior is cha racterist ic of a spinning obj ect . Ifwe change the
dir ection of time, or measure the angle of rotation in the opposite dir ection,
then we expect some quantities to change sign. However , if we do both, then
(for a steadily rotating object) things should remain the same, since running
events backwards in time gives a rotation in the opposite dir ection.

We can use the fact th at th e metric tensor is independent of r/J to establish
the phenomenon gener ally known as th e dragging of inertial fram es, discussed
below.

Dragging of inertial frames. In th e language of Section 2.1, r/J is a cyclic
coordinate, so for a test particle following a timelike geodesic

8L
- . = const ,
8 r/J

where

L (
2mr) 2 '2 4mcrasin20 .j.. p2 '2 20'2= 1 - - c t + t 'f' - -r - pp2 p2 L1

((
2 2). 20 2rnra 2sin

4
0) j,2- r + a sm + 2 'f' ,

P

and dots denote differentiation with respect to proper t ime T. This gives

4rncrasin20 . 2 (( 2 2). 20 2mra2sin4 0 ) j,
---c2- - t - r + a sm + 2 'f' = const,

p p

which is the generalization of equation (4.23) of th e Schwarzschild solution.
Putting () = 1f / 2 and a = 0 recovers equa t ion (4.23).

Suppose now we have the case of a particl e moving such that the constant
in equat ion (4.76) is zero. For such a particle ¢ ---> 0 as r ---> 00 , so in the infinite
distance it has no azimuthal velocity, but as it approaches th e rot ating object
(i.e., for finite r ) we see that

dr/J r/J
dt i

2mcra (4.77)

In the Schwarzs child case, we would have dr/J /dt = 0, but here we have the
non-zero result above. Thus a particle in free-fall get s swept along sideways by
the rotating obj ect . We say th at the inertial frames are being dragged around
by the rotating obj ect. Mach would have been pleased by this discovery.j"

Although the Kerr solution describ es spacet ime exte rior to the rotating
sourc e, rather than interior to it , we now see that general relativity does
indeed predict an effect not unlike the dragging of air close to a spinning ball.

26See Mach, 1893; also Weinberg, 1972, p.16.
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In April 2004, after years of delay, four perfectly spherical gyroscope balls
were finally sent into polar (Earth) orbit to begin measuring both the geodesic
effect (see the remarks at the end of Section 4.7) as well as the much smaller
Kerr frame-dragging.F (See Fig. 4.15.)

Gyroscope orbit

N

earth

s

Fig. 4.15. Deviation, due to frame-dragging only, of a gyroscope orbiting the earth .

Some idea of how minuscule the Kerr effect is for motion near the surface
of the Earth can be got from the following observations. Outside the Earth,
m «r, a«r, and t ~ -r, so equation (4.77) gives us the approximate equation

d¢ 2mca
dr r3

for estimating the rate of drag. Evaluating this using typical values of 2m =
8.89 x 10-3 m, C = 3 X 108 mS-l, a = 1m, and (for a satellite 400miles above
the Earth) r = 7.04 x 106 m gives a value of 7.64 x 10-15 rad S-l for d¢/dr .
This is equivalent to 2.41 x 10-7 radians, or 49.7 milliseconds of arc per year .

Event horizons and stationary-limit surfaces. In our discussion of
black holes in Section 4.8, we noted two properties of the spherical surface
given by r = 2m. One was that as the radial coordinate re of an emitter
approached 2m, the redshift of the radiation became infinitely large; in short ,
the surface is a surface of infinite redshift. The other was the impossibility of

27 A twenty-five-page descriptionof the 2004 Stanford Gravity Probe B experiment
may be found at http ://einstein. stanford . edu.
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an external observer seeing events that occur inside the surface r = 2m; that
is, the surface is an event horizon.We shall see that for the Kerr solution (with
a#- 0) things are a little different , in that there can be two event horizons and
two surfaces of infinite redshift . Moreover , the event horizons do not coincide
with the surfaces of infinite redshift.

What characterizes an event horizon is that photons originating on or
inside it will never reach an outside observer, while photons originating outside
it will eventually do so. For photons, we have (on omitting metric components
that are zero)

from which we get

(
dr ) 2 Ll [ (dO)2 (d¢)2 d¢]dt = p2 goo + g22 dt + g3:l dt + 2g03 dt .

(4.78)

(4.79)

The expression on the right will approach zero as Ll --+ 0, no matter what the
value of the square-bracketed term is. That is, the radial coordinate velocity
dr/ dt will tend towards zero the closer a photon gets to the surface given
by Ll = 0, no matter how it is moving. Hence we conclude that in the Kerr
solution event horizons are given by Ll = O. This yields the following quadratic
equation in r:

r2 - 2mr + a2= O.

Provided m2 > a2 , this has the two solutions

r=m±Jm2-a2, or r=m(1±J1-a2/m2) ,

(4.80)

(4.81)

giving two event horizons H± . We see that as a ----> 0, the surface H+ tends
towards the event horizon r = 2m of the Schwarzschild solution, while the
surface H _ shrinks towards the point given by r = 0.

An argument like that in Section 4.3 gives

1 - (2mr /p2)R
1 - (2mr/ p2) E (4.82)

for the wavelength generalization of equat ion (4.14) , showing that the redshift
approaches infinity as emitters approach th e surfaces given by

1 - (2mr / p2) = 0, i.e. , r 2 - 2mr + a2cos2 0= O.

Provided m 2 > a2 we can again solve for r to get

r = m ± Jm 2 - a2 cos? 0, (4.83)

and in this way we get two sur faces S± of infinite redshift, different from
the event horizons. We see th at as a --+ 0, the surface 5+ tends towards
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the infinit e-redshift surface r = 2m of the Schwarzschild solution, while the
surface S_ shrinks towards the point given by r = O.

Consider now a photon which at some inst ant is traveling in the azimu thal
direction, so at tha t instant dr/ dt = dB / dt = O. Equat ion (4.79) then gives

.:1 [ (d¢) 2 d¢]o= p2 goo + g33 dt + 2g03 dt '

so, on solving for d¢/dt , we get

(4.84)

So if the photon is situated where goo = 0, then d¢/dt is either -2g03/ g33,
or zero. The zero value corresponds to the case where the photon is traveling
against the spin and experiences such a large dragging effect that it appears
to be unable to move azimutha lly, while the non-zero value corresponds to
traveling with the spin . Since goo = 0 yields r 2- 2mr+a2cos2B= 0, this gives
an alte rnate characterizat ion of the surfaces S± as stationary-limit surfaces.

To get some idea of the relationship between the four sur faces H± and S±
we shall make use of the Cartesian-like coordinates (x ,y ,z) used by Kerr28 to
obtain his solut ion. In terms of t he coordinates (r ,B,¢ ), these are defined by

where

x == (r2 + a2)1 /2sinB cos(¢+ O'(r )),

y == (r2 + a2 ) 1/ 2 sinBsin(¢ + O' (r )),
z == rcos B,

(4.85)

l r
dr (a)O' (r ) = a 00 .:1 + arctan -;: .

When plotted in Euclidean space (using (x, y,z) as Cartesian coordinates)
the surfaces r = const are confocal ellipsoids, the surfaces B = const are
hyperboloids, and the sur faces ¢ = const are best described as distorted half-
planes. As a --+ 0, they become respectively the spheres, cones, and half-planes
of spherical coordinates, as described in Example 1.1.1. For r = 0, the ellipsoid
degenerates to the disc given by

z = O.

It can be shown (essentially by looking to see where the invar iant quantity
R/warR/·war becomes infinit e) th at the edge of this disc is a singularity; as
a --+ 0, this ring singularity shrinks to the point singular ity given by r = 0 in
the Schwarzschild solution.

28Usually referred to as Kerr-Schild coordinates.
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Figure 4.16 serves to illustrate the relationship between the four surfaces
H± and S± , and the ring singularity. The curves shown are cross-sections
through surfaces and the black dots repr esent the ring singularity; the full
three-dimensional picture is got by revolving these about the vertical axis.
As a --> 0, H+ and S+ both tend towards the event horizon r = 2m of the

z

x

Fig. 4 .16. Cross-sections of the surfaces H± and S± , and the ring singularity of
the Kerr solution. The shaded region represents the ergosphere.

Schwarzschild solution, while H_, S_ , and the ring singularity shrink to the
point given by r = O. Because the surfaces H_ and S_ are inside the event
horizon H+ they are not visible to an external observer . However , they are of
some theoretical interest and are discussed in more advanced texts. 29

Note that it would be possible for an external observer to see a particle
crossing (inwards or outwards) the st at ionary-limit surface S+. It is also pos-
sible to imagine a particle t raveling inwards and , afte r crossing S+ , decaying
into two particles, one of which falls into the rot ating black hole, while the
other one escapes. More advanced texts show that the escaping particle can
emerge with more energy than the combination had before ente ring- energy
that has come from the angular momentum of the rotating obj ect . Because
of this possibility, the region between the sphere H+ and the ellipsoid S+ is

29See, for example, Misner, Thorne and Wheeler (1973) , or Ohanian and Ruffini
(1994) .
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referred to as the ergoregion, or ergosphere (from the Greek EP"(OlJ meaning
work, or energy).

The existence of the four surfaces H± and S± depends on having a2 < m2 .

If a2 > m 2 , then these do not exist and the ring singularity is exposed to
view-it is a naked singularity.3D The case a2 = m2 is that of maximal rotation,
and its implications are left as an exercise. (See Exercise 6.)

We should end this section by noting that our discussion of event horizons
and stationary-limit surfaces is somewhat unsatisfactory. The reason is that
the Boyer-Lindquist coordinate system is inadequate for' a proper discussion
of these surfaces . It is adequate for discussing regions of spacetime away from
the surfaces , but as the surfaces are approached, at least one of the metric
tensor components tends to 0 or 00 . For this reason, any results should be
regarded as having been obtained by a limiting approach to the surfaces. For
a proper discussion one should work in a coordinate system analogous to the
Eddington-Finkelstein coordinates used to discuss Schwarzschild black holes
in Section 4.8.

Exercises 4.10
1. Show that with a = 0 the Kerr line element reduces to the Schwarzschild

line element .

2. Check that the expression J/Mc, as used in equation (4.73), has the di-
mensions of length.

3. Verify that the contravariant components gl"V of the Kerr metric tensor
are as given by equation (4.75) .

4. Check the claims made for the coordinate transformations (a)-(e) used to
exhibit the symmetries of the Kerr solution.

5. The transformation from the Boyer-Lindquist coordinates (r,e,¢) to the
Kerr-Schild coordinates (x, y,z) is often expressed as

x + iy = (r + ia) sine expi(¢ + J:(a/L1) do,.),
z = rcos e.

Show that these lead to th e equations (4.85).

6. In a physically realistic situation, m is positive, but a can be positive,
negative , or zero. What happens to the surfaces H± and S± as lal --> m?

30See, for example, Shapiro and Teukolsky , 1983, p. 358.
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Problems 4

1. We have referred to the surface in space given by e= 7r/2 as the equatorial
plane . Show that it is not flat.

2. A free particle of rest mass J.L just misses an observer fixed in space at
r = roo Show that he assigns to it an energy E given by

E = ILc2(1 - 2m/ro) -I /2k,

where k is the integration constant of equation (4.22). (Use Exercise 3.1.2.)

3. Deduce from the previous problem that "the energy at infinity" of a par-
ticle is J.LC2k, and hence that a particle can escape to infinity only if k ::::: 1.

4. Show that the proper time for a photon to complete one revolution at
r = 3m, as measured by an observer stationed at r = 3m, is 67rm/c.
What orbital period does a very distant observer assign to the photon?

5. Show, by perturbing the geodesic in the equatorial plane, that the circular
orbit of a photon at I = 3m is unstable.

6. By considering the conservation of energy and angular momentum, show
that the path of a particle moving in the equatorial plane under a New-
tonian gravitational force due to a spherical object of mass M situated at
the origin is given by

where u == 1//, h is the angular momentum per unit mass, and E is a
constant.

7. Find the Schwarzschild radius of a spherical object with the same mass
as that of the Earth.
(Take Mffj = 6 x 1024 kg, G = 6.67 X 10- 11 Nm2kg- 2 ,
c=3x 108ms- I . )

8. Suppose we have two spherical objects that are just black holes; that is,
for each IBis its Schwarzschild radius. If one has the same mass as the
Earth, and the other the same mass as the Sun, which has the greater
density?
(Take Mffj = 6 X 1024 kg, M(') = 2 X 1030 kg.)

9. What form do equations (4.5) and (4.6) take in isotropic coordinates?

10. (a) It is stated in some sources that for a gyroscope in a circular polar
orbit , 400 miles above the surface the Earth, the annual geodesic effect
amounts to about 6600 milliseconds of arc. Verify this number.
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(b) The Kerr effect is much smaller, being about 49.7 milliseconds of arc
per year. Explain why a polar orbit is used to detect the Kerr effect,
whereas any circular orbit could be used for the geodesic effect.

(c) The reference star (HR 8703) for the Gravity Probe B experiment lies
in Pegasus, which is a constellation close to the celestial equator. For
the gyroscope in a polar orbit, but pointing instead to our North Star,
what would be the annual deviations of the geodesic and Kerr effects
respectively?

Take m = 4.445 x 10- 3 m, C = 3 X 108 mS-l , and the radius of the Earth
to be 6.37 x 106 m.



5

Gravitational radiation

5.0 Introduction

If we ask what characterizes radiation, our answers might include the trans­
mission of energy and information through space , or the existence of a wave
equation which some quantity satisfies . These aspects are , of course, related,
in that there is a characteristic speed of transmission which is determined
by the wave equation. In Newtonian gravitational theory energy (and infor­
mation) is transmitted via the gravitational field which is determined by the
gravitational potential V . In empty space V satisfies \72V = 0, which is not
a wave equation, but might be regarded as the limit of a wave equation in
which the characteristic speed of transmission tends to infinity. Put another
way, gravitational effects are, according to Newton 's theory, transmitted in­
stantaneously, which is thoroughly unsatisfactory from t he relativistic point
of view. Moreover, with an infinite speed of transmission it is impossible to
associate a wavelength with a given frequency of oscillation.

Einstein 's theory, being a relativistic theory, does not suffer from these
defects , and as we shall see, it yields a wave equat ion for the propagation of
gravitational disturbances with a characteristic speed equal to c. A discussion
of gravitational radiation using the exact field equations is virtually impos­
sible, because of their extreme nonlinearity (although considerable progress
has been made in this direction over the last 20 years) , and we shall therefore
resort to a linearization of the equations appropriate for a weak gravitational
field. This leads to the emergence of a wave equation, and allows us to compare
gravitational with electromagnetic radiation .

Electromagnetic radiation is generated by accelerating charges , and by
analogy we expect accelerating masses to produce gravitational radiation. By
the same analogy, we might expect gravitational radiation to be predomi­
nantly dipole , but this is not the case. The mass dipole moment of a system
of particles is, by definition, the 3-vector
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d= L mx,
all particles

where x is the position vector of a particle of mass m. Hence d is the total
momentum of the system, so d = 0 by virtue of conservation of momentum,
and it is because of this that we get no dipole radiation. We shall see in
Section 5.3 that it is the second time derivative of the second moment of
the mass distribution of the source that produces the radiation, showing that
it is predominantly quadrupole.' This second moment is the tensor I with
components defined by

Iij = L mxixj ,

all particles

which for a continuous distribution takes the form of a volume integral:

Iij = JpxixjdV.

We make use of both these forms in our discussion of generation of radiation
in Section 5.3.

5.1 What wiggles?

As explained in the previous section, our approach to gravitational radiation
is via a linearization of Einstein's theory appropriate for a weak field. This
means that over extensive regions of spacetime there exist nearly Cartesian
coordinate systems in which

(5.1)

where the hI-'li are small compared with unity, and such coordinate systems
will be used throughout this chapter. The rules of the "linearization game"
are as follows:

(a) hI-'li together with its first derivatives hl-'lI,p and higher derivatives are
small, and all products of these are ignored;

(b) suffixes are raised and lowered using TJI-'II and TJI-'II' rather than gI-'ll and

91-'11'

The situation is like that of Section 3.6, but without the quasi-static condition.
As a consequence of (a) and (b), all quantities having the kernel letter hare
small, and products of them are ignored. The normal symbol for equality will
be used to indicate equality up to first order in small quantities , as well as
exact equality.

1In the classical radiation field associated with a quantum-mechanical particle
of integral spin s, the 2s-pole radiation predominates. Hencegravitons (quadrupole)
should have spin 2, just as photons (dipole) have spin 1.
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With these preliminaries explained, we have (see Exercise 2.7.1) gJ.LV =
ryJ.LV _ hJ.LV, and

on put ting ryJ.L /3 hva,/3 = hva,J.L . So the Ricci te nsor is

R J.Lv = r ; o,v - r ; v,o = ~ (h ,J.Lv - h~, J.Lo - h~ ,vo + hJ.L v,oO), (5.3)

where h == h~ = ryJ.LVhJ.Lv , and the curvat ure scalar is

R - J.LV R - J.LVR - h 0 ho/3= g J.LV - ry J.LV - ,0 - ,0/3, (5.4)

on relabeling suffixes. The covariant form of the field equat ions (3.38) then
yields

and thi s simplifies to

(5.5)

(5.6)

on put tin g

I h/LV == hJ.L v - ~ hryJ.Lv , I
A further simplification may be effected by means of a gauge transformation,
a concept which we now explain.

A gauge transformation is a small change of coordinates defined by

(5.7)

where the ~J.L are of t he same order of smallness as the hJ.Lv' Such a small
change of coordinates takes a nearly Cartes ian coordinate system into one of
the same kind. The matrix element X ::' == oxJ.L' / ox v is given by

(5.8)

and a st raight forward calculat ion (see Exercise 5.1.3) shows th at und er a
gauge transformation

hJ.L'V' = hJ.LV _ ~/l ,V _ ~V,J.L ,

h' = h - 2~J.L ,J.L '

hJ.L'V' = hJ.LV _ e 'v _ ~V, J.L + ryJ.LV~o ,0 '

T he inverse matrix element X~' == oxJ.L / oxv' is given by

(5.9)

(5.10)

(5.11)
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(see Exercise 5.1.3), so that

on using equation (5.11) and simplifying.
If therefore we choose ~Il to be a solution of

ell a - hila
~ , 0 - ,a: ,

(5.12)

(5.13)

then we have hll ' a',a' = O. In the new coordinate system , each term in the
bracketed expression on the left of equation (5.5) is separately zero, and, on
dropping primes, the equation reduces to

(5.14)

This simplified equation is valid whenever hllv satisfies the gauge condition

(5.15)

and the above considerations show that we can always arrange for this to be
satisfied.

This simplification is an exact parallel of that introduced into electromag­
netism by adopting the Lorentz gauge condition (see Sec. A.8). The quantities
hllv correspond to the 4-potential All, and the gauge condition (5.15) corre­
sponds to the Lorentz gauge condition AIl ,1l = 0 (see Exercise A.8.1). A gauge
transformation AJL --+ AJL - '!/J,JL will preserve the Lorentz gauge condition if
and only if '!/J ,1l1l = O. Correspondingly, as equation (5.12) shows, a gauge
transformation (5.7) will preserve the gauge condition (5.15) if and only if

~Il ,a a = O.

Let us introduce/ the d'Alembertian 0 2 defined by

0 2 == -rt{30a 0{3 ,

so that

(5.16)

(5.17)

on putting xO == ct, Xl == X, x2 == y, x3 == z. Then for any quantity I,

f a - a{3f - 02f,a - TJ ,a{3 - - ,

and we see that the results above may be summarized as follows.
The quantities hJL V == h JL V - ~hTJJLV satisfy

I 0 2hJL V = - 2",TIlV ,

2See footnote 9 in Sec. A.S.

(5.19)
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provided the gauge condition
hl.lV,v = 0 (5.20)

holds. The remaining gauge freedom x " ~ x/l- + ~/l- preserves the gauge con­
dition provided ~Il satisfies

(5.21)

Inasmuch as equation (5.19) is a wave equation with source term equal
to -2K,T/l-V == (167rG/c4 )T /l-V, the answer to the question posed in the section
heading is h/l-V, a quantity related to h/l-v, which represents a perturbation of
the metri c tensor g/l-V away from the flat metric tensor T//l-v' In empty spacetime
equat ion (5.19) reduces to o2h/l-V = 0, and we see that gravitat ional radiation
propagates through empty spacetime with the speed of light.

Exercises 5.1

1. Check expressions (5.3), (5.4), and (5.5) given for the Ricci tensor, the
curvature scalar , and the field equations.

2. If h is defined by h == h~ , show that h
- 1 -
h/l-v - 'ihT//l-v,

-h, and hence th at h/l-v

3. Use the equality s" = T//l-V - h/l-V to check equation (5.9).
Deduce equat ion (5.10), where hi == T/wh/l-'V' , and hence verify equa­
tion (5.11). Show also th at X~, = 8~ - ~/l- ,v .

4. Equations (5.19) and (5.20) together imply that T/l-v.v = O. Is thi s consis­
tent with TJlV;v = 07

5.2 Two polarizations

The simplest sort of solution to the wave equat ion o2h/l-V = 0 of empty space­
t ime is that representing a plane wave, given by

(5.22)

where [A/l-V] is the amplitude matrix having constant entries , kJl == T/JlO< ko< is the
wave 4-vector in the direction of propagation , and ~ denotes that we take the
real part of the bracketed expression following it. It follows from o2h/l-V = 0
that kll is null, and from the gauge condit ion (5.20) that

A/l-Vkv = O. (5.23)

Since h/l-V = hV/l- , we see that the amplitude matrix has ten different (com­
plex) entries, but the condition (5.23) gives four condit ions on these, cutting
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their number down to six (see Exercise 5.2.1). However, we still have the gauge
freedom xl-' -. xl-' + ~I-' (subject to the condition (5.21)), and as we shall see,
this may be used to reduce the number still further , so that ultimately there
are just two entries in the amplitude matrix which may be independently spec­
ified. This results in two possible polarizations for plane gravitational waves.

To fix our ideas, let us consider a plane wave propagating in the x 3 direc­
tion , so that

kl-' = (k, 0, 0, k) and kl-' = (k, 0, 0, -k), (5.24)

where k > 0. Thus k = o]«, where w is the angular frequency. Equation (5.23)
gives AI-'o = A1-'3, which implies that all the AI-'v may be expressed in terms
of AOo, AOI, A02, All, A12 , and A22:

(5.25)

Consider now a gauge transformation generated by

where the c:1-' are constants. This satisfies the condition (5.21), as required,
and has

~:v = ~ [c:l-'kv exp(ik",xa)] .

In the new gauge the amplitude matrix is defined by

fI/ V' = ~ [AI/V' eXP(ika,xa')] ,

(5.26)

and since exp(ika,xa') differs from exp(ikaxa) by only a first-order quantity,
substitution in equation (5.11) and using equation (5.26) gives

If we feed in kl-' from equation (5.24) and Alw from equation (5.25), then we
obtain

AO'o' = AOO _ k(c:o + c:3),

AO'I' = AO l - ke",

AO'2' = A02 - kc:2,

AI'I ' = All - k(c:o - c:3),

A 1'2' - Al2- , (5.27)

So conveniently choosing our constants EI-' to be

EO = (2AOO+ All + A22)/4k,

c:2 = A02/k,
EI = AOI/k,

c:3 = (2AoO_ All _ A22)/4k ,
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we obtain AO'o' = AO'I ' = AO'2' = 0 and AI' I' = _A2'2' .

On dropping the primes , we see that in the new gauge the amplitude
matrix has just four entries, All , A12 , A21, A22, and of these only two may
be independently specified, because All = _A22, and Al2 = A21. This new
gauge, which is determin ed by the wave itself, is known as the transverse
traceless gauge, or TT gauge for short. In this gauge 11, == h~ = 0 (because
AOO = A33 = 0 and All = _A22) , and it follows that h = 0 so there is no
difference between hllv and hllv (see Exercise 5.1.2) . It is because h = 11, = 0
that the gauge is called traceless, and it is because hOIl = 11,011 = 0 that it is
called transverse. We shall work in the TT gauge for the remainder of thi s
section.

If we introduce two linear polarization matri ces [eiV
] and [e~v], defined by

[

0 0 0 0]Il V _ 0 1 0 0
[el ] - 0 0 -1 0 '

o 0 0 0
[

0 0 0 0]Il V _ 00 1 0
[e2 ] - 0100 '

0000

(5.28)

we see that the general amplitude matrix is a linear combination of them:

(5.29)

where 0: and (3 are (complex) constants .
The significance of these matrices may be appreciated by reviewing the

analogous situation in electromagnet ic radiation, where the plane-wave solu­
t ion to 0 2 All = 0 is

All = ~ [B Il exp(ikQx
Q)]

, BIL = constant .

The Lorentz gauge condit ion AIl,1l = 0 implies that BIlkll = 0, which reduces
the numb er of independent components of the amplitude vector BIl to three.
If, as before, we consider a wave propagating in the x3 direction, so that
kll = (k ,0, 0, k) , t hen BIlklL= 0 implies that BO = B 3, so

BIl = (B o B I B 2 B O), , , ,

which is analogous to equat ion (5.25) . Changing the gauge by putting A'Il =
All - 'I/J, Il' where

7/J = -~ [i c- exp(ikQx
Q)

],

preserves the Lorentz condit ion (because 02'I/J = 0), and transforms BIl to

(B ')IL= BIL - ek",

So
(B')o = BO - ek, (B')l = e' , (B ') 2 = B 2,

which are analogous to equations (5.27) . If t herefore we choose c- = BO/k, then ,
on dropping primes, we have BO = 0, and in the new gauge t he amplitude
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vector has just two components (B l and B 2 ) which may be independently
specified. This leads to two linear polarization vectors:

ei' = (0,1,0,0) and e~ = (0,0,1 ,0) ,

and the general amplitude vector is a linear combination of these:

B" = a ei + j3e~ .

(5.30)

If B!' = a ei , then the force on a free test charge is in th e X l direction with a
magn itude that varies sinusoidally as the wave passes, causing it to oscillate
in the Xl direction , whereas if B" = j3e~ the oscillations take place in the
x 2 direction. (These facts may be derived by using equation (A.59).) The
particular combinations B'' = a( ei ± ie~) give circularly polarized waves in
which the mutually orthogonal oscillations combine, so that the test charge
moves in a circle. The polarization matrices (5.28) have a similar effect on free
test particles as the gravitational wave passes , as we shall now show.

A short calculation (see Exercise 5.2.2) shows that in the TT gauge
rto = 0, and this implies that th e geodesic equation (2.71) is sat isfied by
i;/l == dx" [dr = c8~ . (This gives g/lvi;/li;V = c2, as required, since in th e TT
gauge lu» = 0, so goo = 1.) Hence curves having constant spatial coordinates
are time like geodesics, and may be taken as the world lines of a cloud of test
particles. It follows that a small spacelike vector ~I' = (0,e,e,e) which
gives the spatial separation between two nearby particles of the cloud is con­
stant (see also Problem 5.1). However, this does not mean that their spatial
separation d is const ant, for d is given by

d2 _ g- ' .ci cJ
- 'J'" '" ,

where
g ij == -gij = c5i j - hi j ,

and the hi j are not constant. If we put

( i == ~i + ~h~~k,

then (to first order in h/lv)

(5.31)

(5.32)

as a short calculation shows (see Exercise 5.2.3). So ( i may be regarded as
a faithful position vector giving correct spatial separations when contracted
with th e Euclidean metric tensor 8i j .

Note that in the TT gauge hr = 0, so equation (5.31) gives (3 = e =
constant. Hence if the test particle separation lies in the direction of propa­
gation of th e wave, then it is unaffected by the passage of the wave, showing
that a gravitational wave is transverse .
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Let us now select a particular test particle as a reference particle, and
refer the motion of others to it by means of ( i , using equat ion (5.31). If
Ai'l/ = ae~w , with a real and positive for convenience, and c = (e ,e,0),
then this equation gives

(5.33)

So if we consider those particles which, when cos k(xO
- x3

) = 0, form a circle

2mr

0000
~oao

Displacement of particles from circular configuration

Table 5.1. Effect of a plane wave on a transverse ring of test particles.

with the reference particle as center, this circle lying in a plane perp endicu­
lar to the direction of propagation, then as the wave passes , these particles
remain coplanar , and at other times their positions are as shown in row (a)
of Table 5.1. All this follows from equation (5.33) .

If, however, Ai'l/ = ae~l/ , again with a real and positive for convenience,
th en

(5.34)

resulting in a sequence of diagrams as shown in row (b) of Table 5.1, which
may be obtained from those in row (a) by a 45° rot ation."

In this way we see how th e two polarizations of a plane gravitational
wave affect th e relative displacements of test particles. As in elect romagnet ic
radi ation, we may also have circularly polarized waves in which Ai'l/ = a(e~l/ ±
ie~l/ ) (see Problem 5.2) .

3This expressive means of showing the effect of the polarization mode on a cloud
of test particles is borrowed from Misner, Thorne, and Wheeler. See Misner, Thorne,
and Wheeler, 1973, §35.6.
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Exercises 5.2

1. Show that equation (5.23) implies that each AOlL may be expressed in
terms of the Aij for any (null) klL.

2. Show that in the TT gauge associated with any plane wave, r&o = 0 and
r.1L - 1 hlL

Ov -"2 v,o·

3. Verify equation (5.32). (Recall that 7Jij = -<5i j . )

4. Check equations (5.33) and (5.34).

5. In constructing Table 5.1 we took a to be real and positive. What is the
effect of having a = [o]ei (), B =1= O?

5.3 Simple generation and detection

Equation (5.19) gives the relation between the gravitational radiation, rep­
resented by hr" ; and its source, represented by Tr", The solution of this
equation is well-known from electromagnetism, and may be expressed as a
retarded integral :

JT lLV ( °- I - 'I ')hpV(xo ,x ) = .!5:...- x x x ,x dV'.
27r [x - x"]

(5.35)

Here x represents the spatial coordinates of the field point at which hlLV is
determined, x' represents those of a point of the source, and [x - x'] is the
spatial distance between them. The volume integral is taken over the region
of spacetime occupied by the points of the source at the retarded times xO ­

[x - x'[ . This region of spacetime is the intersection of the past half of the
null cone at the field point with the world tube of the source."

Suppose now that the source is some sort of matter distribution localized
near the origin 0, and that the source particles have speeds which are small
compared with c. If we take our field point at a distance r from ° that is
large compared to the maximum displacements of the source particles from
0, then equation (5.35) may be approximated by5

- 4GJhlLV(ct ,x) = --4- TlL
V (ct - r,x')dV',

c r
(5.36)

"See, for example, Landau and Lifshitz, 1980, §§62, 63.
5See, for example, Landau and Lifshitz, 1980, §§66, 67. Note that the assumption

of small speeds is equivalent to the dimensions of the source being small compared
with the wavelength. If it were not made, then equation (5.41) would contain extra
terms indicating radiation from moments higher than the quadrupole, and for this
reason the assumption is sometimes r.eferred to as the quadrupole assumption.
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on putting K = -81rG/ c4 and xo = ct . This approximation is appropriate for
looking at the gravitational radiation in the far zone or wave zone, and by
comparison with electromagnetic theory, we expect that (over not too large
regions of space) it looks like a plane wave, in which case the radiative part of
h/IV is completely determined by its spatial part hij , as Exercise 5.2.1 shows.
It follows that we need only consider !TijdV (at the retarded time), a neat
expression for which may be obtained as follows.

The stress tensor of the source satisfies the conservation equation T/lV ,v =

o(see Exercise 5.1.4). That is,

TOO + T Ok = 0,0 ,k ,

T iO + T ik = O.,0 ,k

Consider the integral identity

(5.37)

(5.38)

where the integrals are taken over a region of space enclosing the source, so
that T/lV = 0 on the boundary of th e region. The integral on the left is zero,
as may be seen by converting it to a surface integral over the boundary using
Gauss 's theorem. Hence on using equat ion (5.38),

Interchanging i and j and adding gives

(5.39)

But

I (TOk xixj),kdV = I TOk ,kxi xjdV + I (TOix j + TOjxi) dV,

where again the integral on the left vanishes by Gauss's theorem. Hence on
using equat ion (5.37) we have

I (TOix j + TOj xi) dV = ~ ~ I TOO xixjdV.

Combining equations (5.39) and (5.40) gives

l:dV = _1_ ~ ITOOXix jdV.
2c2 dt2

(5.40)

For slowly moving source par ticles TOO ~ pc2 , where p is the proper density,
and equation (5.36) yields the approximate expression
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(5.41)

the notation indicating that the integral is evaluated at the retarded time
t - r / c. The integrand is recognizable as the second moment of the mass
distribution, and indicates the essentially quadrupole nature of gravitational
radiation (compare remarks at the end of Sec. 5.0).

Xl

Field
point

'~--i------------ -Xl

B

Fig. 5.1. A rotating dumbbell as a source of gravitational radiation.

As an illustration of the above ideas , let us take as a source a dumbbell
consist ing of two particles A and B of equal mass M connected by a light rod
of length 2a, the dumbbell rotating about the x3 axis in the positive sense with
angular constant speed w, so that the particles remain in the plane x3 = 0
with the midpoint of the rod at 0 (see Fig. 5.1) . The positions of A and B at
time t may be taken to be

x
j = ±(acoswt,asinwt,O) ,

and equation (5.41) gives (on replacing the integral by a sum over the two
source particles)

4G M a2 d2 [ cos
2
'" cosu:t sin wt 0]

[Jiij(ct ,x)] = 4 -d2 coswt smwt sm2wt 0
cr too 0

ret

8GM 2 2 [ cos 2w(t - r / c) sin 2w(t - r / c) 0 ]
= 4a w sin 2w(t - r / c) - cos 2w(t - r / c) 0

crOO 0

(5.42)

This clearly represents a gravitational wave of angular frequency 2w.
For field points near to a point on the x3-axis where r ~ x 3 , we have
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[h- i j ] ~ 8GMa
2w2

\0 [( i j _ . i j ) 2iw( 0_ 3)]
~ 4 n e1 ZE2 exp x x ,

ere
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(5.43)

(5.44)

and to an observer on the x3-axis the wave looks like a circularly polarized
plane wave (see Sec. 5.2) . Note that this plane-wave approximat ion automat­
ically has hi j in its TT gauge. This does not happen for the plane-wave ap­
proximation which an observer at a field point in the plan e x 3 = 0 holds to be
valid , and a transformation to its TT gauge is needed to find its polarization
mode (see Exercise 5.3.1) .

Equation (5.42) generalizes to give the hi j produced by a straight bar,
having its center of mass at 0 and rotating in the plane x 3 = 0 with angular
speed w, simply by replacing 2M a2 by the moment of inertia I of the bar
about the x3-axis. It may be shown by methods beyond the scope of this
book that the rate at which such an obj ect loses energy by radi ation is given
by

dE 32GI2w6

dt 5c5

This expression is obtained by looking at the energy- momentum carried by
the gravitational field itself, which is quadratic in hp, v and its derivatives,
and consequent ly neglected in the lineari zed theory. As a consequence of the
energy loss, w must decrease, but in the linear ized theory it remains constant .

If we feed into expression (5.44) typical laboratory values for I and w, we
find that the power of a laboratory generator is so small that we must look
to ast rophysical phenomena as possible sources for observable gravitational
radiation (see Exercise 5.3.2) . These include continuous generators, such as
binary stars and pulsating neu tron st ars , as well as impulsive generators , such
as colliding black holes, which would be expected to give off bursts of radiation.

Let us now consider detection . Our discussion of polarization in Section 5.2
shows that the effect of a gravitational wave on a cloud of free test particles
is a variation in their separat ions; it is as if a varying tidal force were acting
on the cloud. If the test particles were not free, but const rained to be the
constituent particles of an elastic body, then this tidal force would give rise to
vibrations in the body, and here we have the rudiments of a gravitat ional-wave
detector. If the incid ent radi ation were a plane wave of a given frequ ency, then
the responsiveness of such a detector would be enhanced if its fundamental
frequ ency of vibration were to coincide with t ha t of the wave.

Because of the ext reme low power of laboratory generators and the ext reme
distance of astrophysical generators, detection of the predicted radiation was
for a long time thought impossible. However , over the past two decades, con­
siderabl e ingenuity and effort have gone into the design and construction of
detectors, including mechanic al ones based on the principle outlined above.
Obs ervation of the ext raordina ry binary neutron star PSR 1913+16 indicates
that it is losing energy at a ra te attributable to gravitational radiation. Per­
haps one day we shall see gravitational ast ronomy takes its place alongside
optical and radio ast ronomy.
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Exercises 5.3

1. Obtain the plane-wave approximation to the radiation from a rotating
dumbbell, held to be valid by an observer at a field point in the plane of
rotation, in its TT gauge, and hence show that it is linearly polarized.
(To relate matters to the theory of Sec. 5.2, you will find it convenient to
put the field point on the x 3 axis, and to let the dumbbell rotate about
one of the other coordinate axes.)

2. Show that the power generated by:
(a) a steel bar of mass 2x 105 kg (about 200 tons) and length 10 m, rotating

at an angular speed of 50 rad S-l about an axis through its center of
mass which is perpendicular to its length, is about 7.6 x 10-30 W;

(b) a binary star, with equal components each of one solar mass, describ­
ing circular orbits with a period of one month, is about 5.8 x 1016 W .
(Take G = 6.67 X 10-11 N m2 kg- 2

, c = 3 X 108 ms- 1,

M0 = 2 X 1030 kg.)

Problems 5

1. Show that if in the TT gauge associated with a plane wave ill = c8~, then
the equation of geodesic deviation (3.41) has e = constant as a solution.

2. The separation vector ~i of two test particles reacting to a circularly polar­
ized wave propagating in the x3 direction takes the form ~i = (~1, e, 0) =
constant (see Sec. 5.2 for details) . Show that one of the particles moves in
a circle with respect to the other.

3. Use equation (5.36) to find hll v in the far zone, due to a single parti­
cle of mass M situated at the origin. Obtain the corresponding line ele­
ment c2dT2 = g/wdXlldxv, and compare it with the approximation of the
Schwarzschild line element in isotropic coordinates (equation (4.67)) valid
for large p.

4. Four particles of equal mass are situated at the ends of the arms of a
light rigid cross having arms of equal length, and the whole configuration
rotates freely about an axis through its center of mass perpendicular to
its plane. Show that in the far zone there is no quadrupole radiation. (Use
equations (5.41) with the integral replaced by a sum over the four source
particles.)
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Elements of cosmology

6.0 Introduction

The fundamental force keeping solar systems, binary stars, and galaxies to­
gether is the force of gravity (as opposed to electric, magnetic, and nuclear
forces) , and it is not unreasonable to suppose that the force governing the
large-scale motions of the entire universe is primarily gravitational. If there
is some other force governing these motions, there has to date been no evi­
dence for it, neither in the solar system, nor in the observable galaxies. By
the universe we mean all detectable components in the sky: stars, galaxies,
constellations, pulsars, quasars, as well as such things as cosmic rays and back­
ground radiation. If this directly observable universe is part of a much grander
system of universe-within-universes (C.V.I. Charlier's hypothesis") then there
is little we can say.

General relativity is a satisfactory theory of gravitation, correctly predict­
ing the motions of particles and photons in curved spacetime, but in order to
apply it to the universe we must make some simplifying assumptions. We shall
grossly idealize the universe, and model it by a simple macroscopic fluid, de­
void of shear-viscous, bulk-viscous, and heat-conductive properties. Its stress
tensor ~lV is then that of a perfect fluid, so

(6.1)

where p is its proper density, p is its pressure, up is the (covariant) world
velocity of the fluid particles (stars, etc .) and for convenience we have adopted
units in which c = l.

Any results we obtain from general relativity should agree with observa­
tion. In astronomy, it is never easy to give numbers exactly, but the major
items of data that we possess for the universe include the following observed
properties:

lSee Charlier, 1922.
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(i) Homogeneity. The number of galaxies per unit volume, and therefore the
density p, appear to be uniform throughout large regions of space. A
ball-park figure for the visible mass associated with galaxies is p = 2 X

10- 28 kg m ":' .

(ii) Isotropy. The number of galaxies per unit solid angle appears to be the
same in all directions .

(iii) Redshift. There is a redshift z == :1>"/ >"0 for the wavelength of light emitted
by galaxies, and z increases with distance.

(iv) Olbers' paradox data. The night sky is not as bright as day. The universe
cannot therefore be (spatially) infinite if it is also homogeneous, unless
there is a mechanism beyond the inverse-square law for weakening the
energy from distant stars and galaxies.
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(v) Background microwave radiation. Isotropic radiation, apparently corre­
sponding to blackbody radiation of about 2.7 K, discovered by Penzias
and Wilson in 1965.2 (See Fig . 6.1.)

(vi) Ages of meteorites. Radioactive dating gives the age of solar-system me­
teorites, and rocks from the Moon and Earth, as at least 4.5 x 109 yrs .3

(vii) Temperature and luminosity of white dwarfs. Studies of the temperature
and luminosity of whit e dwarf stars indicate ages between 8 x 109 yrs and
12 x 109 yrs ."

In subsequent sections, we shall see how some aspects of the above are
incorporated in our treatment of cosmology, but let us first say a little about
redshift . If the observed redshift is interpreted as due to a velocity of reces­
sion, then the observations may be incorporated in a simple law that states
that the speed of recession is proportional to distance. The constant of pro­
portionality is known as Hubble 's constant. The observations which determine
this "constant" were made over the last few decades , a relatively short period.
We shall see as the theory develops that it is in fact a function H(t) of time.
Estimates for its present-day value are subject to ongoing revision, ranging
between 50 and 90km S-l Mpc - 1

, which simplifies to the range 19.6 x 109 to
10.8 x 109yrs for 1/H .5

Exercise 6.0

1. The redshift z is defined by z == /).).. /)..0 , where )..0 is the proper wavelength,
and /).).. is the difference between the observed wavelength and the proper
wavelength. If z is the Doppler shift due to a speed of recession v, show
that on the basis of special relativity z ~ v/ c, for v small compared with
the speed of light c.

6.1 Robertson-Walker line element

It is outside our syllabus to rederive the independent work of Friedmann,
Robertson, and Walker," and others, on metrics, maximally symmetric sub­
spaces, and descriptions of spacetimes that comply with the cosmological prin­
ciple. (This is the hypothesis that the universe is spatially homogeneous and
isotropic.) We take on faith the famous Robertson-Walker line element, adding

2See Penzias and Wilson , 1965.
3See Ohanian and Ruffini , 1994, p. 532.
4See Winget et al., 1987.
5Note that when people say that. th e age of the universe is thus about 15 x 109

years, they are taking the inverse of the present-day value of H . However , we shall
see that in the most common Friedmann mod el the age is given by 2/3H , which
corresponds to an age-range of 7.2 x 109 to 13.1 X 109 years.

6See Friedmann, 1922; Robertson , 1935 and 1936; and Walker , 1936.
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only some minor intuitive ideas, and this is the starting point for our discus­
sions.

With a timelike coordinate t, and spatial coordinates r, B, rfJ , this line
element is

where R(t) is a dimensionless scale factor depending only on the time t, and
k is either 0, 1, or -1, and is related to the spatial curvature. (Again we have
taken c = 1 for convenience.) The spatial geometry is determined by the line
element

(6.3)

A three-dimensional manifold with such a line element is clearly flat if k = 0,
but for k = ±1 it is curved (see Problem 6.1). For k = 1 it is a space of
constant positive curvature, the three-dimensional counterpart of a sphere,
and the space is closed in the sense that it has finite volume . For k = -1 it is
a space of constant negative curvature, and is open in the sense that its volume
is infinite. To justify these remarks would involve us in a long digression into
differential geometry." The scale factor R(t) simply "blows up" these spaces
in a uniform manner, so that they expand or contract as dR/dt is positive or
negative.

The scale factor R(t) operates on the whole spatial part, regardless of di­
rection, and depends on a commonly measured time t , which we rationalize
as follows. Allow each galaxy to carry its own clock measuring its own proper
time T. These clocks may (ideally) have been synchronized when R(t) = 0,
that is, at the beginning of the expansion. Because the universe is homoge­
neous and isotropic, there is no reason for clocks in different places to differ
in the measurements of their own proper times. Furthermore, if we tie the co­
ordinate system (t, r , B, rfJ) to the galaxies, so that their world lines are given
by (r, B, rfJ) = constant, then we have a co-moving coordinate system and the
time t is nothing more than the proper time T. This commonly measured time
is often referred to as cosmic time.

To gain an intuitive idea of the significance of the Robertson-Walker line
element it is useful to imagine a balloon with spots on it to represent the
galaxies, the balloon expanding (or contracting) with time. The distance be­
tween spots would depend only on a time-varying scale factor R(t), and each
spot could be made to possess the same clock time t. The spatial origin of
such a co-moving coordinate system might lie on anyone of the spots.

The line element (6.2) is our trial solution for cosmological models , and
our next task is to feed it into the field equations (3.39) using the form (6.1)
for TJlv . As we shall see, this yields relations involving R, k, p, and p, and

7See, for example, Misner, Thorne, and Wheeler, 1973, §27.6, in particular
Box 27.2.
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gives a variety of models for comparison with the observed universe. Because
of the assumed homogeneity, p and p are functions of t alone.

6.2 Field equations

If we label our coordinates according to t == xO
, r == Xl , B == X

Z
, ¢ == x3

, then
the nonzero connection coefficients are

FPI = RHI(l - kr Z
) , r~z = RHr z, r~3 = RHrzsinz B,

r61 = HIR, n. = kr1(1 - kr Z
) , riz = -r(l - kr Z

) ,

r:I3 = -r(l - kr Z
) sinz B, (6.4)

rJz = HIR, rfz = 1/r, n. = -sinBcosB,

r53= HIR, r{3 = 1/r, r~3 = cot B.

These were obtained in Example 2.1.2 , but we have changed the notation
so that derivatives with respect to t are now denoted by dots. Feeding the
connection coefficients into

(and remembering that r;:a = n:v) gives

Roo = 3RIR,

R ll = -(RR + 2Hz + 2k) /(1 - kr Z
) ,

R Z2 = - (RR + 2Hz + 2k)r Z
,

R33 = -(RR + 2Hz + 2k)r Z sinz B.

R!-'v = 0, J.L i- IJ

With c = 1, u!-'u!-, = 1, so

T = T:: = (p + p) - 4p = P - 3p.

In our co-moving coordinate system, ul-' = <5~, so

u!-' = g!-'v<5o= g!-'o = <5~ .

Hence

and

T!-'v - ~Tg!-,v = (p + p)<5~<5e - pg!-'v - ~(p - 3p)g!-'v

= (p + p)<5~<5e - ~(p - P)g/LV'

(6.5)
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Ext racting gil-v from the line element (6.2), we see t hat

Too - 4Tgoo = 4(p + 3p),

Ti i - 4Tgll = 4(p - p)R2/(1 - kr2),

T22 - 4T g22 = 4(p - p)R2r 2,

T33 - 4Tg33 = 4(p - p)R2r2sin2 0,

Til-v - 4Tgll-v = 0, J1 =I u,

So t he field equat ions in the form (3.39) yield just two equations:

3R/R = 41\;(p +3p),

RR + 2R? + 2k = -41\;(p - p),

(6.6)

(6.7)

where (with c = 1) I\; = - 81rG. The fact that the three (nontrivial) spatial
equations are equivalent is essent ially due to the homogeneity and isotropy of
the Rob ertson-Walker line element.

Eliminating R from equations (6.6) and (6.7) gives

I R2+ k = (81rG/ 3)pR
2
. I (6.8)

We shall refer to this equation as the Friedmann equation. Note that the
pressure has complete ly canc eled out of this equation.

We know from Sect ion 3.1 that T ll-v;1l- = °yields the cont inuity equat ion
and the equations of motion of the fluid par ticles. With c = 1 these become
(when adapted to curved spacet ime)

(pull-) ;Il- + pull- ;Il- = 0,

(p + p)uv;ll-ull- = (gil-V - uIl-UV)p,p.-

The cont inuity equation (6.9) may be written as

and with ull- = <Sf: this redu ces to

I p+ (p + p)(3R/ R ) = 0, I

(6.9)

(6.10)

(6.11)

which does contain the pressure. As for t he equation of moti on (6.10), both
sides turn out to be identi cally zero , and it is automatically satisfied. This
means that the fluid par ticles (galaxies) follow geodesics , which was to be
expected, since with p a function of t alone , there is no pressure gradient (i.e. ,
no 3-gradient \lp) to push them off geodesics.
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We make use of equations (6.8) and (6.11) in the next section where we
discuss the standard Friedmann models of the universe.

Exercises 6.2

1. Check the Ricci tensor components given by equation (6.5).

2. Show that equat ion (6.11) may also be derived by eliminat ing R from
equation (6.6) and the derivative of equat ion (6.8) with respect to t .

3. Verify that equation (6.10) is automatically satisfied.

6.3 The Friedmann models

Observational evidence to date suggests that the universe is matter-domin at­
ed, and that the pressure is negligible when compared with the density. The
standard Friedmann models arise from setting p = 0, and our discussion will
be confined to these models only.

With p = 0, we see that

pR3 = constant (6.12)

is an integral of the continuity equation (6.11). As we shall see, this leads to
three possible models, each of which has R(t) = 0 at some point in time, and
it is natural to take this point as the origin of t , so that R(O) = 0, and t is then
the age of the universe (compare remarks in Sec. 6.1). Let us use a subscript
zero to denote present-day values of quantities, so that to is the present age
of the universe, and Ro == R(to) and Po == p(to) are the present-day values of
Rand p. We may then write equation (6.12) as

(6.13)

The Friedmann equation (6.8) then becomes

(6.14)

where A2 == 87rGpoR ~ /3 (A > 0). Hubble's "constant" H(t) is defined by

H(t) == R(t) / R(t) , (6.15)

and we denot e its present-d ay value by Ho == H(to) . Equation (6.8) gives

~ = 87rGpo _ Hg = 87rG (PO _ 3Hg) .
R6 3 3 87rG
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Hence k > 0, k = 0, or k < 0 as Po > Pc, Po = Pc, or Po < Pc respectively,
where Pc is a critical density given by

(6.16)

The deceleration parameter qo is defined to be the present-day value of
- RRIR2 . Using equations (6.6) (with p = O) and (6.7) gives

(6.17)

dRIdt = AIR l
/

2
,

The three Friedmann models arise from integrating equat ion (6.14) for the
three possible values of k: k = 0, ±l.
(i) Flat model. k = 0; hence Po = Pc, qo = ~ .
Equat ion (6.14) gives

and integrating gives
(6.18)

This model is also known as the Einstein-de Sitter model, for reasons men­
t ioned in Section 6.6. Its graph is plotted in Figure 6.2. Note that R ---. 0 as
t ---. 00.

(ii) Closed model. k = 1; hence Po > Pc, qo > ~ .
Equation (6.14) gives

dR = (A2 _ R) 1/2
dt R '

so
R ( R ) 1/2

t = 1 A2 _ R dR.

Putting R == A2 sin2 ('ljJ12) gives

So
R = ~A2(1 - cos 'IjJ) , t = ~A2('IjJ - sin 'IjJ) , (6.19)

and these two equations give R(t ) via the parameter 'IjJ . The grap h of R(t) is
a cycloid, and is shown in Figure 6.2.

(iii) Open model. k = -1 ; hence Po < Pc, qo < ~ .

Equation (6.14) gives

dR=(A2+R )1/2
dt R '

so
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Open. k =-I

__----.;:C;,:.;lo:.:.:sed. k = I

Fig. 6.2. Zero-pressure models of the universe.

t= l R

( A2: R ) 1/2dR.

Putting R == A2sinh2("p/2) gives

t = A211/J sinh2("pj2) d"p = ~A211/J(COSh "p - 1) d"p = ~A2(sinh "p - "p ).

So
R = ~A2(cosh "p -1) , t = ~A2(sinh "p - "p ), (6.20)

and these give R(t) via the par ameter e. Its graph is also shown in Figure 6.2.
Note th at R-t 1 as "p (and hence t) -t 00 .

We see that k = 0 and k = -1 give models that continually expand, while k =
1 gives a model that expands to a maximum value of R, and then cont racts,
so the latter is not only spatially but also temporally closed. The significance
of the value of k is explained in Newtonian terms in Section 6.7.

The question naturally arises as to which (if any, bearing in mind our
assumptions) represents our own universe. Astronomical observations over
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recent years have yielded est imates for H o, qo , and PO . The methods employed
are ext remely ingenious and complex, and we shall not attempt a review
of them." Recent est imates for Ho put it at about (18 x 109 ) - 1 yrs - 1, and
using equat ion (6.16) gives a value for the critical density of about 5.7 x
10-27 kg m" :'. Est imates for the decelera tion parameter qo , based on masses
and distributions of galaxies, are around 0.025, but are ext remely difficult to
be sure about. With qo ::::::: 0.025, equat ion (6.17) would give

Po::::::: 2pcqo::::::: 0.28 x 1O- 27 kg m- 3 ,

which is greater than t he observed density of th e universe estimated on the
assumpt ion that its matter content is visible and lies principally in the galax­
ies. This discrepancy leads to the so-called "problem of missing matter" whose
existence is postulated for many reasons in modern astronomy. Not the least
of these is Oort 's analysis of the motions of stars in our galaxy, which shows
that much more mat ter must exist gravitationally than can be accounted for
by visible matter. It is suggested that this matter might take the form of an
intergalactic gas, which might include small dark stars , small primeval black
holes and neutrinos, and it is thought that by itself this dark matter has a
density of about 1 x 10-27 kg m" :'. So we do not really know yet whether th e
universe is open or closed .

One final connect ion we can make between theory and observat ion con­
cerns the present age to of the universe. For th e flat model , equation (6.18)
gives

so

H(t) == R(t )/ R(t) = 2/( 3t) , (6.21)

to = 2/( 3Ho) ::::::: 12 X 109 yrs.

To find the values of to given by the other two models is somewhat compli­
cated, and is left as an exercise (Problem 6.2).

None of th ese estimates of age from the Friedmann models conflicts with,
nor is especially supported by, t he meteorite dat a.

Exercise 6.3

1. Check the integrations leading to the parametric equat ions (6.19) and
(6.20) .

6.4 Redshift, distance, and speed of recession

We return in this section to the implications of something mentioned in th e
introduct ion to this chapter : th e observed redshift z == fJ.>. / >'0 for t he wave­
length of light emit ted by distant galaxies. Here >'0 is the prop er wavelength

8See, for example, Weinberg, 1972, Chap. 14, and Ohanian, 1989, Chap. 9.
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and LlA is the difference between the observed and the proper wavelengths.
As noted in Exercise 6.0.1, if this is interpreted as the Doppler shift due to a
speed of recession v (small compared with c), then we have the approximate
result that z = v / c. We shall replace this rough argument by one more ap­
propriate to t he context of the Friedmann cosmological models and improve
on the approximate result . We shall also establish the fundamental relation
between the speed of recession of a galaxy and its distance from the observer,
a relation generally known as Hubble's law.

In this sect ion (and the next ) we shall make it clear where the speed of
light c is involved, and not have c = 1, as in the earlier sect ions of this chapter.
The form that the Robertson-Walker line-element then takes is

c2dT2 = c2dt2 - (R(t ))2 ((1 - kr2)-ldr2+ r2d(j2 + r2sin2 Bdc/i) . (6.22)

When we refer to the distance of a galaxy (or other remote obj ect) from
the observer , we shall mean the length of the spatial geodesic connect ing the
two at the same cosmic time t. It is the distance we would obt ain if we could
stop the expansion of the universe at tim e t and measure it using measuring
rods. In mathematical terms, we put t = const in the spacetime line element
above and work with t he line element

(6.23)

of the corresponding three-dimensional space. By the speed of recession of the
galaxy, we mean th e magnitude of the rat e of change of t his distance with
respect to t.

The only observers we can realisti cally consider are situat ed on, or near , the
Earth: they inhabit our own galaxy, the Milky Way. Because of the assumed
spatial homogeneity of the universe, there is no loss of generali ty in arranging
the coordinate system so that r = 0 for our own galaxy and t he observers who
inhabit it . If the remote galaxy has (spatial) coordinates (re ,Be , cPe) , then
the spatial geodesic" whose length we need is given by

B= Be , cP = cPe , 0 ~ r ~ r·e · (6.24)

(6.25)

(Here r c is constant, corresponding to the fact th at the galaxy takes part in
the genera l expansion of the universe.) Th e length of this geodesic at tim e t
is given by

i
T G

R(t) iT G
1Le(t) = dr = R(t) dr.

o vI - kr? 0 VI - kr2

Consider now a pulse of light (or photon) emitted by the galaxy at tim e t E

and arr iving at the observer at t ime i n - It will follow a null geodesic' " given

9The spherical symmetry of the line element suggests that the equat ions (6.24)
give a geodesic, but it can be checked. See Exercise 6.4.1.

10 Again, the spherical symmetry suggests that null curves with () and ¢ constant
are geodesics. Exercise 6.4.2 gives a verification.
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by e = ee, cP = cPe . Since the geodesic is null c2d72 = 0, so the coordinate
velocity of the pulse is

dr
dt

cJ1- kr 2

R(t)
(6.26)

(6.27)

(6.28)

on taking the negative square root , as r is decreasing . So

I
t R

dt 10
dr

t e R(t) = - T G cJ1- kr 2 '

showing that the integral on the left does not depend on t e and tR. So if
tE +8tE and tR +8tR are the times of emission and reception for a later pulse
of light , then

I
t R

dt r: dt
t e R(t) = t E+<5tE R(t)'

For coordinate differences 8tE and 8tR that are small , this gives 8tEIR(tE) =
8tRIR(tR)' If these time differences correspond to the proper and observed pe­
riods respectively of the emitted light , then for the corresponding wavelengths
we have

AR 87R 8tR R(tR)
AE 87E 8tE R(tE) '

since 87 = 8t for a spatially fixed emitter or receiver. But AE is the proper
wavelength Ao and AR is the observed wavelength, which is usually denoted
simply by >.., so for the redshift z we have

A - Ao R(tR) - R(tE)
Z - -- - ---'----'---,-------'-----'-

- Ao - R(tE) . (6.29)

This last equation is th e key to the relations between redshift , distance, speed
of recession, the deceleration parameter, and Hubble's constant, but it needs
careful handling to yield th e best form of results. Our analysis makes use of
the Taylor expansion of R(t) about tR:

R(t) = R(tR) + R(tR)(t - tR) + ~R(tR)(t - tR)2 + ... . (6.30)

We shall assume that tn - tE is small.'! and retain explicitly terms involving
(tR - tE)2.

Putting t = t e in equation (6.30) gives

R(tE) = R(tR) - R(tR)(tR - tE) + ~R(tR)(tR - tE)2 + .. .
= R(tR) (1 - H(tR)(tR - tE) - ~q(tR)H(tR)2(tR - tE)2 + ...) ,

where H = RIR is and q = - RRIR2. If we take tR to be its present-day
value, then H(tR) is Hubble 's "constant" Ho and q(tn) is the deceleration
parameter qo , and on setting tR - tE = Llt we get

llSmall compared to what? This question will be answered at the end of the
section.
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R(t E) = R(tR) (1 - Hoi1t - ~qO(i1t)2 + ...) . (6.31)

Equation (6.29) then gives

z = (Hoi1t + ~qOHg(i1t)2 + ) (1 - Hoi1t - ~qO(i1t)2 + ... )-1

= (Hoi1t + hoHg(i1t)2 + ) (1+ Hoi1t + .. .)

So
z = Hoi1t + H5(1 + ~qo)(i1t)2 + ... .

We now need an expression for i1t.
From equat ions (6.25) and (6.27) we have

and from the expans ion (6.30) we have

(6.32)

(6.33)

on expanding and collecting together terms up to those in (t - tR)2. So, from
equat ion (6.33), it follows that

This expression can be invert ed12 to get

(6.34)

Substituting into (6.32) gives

(6.35)

where L = Le(tR) is the distance of the observed galaxy from the observer.
This last equation is the distan ce-redshift relation for Friedmann models

of the universe. In its simplest form (i.e., neglecting squares and higher powers

12See Exercise 6.4.3
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of HaL) it st at es th at the redshift of an observed galaxy is proportional to its
distance from the observer.

By differentiating equation (6.25) with respect to t, we can deduce th at

. R(t)
Le(t) = R(t) Le(t) = H(t)Le(t) , (6.36)

so on evaluating at t = t n and putting v = Le(tR) for the speed of recession
of th e observed galaxy we have th e relation v = HaL connecting the speed of
recession with distance. We can then write equation (6.35) in the equivalent
form

z = ~ + 1 + qa ( ~) 2 + ... ,
c 2 c

(6.37)

relating the redshift z to the speed of recession v .
We can now answer the question posed in footnote 11. For the expansions

(6.35) and (6.37) to be valid , Llt must be such th at v = HaL < c. If v « c,
then dropping the cubic and higher-power terms of th e expansions gives valid
approximat ions.

The redshift-distance relation (6.35) is used to get est imates for Hubble's
constant , as given in th e discussion at the end of Section 6.3.

Exercises 6.4

1. Verify th at equations (6.24) give a geodesic of the space with line element
(6.23).

2. Verify th at a null curve with () and ¢ constant is a null geodesic of the
Robertson-Walker line element.

3. Verify the expression (6.34) for Llt .

6.5 Objects with large redshifts

Objects with high redshifts are continually being detected with values consid­
erably greater than those originally observed by Hubble in th e 1920s. Redshifts
as large as 4.7 have been found for quasars ' :' and as large as 3.8 for galaxies.
So the questions arise: are some galaxy and quasar recession speeds great er
th an the speed of light , and if so, can they be observed? The result s of th e pre­
vious section cannot provide the answers, as they are valid only for v < c. We
shall not attempt to provide a general answer to th ese questions, but we shall
illustrate the approach th at might be taken by working through a part icular
example.

13See Stuckey, 1992.
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Consider, then, a galaxy receding from us with a redshift z = 4. If we take
(for mathematical tractability only) the flat model of th e universe , then, as a
function of the cosmic time t ,

as in Section 6.3. It follows from equation (6.29) that

(
tR ) 2/3

1 + z = -
t E '

(6.38)

(6.39)

where t E is the time of emission of a photon from a galaxy and t R is the
time of reception. As in the previous section, we shall have r = r c for the
galaxy and r = °for our observers, and we shall take t R to be its present-day
value to. Thus, with z = 4 and 12 x 109 years as a typical value for th e age
of the universe, we get t E ;:::;; 1.07 X 109 years, so th e light was emit ted about
10.9 x 109 years ago.

We shall see below th at redshifts of z > 3 correspond (in the flat model) to
speeds of recession greater than c. Such speeds are permitted because there is
no single in ertial fram e that can accommodate both galaxies: we are working
in a curved spacetime.

Consider now a photon leaving th e galaxy at cosmic time t e , as in th e
Figure 6.3. If the galaxy is receding faster than light , can the photon ever
reach us? It turns out that it is possibl e, but only because in this model the
expansion is slowing.

TO = 0

Fig. 6.3. Light from a receding galaxy.

Let rph(t) be th e r-coordinate of a photon which was originally emitted
from the galaxy at time t e . With k = 0, equation (6.26) gives

So

dr

dt
c

R(t)
C

B2/3 .
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I
T Ph (t ) __ it~

dr - c B 2/3 '
TG tE t

which gives

rph(t) = rc - ~ (t1
/

3
- t¥3) .

With k = 0, equation (6.25) gives

Lc(t) = R(t) rc = Bt 2
/
3rc

(6.40)

(6.41)

for the distance of the galaxy from the observer at time t. Similarly, we have

for the distance of the photon from the observer at time t. So on multiplying
equation (6.40) by Bt 2/ 3 , we get

Lph(t) = Le(t) - ~ (Be/3) (t1
/

3
- t¥3)

= Le(t) - 3ct (1- (tE/t)1/3) .

Since rph(to) = 0, equation (6.40) gives

_ 3c (t1/3 _ t1/3)
rc - B 0 E '

so
Lc(t) = R(t)re = 3et2/

3 (t~/3 - t~3) .

Substituting this last expression in equation (6.41) gives

(6.42)

(6.43)

(6.44)

for the distance of the photon from the observer at time t .
Writing L == Le(to) for the present-day distance of the remote galaxy from

our galaxy, we have

L = 3ct~/3 (t~/3 - t¥3) = 3cto (1 - (tE/tO)1 /3) ,

so, from equation (6.39) (with tn = to),

L = 3cto(1 - V1
1
+ z) . (6.45)

Hence for our example of z = 4 the present distance to the galaxy is about
1.7cto , or 20.4 x 109 light years.

Differentiating equations (6.41) and (6.44) with respect to t yields two
expressions for the photon's "velocity" :
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Lph(t) = Lc(t) - 3c (1 - ~(tE/t)1 /3) , (6.46)

and

Lph(t) = c (2(tO/t)1 /3 - 3) . (6.47)

At the time of emission tE, the first of these gives Lph (tE) = Lc (tE)- c, which
is simply the difference between the galaxy 's speed of recession and the speed
of light , and at to the second one gives Lph(tO) = -C, as it should. Of course ,
Lph(t) is not really the photon's velocity as measured in a local inertial frame
(except at the time of reception to), but it does tell us whether the distance
Lph(t) is increasing, or decreasing .

Figure 6.4 shows how the photon's distance depends on t for an object with
z = 4 and to = 12 X 109 years as a typical value for the age of the universe. As
noted above, this implies that t E ~ 1.07 X 109 years. At the time of emission
Lph(tE) > 0 and the photon is receding. It continues to recede (being carried
away by the general expansion of the universe) until Lph(t) = 0, which occurs
when

t = 8to/27 ~ 3.56 x 109years.

After this , Lph(t) < 0 and the photon is approaching, eventually arriving to
be observed at time to = 12 X 109 years .

In the flat-space model, equation (6.36) gives

. R(t) 2
Lc(t) = R(t) Lc(t) = 3t Lc(t) ,

so, making use of equation (6.45) (in which L = Lc(to)), we get

. 2 (1 )Lc(to) = -Lc(to) = 2c 1 - ~ .
3to v 1 + z

That is,

V=2C(1- _1)
vTIZ ' (6.48)

where v = Lc(to) is the speed of recession. Clearly (in this model), th e speed
of recession exceeds C for all redshifts z > 3.

In the flat model there is also a boundary, known as a particl e horizon that
divides those objects that can be seen from those that cannot. This follows
from equation (6.42), which can be written as

_3Ctb/
3( (tE)1/3)rc - -B- 1- ~ ,

showing that rc < 3ct6/3/ B. Here B = (3A/2)2/3 and from equation (6.14)
(with k = 0) we have that A2 = R5Hg. Also, from equation (6.21), to
2/3Ho, so after substitution and simplification we arrive at



200 6 Elements of cosmology
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Fig. 6.4. Photon's position as a function of cosmic t ime. T he photon is dr agged
away, but ultimately arrives in our galaxy.

(6.49)
2c

rc < RoHo

for a visible galaxy. This converts to L < 2cj Hi, as the limit on the distance
of a visible galaxy and gives v < 2c as a limit on its speed of recession. Thi s
last result can also be inferred from equat ion (6.48) .

Exercises 6.5

1. Work through the substit utions and simplification leading to the inequal­
ity rc < 2cj RoHo that defines the particle horizon.

2. Does the existence of a particle horizon in the flat model place an upper
bound on the redshifts that can be observed?

6.6 Comment on Einstein's models; inflation

As early as 1917 Einstein applied his field equations to a "cosmic gas" of the
kind we have been discussing. He was st rongly drawn, on philosophical rather
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than mathematical grounds, to the idea of a stable universe, with k = 1,
that did not change with time, that is, with H(t) = R(t)jR(t) = O. In order
to counteract the obvious gravitational collapse of such a gas he introduced
into the field equations a cosmological term to act as a repulsion mechanism
(possibly due to negative matter, if it existed in the universe) . The revised
field equations were

(6.50)

where A was a constant known as the cosmological constant.

Since gl-'V ;I-' = 0, this did not alter the divergence property Tlw ;1-' = o.
The constant A had to be extremely small, so as not to interfere with the
general-relativistic predictions of the solar system (see Chap. 4).

After Hubble's detection of the redshift in the 1920s and 1930s, interpreted
now by almost all astronomers and physicists as a Doppler-type shift due to
expansion, (but with the subtle difference that the wavelength lengthens dur­
ing its aeons of travel) Einstein came to believe that the universe was flying
apart with considerable kinetic energy, so that a repulsion mechanism was no
longer required. He withdrew the cosmological term, later referring to it as
the greatest blunder of his life. In 1932 he proposed with de Sitter a model
in which k = 0 and p = 0, which is the flat model of Section 6.3. This leads
to a present-day density of Po = Pc ~ 5.7 X 10- 27 kgm- 3 and to an age
to ~ 12 X 109 yrs .

This Einstein-de Sitter model , which permitted expansion, and which in­
corporated homogeneity and isotropy (the Cosmological Principle) was mod­
ified (in 1948) by Hoyle, Bondi and Gold,14 who made the added assumption
of temporal homogeneity (the Perfect Cosmological Principle). In that model
(the so-called 'steady-state model') , the universe did not come from a big
bang, and is the same at all times-because they postulated a continuous
creation of matter (of about one hydrogen atom per year per 6 km") in the
intergalactic vacuum, to balance the reduction in density due to expansion.
While this violated energy conservation, the real blow to the theory was the
discovery in 1965, by Penzias and Wilson 15 of a black-body radiation (see
Fig . 6.1) coming in from all directions, interpreted to be 'relic radiation ' from
the big bang.

Although the model with k = 0 is the most favored, it would be wrong to
believe that all is clear-cut , and there are physicists (for example, the Nobel
laureate, Hannes Alfven) who believe evidence for the big-bang is lackingl" .
Further, if energy conservation--a pillar of physics , and violated in steady

14See Hoyle, 1948, and Bondi and Gold, 1948.
15See Penzias and Wilson, 1965.
16There have been articles-too numerous to list here-by physicists H. Alfven,

E.J . Lerner, and others, and astronomers such as H. Arp and J.V.Narlikar, which
query big-bang cosmologies. The bases for many of these arguments involve paucity
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state cosmologies- is to be preserved, it must also be sati sfactorily explained
how th e entire universe came from nothing at t = o.

Be th at as it may, we should also mention difficulties or 'puzzles' that have
been encountered when considering th e very early universe of th e Friedmann
models. While it may seem odd to single out th e first fraction of a second in a
proposed expansion lasting billions of years, much is going on in th e first few
moments-the temperatures will be extremely high (because the temperature
scales as 1/ R- see Problem 8); and particle physicists tell us th at th e strong
interaction is then unified with th e electroweak as in GUTs (Grand Unified
Theories) . Thus, quantum field theory must play a role' ", making a blend of
genera l relativity with quantum physics more appropriate. However, since our
short introduction confines itself to a study of genera l relativity, we mention
here just two 'classical' puzzles: (i) the flatness problem, and (ii) the causal
(or so-called horizon) problem.

Th e crit ical density as defined by equation (6.16) is its present-d ay value
(as the present-d ay value Ho of Hubble's constant is used) , but (like Hubble's
constant) it can be given a value at any cosmic time t by replacing Ho by H(t)
in its defining equation so th at Pc becomes a time-dependent quantity. We can
now introduce th e quantity n == p]Pc, where both p and Pc are evaluated at
a general t ime t.
(i) The flatness problem can then be put in th e form of a quest ion: why is n
so close to unity throughout th e expansion, even in th e radiat ion-dominated
era? The Friedmann equation (6.14) may be writ ten in the form

which gives

(6.51)

(6.52)

showing that n would rapidly increase, or decrease, for k = +1, or -1 , re­
spectively. Also, in case we suspect that th e constant k can change during th e
evolution, this seems unlikely, because then the whole topology of the universe
would change.

(ii) Th e causal (or horizon) problem may be stat ed in th e following way.
How did early parts of the proto-universe, flying apart at speeds greater th an
the speed of light (see Section 6.5) ever come to be in thermal equilibrium?
Causal communicat ion is needed for establishing homogeneity across a large
region, and it is homogeneity that, to the best of our measurements , we appear
to see today.

of observational evidence, ongoing lack of an exact value for H , difficult ies with
relative abundancesof hydrogen and helium, large-scale inhomogeneities in the uni­
verse's structure in conflict with the uniformity of the cosmic background radiation,
and so on. See Horgan, 1987, for a review of some of these dissident views.

17See Narlikar and Padrnanabhan, 1991.
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These two difficulti es (and others concern ing monopoles, domain walls , and
symmetries in th e early universe) were addressed with some success by Alan
Guth in 1981 in an 'inflati onary' scenario.l'' The basic picture was that for a
very short time (about 10- 33 seconds) the universe expanded exponent ially
(somewhat like an airbag), following a curve R(t ) ~ Rl e", (t -tIl , where RI is
the scale factor at tim e tl when inflat ion starts, and 0' is a positive const ant .

The causal problem is then 'solved ' by noting t hat R is proportional to
R(t) , so that when R is close to zero, so is its ti me derivative (unlike th e initial
rap id ra te of change of R in the untampered-with Friedmann models) . The
significance of thi s is that running the expansion backwards through a change
L1R takes quite a long t ime at t he beginning of the inflation- enough t ime, it
is claimed, to allow for thermal connecti on.

T he flatness problem is 'solved' if we rule out any values for k that are not
extreme ly close to 0, for thi s means th ere would be no increasing or decreas­
ing of the ratio pi Pc, and thus no precipitous collapse or rapid expansion to
infinit y. Inflation does this for us, because the curvature term k] RZ in equa­
tion (6.8), which may initi ally be of moderate value, is clearly negligible after
inflation. This has t he same effect as setting k = O.

So it looks as if the solut ion to t he flatn ess problem has to be Q = 1, (i.e. ,
k = 0, and P = Pc), alt hough observat ions do not yet find enough density of
matter to bear this out. Thi s is the reason ast ronomers are tod ay searching
for 'missing matter '.

Characteristics of the early universe presently occupy the interest s of high­
energy particle physicists , as well as string t heorists, but the basic models
(after tho se few first fractions of a second) are neverth eless thought to be th e
Friedm ann models of general relativ ity.

Finally, we offer , for comparison with our general relativistic results, a
discussion of the Newtonian view of the universe.

Exercises 6.6

1. Show that th e empty spacet ime field equations derived from equations
(6.50) are RI·W = AgllV.

2. Carry out the working that leads to equat ion (6.52) .

6.7 Newtonian dust

Suppose we have a Newtonian dust (i.e ., a fluid with zero pressure moving
according to Newton's laws of motion and gravitat ion) of uniform density p(t),
which is in a state of uniform expansion, the only force on it being gravity.

18See Guth , 1981.
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This means that the position vector r of a fluid particle at any time t is given
by a relation of the form

r = R(t)c , (6.53)

where c is a constant vector which is determined by the initial position of the
fluid particle. Differentiation gives

r = H(t)r, (6.54)

where H(t) = R(t)/R(t) , and in this way our dust has a Hubble constant
H(t) associated with the scale factor R(t).

The Newtonian continuity equation

fJp/fJt + \7 . (pr) = °
gives p+3pH = 0, or Rp +3Rp = 0, which integrates to give

pR3 = constant.

As in Section 6.3, let us indicate present-day values with a subscript zero, and
write the above equation as

(6.55)

Euler's equation of motion for such a fluid takes the forrn'"

(fJ/fJt + r · \7)r = F ,

where F is the body force per unit mass. With r = H(t)r, this reduces to

(6.56)

The body force F is due to gravity, and satisfies \7 . F = -41rGp, and on
taking the divergence of equation (6.56), we have

Putting H = R/R results in

3R/R = -41rGp, (6.57)

which is exactly the same as the relativistic equation (6.6) with p put equal
to zero. Substitution for p from equation (6.55) and rearrangement gives

where, as before, A2 = 81rGpoRJ!3 . Multiplying by R and integrating gives

19See, for example, Landau and Lifshitz , 1987, §2.
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where k is a constant of integra tion. This is exact ly the same as the Friedmann
equation (6.14), but there k is either ± 1 or O. In fact if k -I 0, there is no loss
of generality in taking it to be ± 1 in the Newtonian case (see Exercise 6.7.1),
and we are therefore led to exactly the same three models for the evolut ion
of the universe as we obtained in Section 6.3.

Equation (6.58) was obtained by integrating equation (6.57), which is ef­
fectively the equation of motion of the whole dust-filled Newtonian universe.
There is therefore a sense in which we may regard equation (6.58) as th e
energy equation of the whole universe. Writing it as

we may regard R2 as a measure of its kinetic energy, - A2/ R as a measure
of its gravitat ional pot ential energy, and -k as a measure of its total energy.
If k = - 1, the total energy is positive, and th e universe has an excess of
kinetic energy that allows it to keep expanding at an ultimately constant rate
(R -t 1 and R -t 00 as t -t (0). If k = 0, the total energy is zero, and the
kinetic energy is just sufficient to allow the universe to keep expanding, but at
a decreasing rate (R -t 0 and R -t 00 as t -t (0). If k = 1, then the universe
has insufficient kinetic energy for cont inued expansion. It expands until R= 0
(when R = A2 ) and subsequently contracts. This simplistic t reatment of the
universe as modeled by a Newtonian dust affords insight into the meaning of
the curvature constant k appearing in the relativistic models.

Since the Newtonian analysis leads to the same different ial equation and
hence to th e same results as in the relativistic case, we may ask why we
bother with a relativistic t reatment. Our answer must include the following.
In the first place, t here are difficulties with Newtonian cosmology th at our
simple treatment obscures. P? Second, in relativi ty pressure contributes to th e
total energy, and hence to the gravitat ional field, and Newtonian gravity is
deficient in this respect . Third , if th e fluid contains part icles (stars, etc.)
having relativistic speeds, then Newtonian physics is inadequate. Finally, th e
problem of light propagatio n throughout th e universe should be handled from
a relativistic viewpoint.

Exercise 6.7

1. The relationship (6.53) is preserved if we replace R(t ) and c by R(t ) and
e, defined by

R(t ) = AR(t ), c = A- Ie,

where A is constant . Show that this leads to if (t) = H (t) , jP = A2/ A3,
and

20See Bondi, 1960, §9.3.
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in place of equation (6.58).
Hence if k =I- 0, by a suitable choice of ,\ we can make k == k / ,\2 = ±1.

Problems 6

1. Show that the three-dimensional manifold with line element (6.3) has a
curvature scalar equal to -6k.

2. Show that for the cases k = ±1 the constant of integration A2 occurring
in equation (6.14) is given by either

A2 qo ( k )3/2
or 2 = Ho 2qo - 1

Hence show that for the closed model the present-day value 7/Jo of the
parameter 7/J (see equations (6.19)) is given by cos7/Jo = (1- qo) /qo, while
for the open model (see equations (6.20)) it is given by cosh 7/Jo = (1 ­
qo)/qo.
Use these results to show that for a closed model with qo ~ 1 (say) and
Ho ~ (13 X 109 yrs)-l we have to ~ 7.4 X 109 yrs, while for an open
model with qo ~ 0.014 (say) and the same value for Ho, we have to ~

12.4 X 109 yrs .
Repeat the calculations using a Hubble constant of (18 x 109 yrs) -l.

3. A galaxy on the horizon to-day is receding with a speed v just under the
limiting value of 2c for the flat model of the universe and is now a distance
Lo away from us. In the flat model (with k = 0) it is, of course, slowing
down. Taking Ho to be (18 x 109 ) - 1 yrs " ! (so that to = 12 X 109 yrs) , find
(a) its present-day distance Lo from us;
(b) the future cosmic time t when its speed of recession will have slowed

to c, and hence its distance from us then;
(c) its redshift now, and its redshift when its speed is c.

4. Sketch the graph of the velocity Vph(t) of a photon in the flat model as
a function of cosmic time t, given that it arrives here at to, having left
the galaxy G at t s = to/5. Verify that the photon is stationary when
t = 8to/27.

5. A swimmer who can maintain a speed of 3 m S-l in static water jumps off
a dock into a fiord while the tide is going out . The speed of the outgoing
tide is 4(1 - 0.00lt2/ 3 ) , where t is the time in seconds after the jump is
made. Find
(a) how long it takes her to swim back to the dock;
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(b) the maximum distance she is swept out from the dock.
Compare and contrast this Galilean calculat ion with the results obtained
in Section 6.5.

6. The time to- tE for light to trave l from a galaxy to a present-day observer
is somet imes called the look-back t ime.
(a) Show that in the flat model the look-back time for a galaxy with

redshift z is (1 - (1 + z)- 3/2)tO'
(b) An ast ronomer is observing a galaxy for which the redshift is z = 2.

Taking the present age of the universe to be 12 x 109 yrs, calculate
how long ago the light was emitted. Compare this result with that
obtained for the case z = 4.

7. The value of z for the cosmic background radiation is about 1100. Use this
value to obtain an estimate for the age of the universe in the flat model by
assuming that the photons were discharged not at t E = 0, but rather at
t e ::::::: 340,000 years. (This is the so-called recombination or last -scatt ering
t ime-the epoch after which matter and radiation were decoupled, and
photons were able to travel freely without being further scattered by the
hot plasma of the very early universe.)

8. For the flat model, make an estimate of the absolute temperature of the
universe at the recombination t ime of 340,000 years, given that the tem­
perature T scales as 1/ R.
Give a plausibility argument for the lat ter statement, using that hv and
kT are both measures of energy. (Here h is P lanck's constant and k is
Boltzmann 's constant .)



Appendices



A

Special relativity review

A.O Introduction

Newton believed that time and space were complete ly separate ent it ies. Time
flowed evenly, the same for everyone, and fixed spatial dist ances were identical,
whoever did the observing. These ideas are st ill tenable , even for proj ects
like manned rocket t ravel to the Moon, and almost all the calculat ions of
everyday life in engineering and science rest on Newton's very reasonable
tenets. Einstein 's 1905 discovery t hat space and time were just two parts
of a single higher ent ity, spacetime, alters only slightly t he well-est ablished
Newtonian physics with which we are familiar . Th e new theory is known as
special relativity, and gives a satisfactory descrip tion of all physical phenomena
(when allied with quantum theory), with the exception of gravitat ion. It is
of importance in the realm of high relative velocities, and is checked out by
experiments performed every day, particularly in high-energy physics. For
example, the Stanford linear accelerator, which accelerates electrons close to
the speed of light , is about two miles long and cost $108 ; if Newtonian physics
were the correct theory, it need only have been about one inch long.

The fundament al postulates of the theory concern inertial reference sys­
tems or inertial fram es. Such a reference syst em is a coordinate system based
on three mutually orthogonal axes, which give coordinates x, y , z in space,
and an associat ed syst em of synchronized clocks at rest in the system, which
gives a tim e coordinate t, and which is such that when particle motion is for­
mulat ed in terms of this reference syst em Newton's first law holds. It follows
that if K and K' are inertial frames, then K' is moving relative to K with­
out rotation and with constant velocity. The four coordinates (t,x , y, z ) label
points in spacetime, and such a point is called an event.

Th e fundament al postulates are:

1. The speed of light c is the same in all inertial frames.
2. The laws of nature are the same in all inertial frames.



212 A Special relativity review

Postulate 1 is clearly at variance with Newtonian ideas on light propaga­
tion . If the same system of units is used in two inertial frames K and K' , then
it implies that

c = dr / dt = dr' / dt', (A.l)

where (in Cartesians) dr 2 = dx 2 + dy2 + dz 2 , and primed quantities refer to
the frame K' . Equation (A.l) may be written as

and is consistent with the assumption that there is an invariant interval ds
between neighboring events given by

which is such that ds = 0 for neighboring events on the spacetime curve rep­
resenting a photon's history. It is convenient to introduce indexed coordinates
x" (f.L = 0,1 ,2,3) defined by

(A .3)

and to write the invariance of the interval as

(A.4)

where

[

1 0 0 0]0-1 0 0
[1]1-'[/] = 0 0 -1 0

o 0 0-1

in Cartesian coordinates, and Einstein's summation convention has been em­
ployed (see Sec. 1.2). In the language of Section 1.9, we are asserting that the
spacetime of special relativity is a four-dimensional pseudo-Riemannian man­
ifold! with the property that , provided Cartesian coordinate systems based
on inertial frames are used, the metric tensor components gl-'[/ take the form
1}1-'[/ given above.

Although special relativity may be formulated in arbitrary inertial coordi­
nate systems, we shall stick to Cartesian systems, and raise and lower tensor
suffixes using 1}1-'[/ or 1]1-'[/, where the latter are the components of the con­
travariant metric tensor (see Sec. 1.8). In terms of matrices (see remarks in
Sec. 1.2), [1]1-'[/] = [1]1-'[/] and associated tensors differ only in the signs of some
of their components.

1Roughly speaking, a Riemannian manifold is the N-dimensional generalization
of a surface. What makes spacetime pseudo-Riemannian is the presence of the minus
signs in the expression for ds2

• See Sec. 1.9 for details.
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Example A.D.l
If ).,11 = (AO Al A2 A3) then, , , ,

In a Cartesian coordinate system, the inner product g/LVN'CTv = ,\/'CTp = ApCTP

(see Sec. 1.9) takes the simple form

The frame-independence contained in the second postulate is incorporated
into the theory by expressing the laws of nature as tensor equations which are
invariant under a change of coordinates from one inertial reference system to
another.

Vve conclude this introduction with some remarks about time. Each inertial
frame has its own coordinate time, and we shall see in the next section how
these different coordinate times are related. However, it is possible to introduce
an invariantly defined time associated with any given particle (or an idealized
observer whose position in space may be represented by a point) . The path
through spacetime which represents the particle's history is called its world
line ,2 and the proper time interval dr between points on its world line, whose
coordinate differences relative to some frame K are dt , dx , dy, dz , is defined
by

or

(A.5)

So

(A.6)

where v is the particle's speed . Finite proper time intervals are obtained by
integrating equation (A.6) along portions of the particle's world line.

Equation (A.6) shows that for a particle at rest in K the proper time
T is nothing other than the coordinate time t (up to an additive constant)
measured by stationary clocks in K. If at any instant of the history of a
moving particle we introduce an insuitiiuneous rest frame K o, such that the
particle is momentarily at rest in K o, then we see that the proper time T is the
time recorded by a clock which moves along with the particle. It is therefore
an invariantly defined quantity, a fact which is clear from equation (A.5).

2Por an extended object we have a world tube.
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A.l Lorentz transformations

A Lorentz transformation is a coordinate transformation connecting two in­
ertial frames K and K'. We observed in the previous section that K' moves
relative to K without rotation and with constant velocity, and it is fairly
clear that this implies that the primed coordinates xll' of K' are given in
terms of the unprimed coordinates x ll of K via a linear (or, strictly speaking,
an affine'') transformation

(A.7)

where At' and all are constants. (This result also follows from the trans­
formation formula for connection coefficients given in Exercise 2.2.5, since,

as a consequence of gllv = gll'v' = 'flllv , r::IY = r~'IY ' = 0, and hence
r 2'XtIY == () x ll j {)XV{)x IY = 0, which integrates to give equation (A.7).) Dif-

ferentiation of equation (A.7) and substitution into equation (A.4) yields

(A.8)

as the necessary and sufficient condition for At' to represent a Lorentz trans­
formation.

If in the transformation (A.7) all = 0, so that the spatial origins of K
and K' coincide when t = t' = 0, then the Lorentz transformation is called
homogeneous, while if all i= °(i.e., not all the all are zero) then it is called inho­
mogeneous. (Inhomogeneous transformations are often referred to as Poincare
transformations, in which case homogeneous transformations are referred to
simply as Lorentz transformations.)

To gain some insight into the meaning of a Lorentz transformation, let us
consider the special case of a boost in the x direction. This is the situation
where the spatial origin 0' of K' is moving along the x axis of K in the
positive direction with constant speed v relative to K , the axes of K and K'
coinciding when t = t' = °(see Fig. A.l). The transformation is homogeneous
and could take the form

t' = Bt + Cx ,

x' = A(x - vt) ,

y' = y,

z' = z,

(A.9)

the last three equations being consistent with the requirement that 0' moves
along the x axis of K with speed v relative to K . Adopting this as a "trial
solution" and substituting in equation (A.2) gives

B 2c2
_ A2v2 = c2

, BCc2 + A2v = 0, C2c2
- A2 = -1.

3 An affine transformation is a linear transformation that includes a shift oforigin.
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i

----+. v

Q·~-----x·

Fig. A.I. A boost in the x direction.

These imply that (see Exercise A.I.1)

A = B = (1 - v2/e2 ) - 1/ 2 , C = -(v/ e2 )(1 - v2/e2 ) - 1/ 2 .

If we put
'Y ::::::: (1- v2/e2 ) - 1/ 2 ,

then our boost may be written as

t' = 'Y (t - xv/e2),

x' = 'Y (x - vt ),

y' = y,

z' = z,

or (in matrix form)

l

et'] [ 'Y - V'Y/
C00] let]x' _ - V'Y / e 'Y 00 x

y' - 0 0 10 v l
z' 0 0 0 1 z

(A.lO)

(A.ll)

(A.12)

(A.13)

Putting tanh 7,b ::::::: v / e gives (from equat ion (A.ll)) 'Y = cosh tb, so the boost
may also be written as

et' = et cosh 7,b - x sinh 7,b,

x' = x cosh 7,b - et sinh 4;,
y' = y,

z' = z.

(A.14)

It may be shown t hat a general homogeneous Lorent z transformation is equiv­
alent to a boost in some direct ion followed by a spat ial rot ation. The general
inhomogeneous transformation requ ires an additional translation (i.e., a shift
of spacetim e origin).
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Since X;:' == axl" laxv = At ' , a contravariant vector has components AI'
relative to inertial frames which transform according to

while a covariant vector has components AI' which transform according to

where A> is such that A>A~' = 8~ . These transformation rules extend to
tensors. For example, a mixed tensor of rank two has components r;: which
transform according to

The equations of electromagnetism are invariant under Lorentz t ransfor­
mations, and in Section A.8 we present them in tensor form which brings out
thi s invariance. However , the equat ions of Newtonian mechanics are not in­
variant under Lorent z transformations, and some modificat ions are necessary
(see Sec. A.6). Th e transformations which leave the equations of Newtonian
mechanics invariant are Galilean transformations, to which Lorent z transfor­
mations reduce when vIc is negligible (see Exercise A.1.3).

Exercises A.I

1. Verify th at A , B , C are as given by equations (A.10).

2. Equation A.13 gives the matrix [At ' ] for the boost in the x direction .
What form does the inverse matrix [A~,] take? What is th e velocity of K
relative to K '?

3. Show that when vic is negligible, equations (A.12) of a Lorentz boost
reduce to those of a Galilean boost :

t' = t, x' = x - vt, y' = y, z' = z.

A.2 Relativistic addition of velocities

Suppose we have three inertial frames K , K' , and K" , with K' connected to
K by a boost in the x direction, and K" connected to K' by a boost in the
x' direction. If the speed of K' relative to K is v , then equat ions (A.14) hold ,
where tanh e = vIc and if the speed of K" relative to K' is w, then we have
analogously



ct" = ct' cosh 1> - x' sinh 1>,
x" = x' cosh 1> - ct' sinh 1>,
y" = y',

z" = Z',
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(A.15)

where tanh 1> = w / c. Substituting for ct' , x' , y' , z' from equations (A.14) into
the above gives

ct" = ct cosh(7jJ + 1» - x sinh( 7jJ + 1»,

x" = x cosh(7jJ + 1» - ct sinh(7jJ + 1» ,

y" = y ,

z" = z.

(A.16)

This shows that K" is connected to K by a boost , and t hat K" is moving
relative to K in th e positive x direction with a speed u given by u/ c =

tanh(7jJ+ 1». But

h(o" '"") tanh 7jJ + tanh 1>
tan 'f/ + 'f/ = .

1 + tanh 7jJ t anh 1> .

so

v +w
u=----

1 + vw/c2 '
(A.17)

This is the relativistic formula for the addit ion of velocities, and replaces the
Newtonian formula u = v + w.

Note that v < c and w < c implies that u < c, so th at by compounding
speeds less than c one can never exceed c. For example, if v = w = O.75c, then
u = O.96c.

Exercises A.2
1. Verify equat ions (A.16).

2. Verify that if v < c and w < c then the addit ion formula (A.17) implies
that u < c.

A.3 Simultaneity

Many of the differences between Newtonian and relativist ic physics are due to
the concept of simultaneity. In Newtonian physics this is a frame-independent
concept, whereas in relativity it is not . To see thi s, consider two inert ial frames
K and K ' connected by a boost , as in Section A.1. Event s which are simulta­
neous in K are given by t = to, where to is constant. Equations (A.12) show
that for these events
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so t' depends on x, and is not constant . The events are therefore not simulta­
neous in K'. (See also Fig. A.5.)

A A Time dilation, length contraction

Since a moving clock records its own proper time T, equation (A.6) shows that
the proper time interval LlT recorded by a clock moving with constant speed
v relative to an inertial frame K is given by

(A.18)

where Llt is t he coordinate time interval recorded by stationary clocks in K .
Hence Llt > LlT and the moving clock "runs slow." This is the phenomenon
of time dilation . The related phenomenon of length contraction (also known
as Lorentz contraction) arises in the following way.

y j

K K ' • v

Rod at rest inK '
i I
I I
I I
I I
I I

0 x 0 ' i

z z·

Fig. A.2. Length contraction.

Suppose that we have a rod moving in the direct ion of its own length with
constant speed v relative to an inertial frame K. There is no loss of generality
in choosing th is direction to be the positive x direction of K. If K' is a frame
moving in the same direction as th e rod with speed v relative to K, so that
K' is connected to K by a boost as in Section A.I , then th e rod will be at rest
in K' , which is therefore a rest frame for it (see Fig. A.2). The proper length
or rest length lo of th e rod is the length as measured in the rest frame K ' , so
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where x~ and x~ are the x' coordinates of its endpoints in K' . According to
equations (A.12), the x coordinates Xl, X2 of its endpoints at any time t in K
are given by

x; = ')'(XI - vt),
x; = ')'(X2 - vt).

Hence if we take the difference between the endpoints at the same time t in
K, we get

x; - x; = ')'(X2 - Xl) '

The length l of the rod, as measured by noting the simultaneous positions of
its endpoints in K, is therefore given by

(A.19)

So l < lo and the moving rod is contracted.
A straightforward calculation shows that if the rod is moving relative to

K in a direction perpendicular to its length, then it suffers no contraction. It
follows that the volume V of a moving object , as measured by simultaneously
noting the positions of its boundary points in K , is related to its rest volume
Vo by V = Vo(1 - v2jc2 ) 1/ 2 . This fact must be taken into account when
considering densities.

A.5 Spacetime diagrams

Spacetime diagrams are either three- or two-dimensional representations of
spacetime, having either one or two spatial dimensions suppressed. When
events are referred to an inertial reference system, it is conventional to ori­
ent the diagrams so that the t axis points vertically upwards and the spatial
axes are horizontal. It is also conventional to scale things so that the straight­
line paths of photons are inclined at 45°; this is equivalent to using so-called
relativistic units in which c = 1, or using the coordinates xi-' defined by equa­
tions (A.3).

If we consider all the photon paths passing through an event 0 then these
constitute the null cone at 0 (see Fig. A.3). The region of spacetime contained
within the upper half of the null cone is th e future of 0 , while that contained
within the lower half is its past. The region outside the null cone contains
events which may either come before or after the event 0 in time , depending
on the reference system used , but there is no such ambiguity about the events
in the future and in the past. This follows from the fact that the null cone
at 0 is invariantly defined. If the event 0 is taken as the origin of an inertial
reference system, then the equation of the null cone is
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Future-pointing timelike vector

Past-pointing
nullvector

FUTURE
OF 0

Future-pointing
nullvector

Spacelikevector

\
Past-pointing
timelikevector

Fig. A.3. Null cone and vectors at an event O.

(A.20)

(A.21)

If we have a vector )oJ' localized at 0 , then )oJ' is called timelike if it lies
within the null cone, nu ll if it is tangent ial to the null cone, and spacelike if it
lies outside the null cone. That is, )...1' is

{

timelike { > 0
null if "ll'v)...I-')... v = 0 .
spacelike < 0

Timelike and null vectors may be characterized further as future-pointing or
past-pointing (see Fig. A.3).

Consider now the world line of a particle with mass. Relat ivistic mechanics
prohibits the acceleration of such a particle to speeds up to c (a fact suggested
by the formula (A .17) for the addition of velocities) ,4 which implies that its
world line must lie within the null cone at each event on it , as the following
remarks show. With the speed v < c the proper time r as defined by equa­
tion (A.6) is real, and may be used to parameterize the world line: x l' = xl' (r ).
Its tangent vector ul' == dxl' [dr (see Sec. 1.7) is called the world velocity of
the particle, and equation (A.5) shows that

"Part icles having speeds in excess of c, called tachyons, have been postulated,
but attempts to detect them have (to dat e) been unsu ccessful. Th ey cannot be
decelerat ed to speeds below c.
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SO 'UP is timelike and lies within the null cone at each event on the world line
(see Fig. A.4 (a)) . The tangent vector at each event on the world line of a
photon is clearly null (see Fig. A.4 (b)) .

(a)
(b)

Fig. A.4 . World lines of (a) a particle with mass, and (b) a photon.

Spacetime diagrams may be used to illustrate Lorentz transformations. A
two-dimensional diagr am suffices to illustrat e the boost of Sect ion A.l con­
necting the frames K and K ' . The x' axis of K ' is given by t ' = 0, that is,
by t = xv/c2 , while the t' axis of K ' is given by x' = 0, th at is, by x = vt .
So with c = 1, the slope of the x' axis relative to K is v , while that of the
t' axis is l / v . So if the axes of K are drawn perpendicular as in Figure A.5,
t hen those of K ' are not perpendicular , but inclined as shown.

,.

x

&-::::::::.. x

o

Fig. A.5. Spacetime diagram of a boost.
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Events which are simultaneous in K are represented by a line parallel
to the x-axis, while those which are simultaneous in K' are represented by
a line parallel to the x' axis, and the frame dependence of the concept of
simultaneity is clearly illustrated in a spacetime diagram. Note that the event
Q of Figure A.5 occurs after the event P according to observers in K, while
it occurs before the event P according to observers in K'.

Exercises A.5

1. Check the criterion (A.21).

2. Check the invariance of the light-cone under a boost, by showing that
equation (A.20) transforms into the equation

A.6 Some standard 4-vectors

Here we introduce some standard 4-vectors of special relativity, and comment
briefly on their roles in relativistic mechanics. The prefix 4- serves to distin­
guish vectors in spacetime from those in space, which we shall call 3-vectors.
It is useful to introduce the notation

(A.22)

so that bold-faced letters represent spatial parts.
We have already defined the world velocity uJ.L == dxJ.L j dr of a particle

with mass . If we introduce the coordinate velocity vJ.L (which is not a 4-vector)
defined by

vJ.L == dx!' jdt = (c, v),

where v is the particle's 3-velocity, then

uJ.L = (dtjdT)VJ.L = (-rc,/'v) ,

(A.23)

(A.24)

where y = (1- v2 jc 2 ) - 1/ 2 . The particle's 4-momentum pJ.L is defined in terms
of uJ.L by

(A.25)

where m is the particle's rest mass.f The zeroth component pO is Ejc, where
E is the energy of the particle, and we can put

pJ.L = (E j c, p). (A.26)

5 As in Chap. 3, we use rn rather than the more emphatic rna for rest mass.
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The wave aspect of light may be built into the particle approach by asso­
ciating with a photon a wave 4-vector kl1 defined by

I kJI = (27f/A,k) , I (A.27)

where A is the wavelength and k = (27f/ A)n, n being a unit 3-vector in the
direction of propagation." It follows that kJI kJI = 0, so that kJI is null. It is, of
course, tangential to the photon 's world line. The photon's 4-momentum pJI
is given by

(A.28)

where h is Planck 's constant. Thus the photon 's energy is

E = epo = e(h/27f )ko = he/A = lu/,

where v is the frequency, in agreement with the quantum-mechanical result.
In relat ivistic mechanics, Newton's second law is modified to

(A.29)

where fJ1 is the 4-force on the particle. This is given in terms of the 3-force F
by

fJ1 = 1'(F ·v/ e,F) .

Example A.6.1
The invariance of the inner product gives

(A.30)

(A.31)

If we take the primed frame K ' to be an instant aneous rest frame, then pJI' =
(me, 0) , and the right-hand side is m2e2 . The left-hand side is E 2 / e2 - p . p ,
so equation (A.31) gives

(A.32)

where p2 = P . p . This is the well-known result connect ing the energy E of a
particle with its momentum and rest mass.

From equat ions (A.24) and (A.26) we see that

p = I'mv

and that E / e = pO = I'me, so

(A.33)

6T he factor 27f , which seems to be an encumbrance , simplifies expressions in
relativisti c op t ics and wave t heory.
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(A.34)

Equation (A.33) shows that the spatial part p of the relativistic 4-momentum
pM reduces to the Newtonian 3-momentum mv when v is small compared to e
(giving "( ~ 1). However , equation (A.34) shows that E reduces to me2+~mv2 ,

and th at the total energy includes not only the kinetic energy ~mv2 , but also
the rest energy m e2 , the latter being unsusp ected in Newtonian physics. It
should be noted that we have not proved the celebrated formula E = "(me2 ;

it simply follows from our defining E by po = E / e. Althou gh this definition
is standard in relativity, it is sensible to ask how it ever came about .

Conservation of momentum is an extremely useful principle, and if we wish
to preserve it in relativity, then it turns out that we must define momentum p
by p = "(m v rather than p = my. This follows from a consideration of simple
collision problems in different inertial frames." But "(m v is the spat ial part
of the 4-vector o" defined by equation (A.25), and it follows from equations
(A.29) and (A.30) that dpo [dr = h/e)F · v , which implies that

F . v = e dpo / dt.

But F . v is the rate at which the 3-force F imparts energy to the particle,
hence it is natural to define the energy E of the particle by E = cpo. The
conservat ion of energy and momentum of a free particle is then incorporated
in the single 4-vector equation

pI' = constant .

This extends to a system of interacting particles with no externa l forces:

L v" = constant .
a ll part icles

(A.35)

Example A.6.2
Consider the Compton effect in which a photon collides with a stationary

elect ron (see Fig. A.6). Initially the photon is traveling along the X l axis of
our reference system and it collides with an electron at rest . After collision
the electron and photon move off in the plane x3 = 0, making angles eand rP
with the X l axis as shown. Remembering that the energy of a photon is hu ,
and that for a photon pilPM= 0, we have before collision:

P~h = (hv / e,hv/ e,O,O),

P~l = (m e,0, 0, 0),

7SCC, for exa mple, Rindler, 1982, §26. Note that in Rindler rno is proper mass and
m is relativistic mass; in our not ation these quantities are m and "1m, respectively.
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Photon

Photon

Electron
• L...-- __~~~L....-TT""-Xl

o
Electron

and after collision

Fig. A.6. Geometry of the Compton effect .

P~h = (hv Ic, (hv Ic) cos 0, (hv Ic) sin 0,0),

P~l = ("(mc,"(mv cos ¢ , -rrm» sin ¢ , 0),

where v is the electron's speed after collision . T he conservation laws contained
in

I" + I" _ - I" + -1"
Pph Pel - Pph P el

then give

hu] «+ m c = hv l c + "(mc,

hu[c = (hv Ic)cos 0 + "(mv cos ¢,

0= (hv lc) sinO - "(mv sin¢.

Eliminating v and ¢ from these leads to the formula for Compton scattering
(see Exercise A.6.3) giving t he frequency of the photon after collision as

Exercises A.6

v
D = ---:-:--.,---~--:-----:-:-

1 + (hv lmc2 )(1 - cosO) '
(A.36)

1. In a laboratory frame, write ur for (a) a stationary chair, (b) a speeding
bullet .
Is it possible to write U IL for a photon?
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2. Show that as a consequence of equation (A.29) we have ul-'fl-' = 0, and
that I" as given by equation (A.30) satisfies this relation.

3. Check the derivation of the formula (A.36).

A.7 Doppler effect

K

K __v

(A.37)

t<'--..........-------xl •

Fig. A.7. Photon arriving at an observer from a moving source.

Suppose that we have a source of radiation which is moving relative to
an inertial frame K with speed v in the positive Xl direction in the plane
x3 = 0, and that at some instant an observer fixed at the origin 0 of K
receives a photon in a direction which makes an angle ewith the positive Xl

direction (see Fig. A.7). Let us attach to the source a frame K' whose axes
are parallel to those of K, and which moves along with the source, so that
it is at rest in K' at the origin 0' . The frame K' is therefore connected to
K by a Lorentz transformation comprising a boost in the Xl direction and a
translation (see Sec. A.I) . It follows that the wave 4-vector kl-' of the photon
transforms according to

where

[

"( -"(vic 0OJ
[AI-" ] = -"(vic "( 0 0

v 0 0 10
o 0 01
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(see Exercise A.1.2). The zeroth component gives kO' = Ae'k v , or

(A.38)

Now kO' = 211'1AO' where AO is t he proper wavelength as observed in the
frame K' in which the source is at rest , and

kll = (211'1A)(l ,cos e,sin e,0),

where A is the wavelength as observed by the observer at the origin 0 of
K . (Not e that we are making use of the fact that klL is const ant along the
photon's world line.) Hence equa t ion (A.38) gives

1 1 1v- = - ("(- - cose) ,
AO A c

so
AI AO = 1[1 - (vIc) cos eJ, (A.39)

and the observed wavelength is different from the proper wavelength.
If the source is on the negative Xl axis, so that it is approaching the

observer , then e= 0 and equation (A.39) gives

A (1 _vlc) I/2
,= 1(1- vl c)= I
/\0 1 + v c

(A.40)

Thus A < AO and the observed wavelength is blueshift ed.
If the source is on the positive x l axis, so that it is receding from the

observer, then e= 11' and equa t ion (A.39) gives

A (1+ VIC) I/2
AO = 1(1 + vic) = 1 - vic (A.41)

Thus A > AO and the observed wavelength is redshifted.
If the source is displaced away from the X l axis, then at some instant we

will have () = ±11' 12 giving

(A.42)

which is also a redshift .
These shifts in the observed spect ru m are examples of the Doppler effect.

Formulae (A.40) and (A.41) refer to approac h and recession , and have their
counte rpart s in nonrelativi st ic physics. Formula (A A2) is that of the trans­
verse Doppler effect, and has no such counterpart. The t ransverse effect was
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observed in 1938 by Ives and Stillwell, who examined the spect ra of rapidly
moving hydrogen atoms. Formula (A.42) may be used in discussions of the
celebrated twin paradox.f

Exercise A.7

1. Using equation (A .37), show that the angle ()' (see Fig. A .7) at which the
pho ton leaves the source, as measured in K' , is given by

()' t an ()
tan = .

1'[1 - (v j c) sec(}]

(This is essent ially the relativisti c aberration formula.)

A.8 Electromagnetism

The equa t ions which govern the behavior of the elect romagnet ic field in free
space are Maxwell 's equat ions, which in S1 units take the form

V' . B = 0,

V'·E=p j Eo ,

\7 x E = -8B j8t ,

V' x B = ItoJ + lto EofJE /fJt .

(A.43)

(A.44)

(A.45)

(A.46)

(A.47)

Here E is the electric field intensity, B is t he magnetic induction , p is the
charge density (charge per unit volume), J is the cur rent densi ty, Ito is the
permeabilit y of free space, and EO is the perm ittivity of free space. The last two
quantities satisfy

The vector fields B and E may be expressed in terms of a vector potential
A and a scalar potential ¢:

B = V' x A, E = -\7¢ - 8A j8t . (A.48)

Equat ions (A .43) and (A .45) are then satisfied. These potentials are not
un iquely det ermined by Maxwell's equat ions, and A may be replaced by
A + V''IjJ and ¢ by ¢ - 8'IjJ j8t , where 'IjJ is arbitrary. Such transformations
of t he potentials are known as gauge transformations, and allow one to choose
A and 4> so that they satisfy the Lorentz gauge condition, which is

8See Feenberg, 1959.

V' . A + EOIto84>/8t = O. (A .49)
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The remaining two Maxwell equations (A.44) and (A.46) then imply that A
and ¢ satisfy

0 2A = -/-laJ , 02¢ = -Pl Ea ,

where 0 2 is the d'Alembertian defined by9

(A.50)

(A.51)

Equations (A.50) may be solved in terms of retarded pot entials , and the form
of the solution shows that we may take ¢Ie and A as the temporal and spatial
parts of a 4-vector :

AI" :::::: (¢Ie,A) , (A.52)

which is known as the 4-potential.1O

Maxwell's equat ions take on a particularly simple and elegant form if we
introduce the electromagnetic field tensor Fl"v defined by

(A.53)

where AI" = (¢/ c, -A) is the covariant 4-potential, and commas denote partial
derivatives. Equations (A.48) show that

(A.54)

where (El,E2 ,E3 ) :::::: E and (B 1,B2 ,B3 ) :::::: B. It is then a straightforward
process (using the result of Exercise A.8.4) to check that Maxwell's equat ions
are equivalent to

(A.55)

(A.56)Fl"v,a + FVa'l" + Fal" ,v = 0, I

where i" :::::: (pc, J) is the 4-current density. Note that j l" = pvJ1- = bPa)vJ1- =
Paul" , where ul" is the world velocity of the charged particles producing the
current distribution, and pa is the proper charge density. Th at is, Pa is the
charge per unit rest volume, whereas P is the charge per unit volume (see
remark at end of Sec. A.4).

The equat ion of motion of a particle of charge q moving in an electromag­
netic field is

dp ldt = q(E + v x B) , (A.57)

9We are using the more consist ent-lo oking notation 0 2
, rather tha n 0 used in

some European texts .
lOSee, for example, Rindl er , 1982, §38.
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where p is its momentum and v it s velocity. The right-hand side of this
equation is known as the Lorentz [orce. It follows tha t the rate at which the
elect romag netic field imp ar ts energy E to the par t icle is given by

dE / dt = F . v = qE . v . (A.58)

Equations (A.57) and (A.58) may be bro ught together in a single 4-vector
equation (see Exercise A.8.5):

(A.59)

which gives
(A.60)

(A.61)

where m is the rest mass of the par ticle. T he cont inuous version of equa­
t ion (A.60) is

where /-L is the proper (mass) density of the cha rge distribution giving rise
to the elect romagnetic field , and thi s is the equa t ion of moti on of a charged
unstressed fluid . That is, th e only forces act ing on the fluid par ticles arise from
their elect romag netic interaction , there being no body forces nor mechani cal
st ress forces such as pressure.

It is evident that Maxwell's equations and related equations may be for­
mulated as 4-vecto r and tensor equations without modificat ion. They are
therefore invari ant under Lorentz t ransformations , but not under Galilean
transformations, and t his observation played a leading role in the develop­
ment of special relativity. By contrast , t he equations of Newtonian mechani cs
are invarian t under Ga lilean t ransformations, bu t not und er Lorentz t ransfor­
mations, and therefore requi re mod ificat ion to incorp orate them into special
relativity.

Exercises A .8

1. Show that the Lorentz gauge condit ion (A.49) may be written as A Il ,1l = O.

2. Check that the components Fll v are as displayed in equat ion (A.54).

3. Show that the mixed and contravariant forms of the electromagnet ic field
tensor are given by

(A.62)
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(A.63)

4. Verify that equations (A.55) and (A.56) are equivalent to Maxwell's equa­
t ions.

5. Verify t hat equations (A.57) and (A.58) may be brought together in the
single 4-vector equation (A.59).

Problems A

1. If an astronaut claims th at a spaceflight took her 3 days, while a base
station on Earth claims that she took 3.000000015 days, what kind of
average rocket speed are we talking about?
(Assume only special-relat ivist ic effects.)

2. Illust rate the phenomena of t ime dilation and length cont raction using
spacetime diagrams.
(Note that t here is a scale difference between the inclined x ' axis and t he
horizontal x axis: if 1cm along the x axis represents 1 m, then along the
x' axis it does not represent 1 m. There is also a scale difference between
the t ime axes.)

3. If a laser in the laboratory has a wavelengt h of 632.8 nm, what wavelength
would be observed by an observer approaching it directly at a speed c/2?

4. Show that under a boost in the xl direction the components of the elect ric
field intensity E and the magnetic induction B t ransform according to

E l ' = e',
E 2' = "((E 2 - vB 3 ) ,

E 3' = "((E 3 + vB 2
) ,

B l ' = e' ,
B 2

' = "((B 2 + vE3 / C
2

) ,

B 3' = "((B 3 - vE 2 / C2 ) .

6. In a laboratory a certain switch is turned on, and t hen turned off 3slat er.
In a "rocket frame" these events are found to be separated by 5 s. Show
that in the rocket frame the spatial separation between the two events is
12 x 108 m, and that the rocket frame has a speed 2.4 x 108 m s- l relative
to the laboratory.
(Take c = 3 X 108 m sr l .)
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7. A uniform charge distribution of proper density Po is at rest in an inertial
frame K. Show that an observer moving with a velocity v relative to K
sees a charge density 'YPo and a current density -'YPOV.

8. A woman of mass 70 kg is at rest in the laboratory. Find her kinetic
energy and momentum relative to an observer passing in the x direction
at a speed c/2.

9. Show that the Doppler shift formula (A.39) may be expressed invariantly
as

A/Ao = (u~ource kJ1-)/(u"k,,),

where A is the observed wavelength, AO the proper wavelength, kJ1- the
wave 4-vector, uJ1- the world velocity of the observer, and u~ource that of
the source.
(Hint : In K', the wavelength is AO and u~~urce = (c,O) . In K , the wave­
length is A and u~ource = 'Y(c, v) . For each frame of reference quantities
like kJ1-uJ1- are invariant, and thus may be evaluated in any reference frames
we wish.)

10. It is found that a stationary "cupful" of radioactive pions has a half-life
of 1.77 x 10-8 S. A collimated pion beam leaves an accelerator at a speed
of 0.99c, and it is found to drop to half its original intensity 37.3 m away.
Are these results consistent?
(Look at the problem from two separate viewpoints, namely that of time
dilation and that of path contraction. Take c = 3 X 108 m S-1 .)

11. Verify that (in the notation of Sec. A.8) Ohm's law can be written as
jJ1- - uJ1-u"J" = (Ju"FJ1-", where (J is the conductivity of the material and
uJ1- is its 4-velocity.

12. Cesium-beam clocks have been taken at high speeds around the world in
commercial jets. Show that for an equatorial circumnavigation at a height
of 9 km (about 30,000 feet) and a speed of 250 m S-1 (about 600 m.p.h.)
one would expect, on the basis of special relativity alone, the following
time gains (or losses), when compared with a clock which remains fixed
on Earth:

westbound flight eastbound Flight
+150 x 10-9 s - 262 X 10- 9 s.

(Begin by considering why there is a difference for westbound and east­
bound flights, starting with a frame at the center of the Earth. Take
Rq;, = 6378 km, and the Earth's peripheral speed as 980 m.p.h. or
436 m S-1 . Take c = 3 X 108 m S-1 . In the early seventies Hafele and Keat­
ing!! performed experiments along these lines, primarily to check the effect
that the Earth's gravitational field had on the rate of clocks, which is to
be ignored in this calculation.)

11 Hafele and Keating, 1972.
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The Chinese connection

B.O Background

Accounts of a vehicle generally referred to as a south-pointing carruiqe are to
be found in ancient Chinese writings.' Such a vehicle was equipped with a
pointer , which always point ed south, no matter how the carr iage was moved
over the surface of th e Earth. It thus acted like a compass, giving travel­
ers a fixed direction from which to take their bearin gs. However, as is clear
from t heir descriptions, these were mechanical and not magnetic devices: the
direction of the pointer was maintained by some sort of gearing mechanism
connecting the wheels of the carriage to the pointer. None of the descriptions
of this mechanism that occurs in th e literature is sufficient ly detailed to serve
as a blueprint for the const ruction of a south-pointin g carr iage, bu t they do
conta in clues which have led modem scholars to make conjectures and attempt
reconstructions. The best-known and most elegant of t hese is that offered by
the British engineer, George Lanchester , in 1947, and it forms the basis of the
discussion in this app endix.

The way in which Lanchester 's carriage at tempts to maintain the direction
of the pointer is by transporti ng it parall elly along the path taken by the
carriage. The carriage has two wheels that can rotat e independently on a
common axle and the basic idea is to exploit the difference in rotation of
the wheels that occurs when the carriage changes direction. The gearing uses
this difference to adjust the angle of the point er relative to the carriage, so
th at its direction relat ive to the piece of ground over which it is t raveling is
maintained. As a sout h-pointing device, Lanchester 's carriage is flawed, for
it only works on a flat Earth, but as a parallel-transporter it is perfect and

ISee Needham, 1965, Vol. 4, §27(e)(5) for a t horough and detailed ana lysis of the
descriptions of such vehicles and attempts at reconst ruct ions by mod ern sinologist s
and others , and Cousins, 1955, for a popular account.
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Fig. B.l. Plan view of the carriage rounding a bend.

yields a practical means/ of t ransporting a vector parallelly along a curve on
a surface.

As remarked above, Lanchester 's t ransporter uses the difference in rotat ion
of the wheels th at arises when taking a bend , due to the inner wheel t rack
being shorter than the outer wheel t rack. To see how the t ransporter works
on a plane, we need to relate the path difference Jp (due to a small change in
direction of the carriage) to the required adjustment J 'IjJ in the direction of the
point er , and then show how the gearing maintains this relationship between
Jp and J 'IjJ . This is done in the next sect ion and it prepares the way for our
discussion of using the t ransporter on a surface.

B.1 Lanchester's transporter on a plane

Figure B.l shows the plan view of t he carriage rounding a bend while being
wheeled over a plane surface. The point P immedia tely below the midpoint of
th e axle follows the base curve "'I , and to either side of this are t he wheel tracks
"'IL and "'IR of the left and right wheels. For each position of the carriage, the
points of contact of the wheels with the ground define an axle line which is
parallel to the direction of the axle and norm al to the curves "'IL, "'I , and "'IR.
The figure shows two axle lines P C and QC meeting in C due to the carriage

2Provided it is miniaturized, so that its dimensions are small compared with the
principal radii of curvature of the surface at points along its path. See Sec. B.2.
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moving a short distance 88 along the base curve while changing its direction
by an amount 8'IjJ towards the right . The arrows in the figure represent the
pointer on the carriage: for this to be parallelly transported, the angle that it3

makes with 'Y (and therefore with an axis of the carr iage at right angles to its
axle) must increase from 'IjJ to 'IjJ +8'IjJ in moving from P to Q. As explained in
the previous section , we need to relate 8'IjJ to the path difference 8pof the wheel
tracks. For small 88, that part of 'Y between P and Q and the corresponding
parts of 'YL and 'YR can be approximated by circles" with center C. If we let
the track width be 2E and put PC = a, then these circles have radii a and
a ± E, giving

88L = (a+ E)8'IjJ ,

for the distances along 'YL and 'YR corresponding to 88 along 'Y. Subtracting,
we get

1 8P =- 88L - 88R = 2E8'IjJ I (B.l)

for the path difference. This is the key equation that gives the relation between
the adjustment 8'IjJ to the direction of the pointer (relative to the carriage)
and the path difference 8p in the wheel tracks in order that the pointer be
parallelly transported along 'Y.

To appreciate how Lanchester's parallel transporter works, it is sufficient
to consider the rear elevation shown in Figure B.2. The two wheels WLand
WR have diameter 2E, the same as the track width of the carriage ; the wheel
WL is rigidly connected to a contrate gear wheel" A L , with WRand AR

similarly connected. The gear wheels BLand BR combine the functions of
normal gear wheels and contrate gear wheels, having teeth round their edges
and teeth set at right angles to these . Between BLand BR are two pinions''
mount ed on a stub axle, the whole assembly being similar to the differenti al
gear box in the back axle of a truck. The rotation of WL is transmitted to BL

via A L and an interveniug pinion , while the rotation of WR is transmitted to
BR via AR and a pair of rigidly connected pinions on a common axle. The
pointer is mount ed on a vertical axle which is rigidly connected to the stub
axle, so that it turns with it ; this axle also serves as the axle for BL and BR ,

which are free to turn about it . The gear wheels A L , A R , B L , B R have the
same number of teeth; the number of teeth that the intervening pinions have
is unimportant, but the two that transmit the rotation of WR to BR must
have the same number of teeth.

3More correctly, its projection on the plane.
4The reader familiar with the notion of the curvature of a plane curve will recog­

nize C as the center of curvature and PC as the radius of curvature of "f at the point
P.

5That is, a gear wheel with teeth pointing in a direction parallel to its axis of
rotation.

6That is, small cog wheels.
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Fig. B.2. Rear elevation of Lanchester's tra nsporter.

Having described the gearing mechanism , let us examine what happens
when the tr ansporter takes a right-h and bend as in Figure B.1. The wheel
WL t ravels OSL and therefore turns through an angle oSLl c (as its radius is
c), while WR turns through an angle OS Ri c. These rotations are faithfully
t ransmit ted to BL and BR (as all the gear wheels have the same numb er of
teeth) and the result is tha t , when viewed from above, BL tu rns anticlockwise
thro ugh an angle oSL/ c, while BR t urns clockwise through an angle OSRi c. The
stub axle, and therefore the pointer , receives a rotat ion which is t he average
of the rotat ions of BL and BR . This amounts to an ant iclockwise rotation of

o'lj; = ~ ( OSL _ OS R ) = op ,
2 c c 2c

where op == osL - SsR is th e path difference, in complete agreement with the
requirement (B.I) for parallelly transporting t he pointer.

The explana t ion above is based on Figure B.I , where both wheels are
traveling in a forward direction with th e cent er C to the right of both "YL
and "YR. On a much tight er corner, the center C could lie between "YL and "YR,
so that in turning the corner the inner wheel is traveling backwards. Some
amendment to the explanat ion is then needed, but the out come is the same:
the pointer is st ill parallelly transport ed. In fact , if we let the two wheels turn
at t he same rate, but in opposite direct ions, then the carriage turns on the
spot with no change in the direction of the pointer , as is easily checked. By
this means we can move the carriage along a base curve "Y that is piecewise
smooth, by which we mean a curve having a number of vert ices where the
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Fig. B.3. A piecewise smooth curve: in going along the curve the direction of the
tangent changes discontinuously at the vertices VI , V2 , V3 .

R

Fig. B.4. The basis vectors t A
, n A , and the transported vector >. A .

direction of its tangent suffers a discontinuity, as shown in Figure B.3. At a
vertex V, the carriage can turn on the spot and then move off in a different
direction, with the pointer parallelly transported in a purely automatic way,
no matter how twisty the route.

B.2 Lanchester's transporter on a surface

The remarkable thing about Lanchester 's south-pointing carriage is that it
achieves parallel transport on any surface, as we shall verify in this section.
To do this we work to first order in E (where , as before, 2E is the track width)
and regard the carriage as having dimensions that are small, but small with
respect to what? The answer to this question is that E is small compared with
the principal radii of curvat ure of the surface at all points of t he route 'Y taken
by the carriage, but to explain this fully requires too much digression.

Consider then Lanchester's carriage following a base-curve 'Y on a surface ,
as shown in Figure B.4. The vectors t A and nA are unit vectors , respectively
tangential and normal to 'Y, so that tA points in the direction of travel and
n A points along the axle line. The vector >.A is a unit vector representing the
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pointer, which can be thought of as being obtained by lowering the pointer to
ground level and adjusting its length as necessary. We use {tA , n A } as a basis
for the tangent plane at P and write

(B.2)

where 'IjJ is the angle between ,\A and tA, as shown in the figure. We wish to
show that if the angle is adjusted according to equation (B.1), then the vector
,\ A is parallelly transported along 'Y. The limitin g version of equation (B.1),
got by dividing by 8s and let ting Ss ~ 0, is

v> 2E'IjJ , (B.3)

where dot s denote differentiation with respect to s, and it is sufficient to show
that D,\A Ids = 0 follows from equat ion (B.3).

Suppose that 'Y is given parametrically by xA (s ), where s is arc-length
along y in the direction of travel. Then the left wheel track 'YL is given by

(B.4)

As s increases by Ss, the coord inates of the point L (see figure) change by

8xt = xA 8s + EnA 8s

(approximately) and the distance moved by L along 'YL is (again approxi­
mately)

where the suffix L on g A B indicates its value at 1. To first order in E this gives

where all quantities on the right are evaluated at P. On using the symmetry
of g A B , th e binomial expansion and first-order approximation, equation (B.5)
simplifies to

The corresponding expression for the distance moved by R along the right
wheel track 'YR is got by changing t he sign of E:

Hence the path difference is (approximately)

s s s 2 ( 'A'B 18 D 'A'B) ~up == USL - USR = E g A B x n + 2" D gABn x x us ,

and equation (B.3) is seen to be equivalent to
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which may be written as
. B

'ljJ = tBDn Ids,

as Exercise B.2.2 asks the reader to verify.
Returning now to equation (B.2), we can differentiate to obtain

(B.9)

(B.IO)
D>..A . DtA . DnA
~ = -sin 'ljJ 'ljJtA +cos 'ljJ~ +cos 'ljJ 'ljJnA +sin 'ljJ~,

and we show that D>..A Ids = 0 by using equation (B.9) to show that the
two components (D>..A lds)tA and (D>..A lds)nA are both zero. For the first
component , we have

(B.ll)

gotten by contracting equation (B.IO) with tA and using the orthonormality
of tA and nA and the orthogonality of tA and DtAIds. It then follows from
equation (B.9) that

D>..A (. DnA )--tA = -sin 'ljJ 'ljJ - --tA = 0,
ds ds

as required . A similar argument gives

for the second component and we can deduce that this is also zero by not ing
that differentiation of tAnA = 0 yields

Dt A DnA
--nA = -tA--'
ds ds

Hence equation (B.3) implies that D>..A Ids = 0, showing that Lanchester's
carriage transports >..A parallelly along 'Y, as claimed.

Exercises B.2

1. Working to first order in E, show that equation (B.5) simplifies to give
equation (B.6) .

2. Show that equations (B.8) and (B.9) are equivalent .

3. Verify that equation (B.ll) follows from equation (B.IO), as claimed.
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a sin (80 - Ela)

a sin (80 + Ela)

Fig. B.5. Wh eel tracks on a sphere.

B.3 A trip at constant latitude

In Example 2.2.1, we showed the effect of parallel transport around a circle
of latitude on a sphere. We can get the same result by using Lanchester 's
tr ansporter. We note that , in tr aveling in an easte rly direction (increasing
¢) along a base curve "f given by 0 = 00 , the left wheel tr ack "n. has 0 =
00 - 10Ia and the right wheel tr ack "fR has 0 = 00 +10Ia. These are approximate
expressions valid for 10 small compared with the radius a of the sphere." (See
Fig. B.5.) It follows that the curves "tt. and "fR are circles with radii equal to
a sin(Oo =f lOla) and that for a trip from 0 = 0 to 0 = t the path difference is

,1p = (a sin (00 - ~ ) - asin (00 + ~) ) t

= -2at cosOo sin(lOla) = - 2EtcosOo ,

on using the approximation sin(lOl a) = efa. The corresponding adjustment to
the direction of the point er (got by integrat ing equat ion (B.3)) is

,1¢ = ,1p/2E = -t cos00 ,

in agreement with equation (2.26) of Example 2.2.1.

7 At every point of a sphere, its principal rad ii of curvat ure are both equa l to its
radius a.
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Tensors and Manifolds

C.O Introduction

In this app endix we present a more formal treatment of tensors and manifold s,
enlarging on the concept s outlin ed in Section 1.10. The basic approach is
to deal separate ly with the algebra of tensors and the coordinatization of
manifolds , and t hen to bring these together to define tensor fields on manifolds.

We deal first with some algebraic preliminaries, namely th e concepts of
vector spaces, their duals, and spaces which may be derived from these by the
process of tensor multiplicat ion. Th e treatment here is quit e general , though
restricted to real finite-dimensional vector spaces.

We then give more formal definitions of a manifold and tensor fields th an
thos e given in Sections 1.7 and 1.8. T he key not ion here is that of t he tang ent
space Tp(M) at each point P of a manifold M, the cotangent space Tp(M),
and repeated tensor products of these. Th e result is the space (T.;) p(M ) of
tensors of type (r, ») at each point P of a manifold. A type (r, s) tensor field
can then be defined as an assignment of a member of (T;' )p(!vI) to each point
P of the manifold .

C.l Vector spaces

We shall not attempt a formal definition of a vector space, but assume that the
reader has some familiarity with th e concept. The excellent text by Halmos '
is a suitable introduction to those new to th e concept.

The essent ial features of a vector space are that it is a set of vectors on
which are defined two operat ions, namely addit ion of vectors and the multipli­
cat ion of vectors by scalars; that th ere is it zero vector in the space; and that
each vector in the space has an inverse such that the sum of a vector and its
inverse equals the zero vecto r. It may be helpful to picture the set of vectors

1Halrnos, 1974, en. 1.
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comprising a vector space as a set of arrows emanating from some origin, with
addition of vectors given by the usual parallelogram law, and multiplication of
vectors by a scalar as a scaling operation which changes its length but not its
direction, with the proviso that if the scalar is negative, then the scaled vector
will lie in the same line as the original , but point in the opposite direction. In
this picture the zero vector is simply the point which is the origin (an arrow
of zero length), and the inverse of a given vector is one of the same length as
the given vector , but pointing in the opposite direction.

We shall restrict our treatment to real vector spaces whose scalars belong
to the real numbers JR. As usual , we shall use bold type for vectors and non­
bold type for scalars .

The notion of linear independence is of central importance in vector-space
theory. If, for any scalars AI, .. . , AK ,

(C.l)

implies that Al = A2 = ... = AK = 0, then the set of vectors {VI , V2,"" VK}

is said to be linearly independent. A set of vectors which is not linearly in­
dependent is said to be linearly dependent. Thus for a linearly dependent set
{ VI, V2, . .. , VK} there exists a non-trivial linear combination of the vectors
which equals the zero vector. That is, there exists scalars AI , ... , AK, not all
zero (though some may be) such that

(C.2)

Using Einstein's summation convention (as explained in Section 1.2), we can
express the above more compactly as

where the range of summation (in this case 1 to K) is gleaned from the
context. We shall continue to use the summation convention in the rest of
this appendix.

A set of vectors which has the property that every vector V in the vector
space T may be written as a linear combination of its members is said to span
the space T . Thus the set {VI , V2 , . . . , VK} spans T if every vector vET may
be expressed as

(C.3)

for some scalars AI
, . . . , AK . (The symbol E is read as "belonging to" , or as

"belongs to" , depending on the context .) If a set of vectors both spans T and
is linearly independent, then it is a basis of T, and we shall restrict ourselves
to vector spaces having finite bases. In this case it is possible to show that all
bases of a given vector space T contain the same number of members? and
this number is called the dimension of T .

2See Halmos, 1974 , Ch. I, §8.
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Let [e- , e2 , . . . ,eN} (or {ea } for short) be a basis of an N-dimensional
vector space T , so any oX E T may be written as oX = Aaea for some scalars
Aa. This expression for oX is unique, for if oX = ~aea, then subtraction gives
(Aa - ~a)ea = 0, which implies that Aa = ~a for all a, since basis vectors
are independent. The scalars Aa are the compon ents of oX relative to the basis
{ea } .

The last task of this section is to see how the components of a vector
transform when a new basis is introduced. Let {ea' } be a new basis for T ,
and let Aa' be the components of oX relative to the new basis. So

oX = Aa' ea , . (C.4)

(As in Chapter 1, we use the same kernel for the vector and its components,
and the basis to which the components are related is distinguished by the
marks, or lack of them, on the superscript . In a similar way, the "unprimed"
basis {ea } is distinguished from t he "primed" basis {ea' } . This notation is
part of the kernel- ind ex method initiated by Schouten and his co-workers")
Each of the new basis vectors may be written as a linear combination of the
old:

(C.5)

and conversely the old as a linear combina t ion of the new:

(C.6)

(Although we use the same kern el letter X , th e N 2 numbers X~, are dif­
ferent from the N2 numbers X{ , the positions of the primes indicating the
difference .) Substitution for ea, from equat ion (C.5) in (C.6) yields

(C.7)

By the uniqueness of component s we th en have

(C.8)

where 8~ is the Kronecker delta introduced in Chap ter 1. Similarly, by sub­
stituting for eb in equat ion (C.5) from (C.6) and changing the lettering of
suffixes, we also deduce that

X b X c' ,c
a' b =Ua ·

Substitution for ea, from equat ion (C.5) in (C.6) yields

and by the uniqueness of components

3Schouten, 1954, p. 3, in particular footno ta' ".

(C.g)

(C.lO)
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Then
X c'Aa = X c'X aAb'

a a b' ,

(C.lI)

(C.12)

on changing the lettering of suffixes. (This change was to avoid a letter ap­
pearing more than twice, which would make a nonsense of the notation. See
Section 1.2 for an explanation of dummy suffixes.)

To recap, if primed and unprimed bases are related by

(C.13)

then the components are related by

and
X aX b' £a

b' c == U c ' X a' X b £a
b c' = Uc"

(C.14)

(C.15)

We have thus reproduced the transformation formula (1.70) for a con­
travariant vector, but in this general algebraic approach the transformation
matrix [Xb"] is generated by a change of basis in the vector space rather than
its being the Jacobian matrix arising from a change of coordinates.

Exercise C.1

1. Derive the result (C.g).

C.2 Dual spaces

The visualization of the vectors in a vector space as arrows emanating from an
origin can be misleading, for sets of objects bearing no resemblance to arrows
constitute vector spaces under suitable definitions of addition and multiplica­
tion by scalars. Among such objects are functions .

Let us confine our attention to real-valued functions defined on a real
vector space T . In mathematical language such a function f would be written
as f : T -+ JR, indicating that it maps vectors of T into real numbers. The set
of all such functions may be given a vector-space structure by defining:

(a) the sum of two functions f and g by

(J + g)(v) = f(v) + g(v) for all vET;

(b) the product a] of the scalar 0: and the function f by

(o:f)(v) = o:(J(v)) for all vET;
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(c) the zero function 0 by

O(v) = 0 for all vET

(where on the left 0 is a function , while on the right it is a number, there
being no particular advantage in using different symbols) ;

(d) th e inverse - f by

(-f)(v) = -(f(v)) for all vET.

That this does indeed define a vector space may be verified by checking th e
axioms given in Halmos."

Th e space of all real-valued functions is too large for our purpose, and
we shall restrict ourselves to those functions which are linear. That is, those
functions which satisfy

f(au + (3v ) = af(u) + (3 f (v ), (C.16)

for a , {3 E IR and all u ,vET. Real-valued linear functions on a real vector
space are usually called linear functionals . It is a simple matter to check that
the sum of two linear function als is itself a linear functional, and th at the
multiplication of a linear functional by a scalar yields a linear functional.
These observations are sufficient to show that th e set of linear function als on
a vector space T is itself a vector space. This space is the dual of T, and we
denote it by T *. Since linear functionals are vectors we shall use bold-face
typ e for them also.

We now have two types of vectors, those in T and those in T *. To dis­
t inguish th em, those in T are called contravariant vectors, while those in T *
are called covariant vectors. As a further distinguishing feature, basis vectors
of T * will carry superscripts and components of vectors in T * will carry sub­
scripts. Thus if {ea } is a basis of T*, then ,X E T * has a unique expression
,X = Aaea in terms of components .

The use of th e lower-case letter a in th e implied summation above suggests
th at the range of summation is 1 to N , the dimension of T , i.e., th at T * has
th e same dimension as T. This is in fact the case, as we shall now prove by
showing that a given basis {ea } of T induces in a natural way a dual basis
{e"} of T * having N member s satisfying ea(eb) = 8b.

We start by defining ea to be the real-valued function which maps ,\ E T
into th e real number Aa which is its ath component relative to {ea} , i.e.,
ea(,X) = Aa for all ,X E T . This gives us N real-valued functions which clearly
sati sfy ea(eb) = 0b' and it remain s to show th at they are linear and that they
constitute a basis for T* . The former is readily checked. As for the latter, we
proceed as follows.

For any J.t. E T * we can define N real numbers J.La by J.t.(ea) = J.La. Then
for any A E T ,

4Halmos , 1974, Ch. 1.
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J.t(>") = J.t()..aea) = )..aJ.t(ea)
= )..a J1a = J1aea(>.. ).

(by the linearity of J.t)

Thus for any J.t E T* we have p. = J1aea, showing that {e"} spans T * , and
there remains the question of the independence of the {ea } . This is answered
by noting that a relat ion xaea = 0, where Xa E lR and 0 is the zero functional ,
implies that

0= xaea(eb) = xa8b' = Xb for all b.

From the above it may be seen that given a basis {ea } of T , the components
J1a of J.t E T * relative to the dual basis [e"} are given by J1a = J.t(ea).

A change of basis (C.13) in T induces a change of the dual basis. Let us
denote the dual of the primed basis {ea/} by {ea/} , so by definition ea' (ebl) =

I I b I

8b' and ea = yba e for some yba . Then

I I d
8b' = ea (ebl) = yd

a e (X g,ec )

= Yixg,ed(ec) (by the linearity of the ed)

Multiplying by xS' gives X{ = Yi . Thus under a change of basis of T given
by equations (C.13), the dual bases of T* t ransform according to

(C.17)

It is readily shown that the components of J.t E T * relative to the dual bases
t ransform according to

b
'

IJ1a = X a J1b' · (C.18)

So the same matrix [Xb"] and its inverse [Xb'/] are involved, but their roles
relative to basis vectors and components are interchanged.

Given T and a basis {ea } of it , we have seen how to construct its dual
T* with dual basis {ea} satisfying ea(eb) = 8g. We can apply this process
again to arr ive at the dual T ** of T *, with dual basis {fa} say, satisfying
fa(e b) = 8~ , and vectors X E T ** may be expressed in terms of components as
>.. = ,Xafa. Under a change of basis of T , components of vectors in T tr ansform

I I b
according to X" = Xb' ,X . This induces a change of dual basis of T *, under
which components of vectors in T * tr ansform according to J1a' = X~/J1b ' In
turn, this induces a change of basis of T ** , under which it is readily seen that

I I b
components of vectors in T ** t ransform according to A" = Xb''x (because
the inverse of the inverse of a matrix is the matrix itself). That is, the compo­
nents of vectors in T ** t ransform in exactly the same way as the components
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of vectors in T. This means that if we set up a one-to-one correspondence be­
tween vectors in T and T ** by making Aaea in T correspond to Aafa in T** ,
where {fa} is th e dual of the dual of {ea}, then this correspondence is basis­
independent. A basis-independent one-to-one correspondence between vector
spaces is called a natural isomorphism , and naturally isomorphic vector spaces
are usually identified , by identi fying corresponding vectors . Consequently, we
shall identify T* * with T .

In this section we have given a more formal definition of a covariant vector
as the dual of a contravariant vector, rather th an as an object having com­
ponents that transform in a certain way. Although we have reproduced th e
transform at ion formula (1.71) for the components, the transformation mat rix
[Xb,] now arises from a change of the dual basis of T * induced by a change of
basis of T , rather than its being the Jacobian matrix arising from a change of
coordinates.

Exercises C. 2

1. Check th at the sum of two linear functionals is itself a linear functional ,
and th at multipli cation of a linear functional by a scalar yields a linear
functional.

2. Verify th at th e components J.L E T* relative to the dual bases transform
according to equations (C.18), as assert ed.

3. Identifying T** with T means that a contravariant vector ,Xacts as a linear
function al on a covariant vector J.L . Show th at in terms of components
,X(J.L) = AaMa .

C.3 Tensor products

Given a vector space T we have seen how to create a new vector space, namely
its dual T *, but here the process stops (on identifying T ** with T) . However ,
it is possible to generate a new vector space from two vector spaces by forming
what is called their tensor product . As a preliminary to this we need to define
bilinear functionals on a pair of vector spaces.

Let T and U be two real finite-dimensional vector spaces. The cartesian
product T x U is th e set of all ordered pairs of the form (v , w) , where v ET
and w E U. A bilin ear functional f OIl T x U is a real-valued function f :
T x U -+ JR, which is bilinear , i.e., satisfies

f(o:u + /3v,w) = o:f(u, w) + /3 f (v ,w) ,

for all 0: , /3 E JR, u , vE T and w E U,

and
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f(v,'Yw +8x) = 'Yf(v, w) +8f(v,x),

for all 'Y ,8 E JR, vET and W ,X E U .

With definitions of addition, scalar multiplication, the zero function and in­
verses analogous to those given in the previous section , it is a straightforward
matter to show that the set of bilinear functions on T x U is a vector space ,
so we shall now use bold-faced type for bilinear functionals .

We can now define the tensor product T 0 U of T and U as the vector
space of all bilinear functionals on T* x U* . Note that this definition uses the
dual spaces T* and U*, and not T and U themselves.

The question naturally arises as to the dimension of T 0 U. It is in fact
NM, where Nand M are the dimensions of T and U respectively, and we
prove this by showing that from given bases of T and U we can define N M
members of T 0 U which constitute a basis for it.

Let {ea} , a = 1, . . . , N , and {f"} , a = 1, . . . , M, be bases of T* and
U*, dual to bases {ea } and {E,} of T and U respectively. (Note that we use
different alphabets for suffixes having different ranges .) Define N M functions

' ea Q : T* x U* --> JR by
ea Q (>.. , JL) = AaJlQ' (C.19)

where Aa are the components of >.. E T* relative to {e"} and fl'Q are those of
JL E U* relative to {fQ

} . In particular

(C.20)

It is a simple matter to show that the e a Q are bilinear and so belong to T 0 U.
To show that they constitute a basis we must show that they span T 0 U and
are independent.

For any T E T 0 U, define N M real numbers r aQ by raQ == T (ea, f Q
) .

Then for any X E T* and JL E U* we have

T(>" ,JL) = T(Aaea,JlQfQ)

= AaJlQT( ea, f'") (on using the bilinearity of T)

= r aQAaJlQ = raaeaa(>..,JL) .

So for any T E T 0 U, we have T = raaeaa, showing that the set {eaa} spans
T 0 U. Moreover, {eaa} is an independent set, for if xaae aa = 0, then

for all b, {3, on using equation (C.20).
Thus we have shown that the dimension of T 0 U is the product of the

dimensions of T and U, and that in a natural way the bases {ea } of T and
{fa} of U induce a basis{eaa} of T 0 U, the components r aQof any T E T 0 U
relative to this basis being given in terms of the dual bases of T* and U* by
raa = T(e" , f Q

) .
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Let us now investigate how the components T
aa and the induced basis

vectors eaa transform when new bases are introduced into T and U. Suppose
that the bases of T and U are changed according to

(C.21)

This induces a new basis {ea' a' } of T ® U, and for any (.x,J.L) E T* x U*,

~ ea,a' (.x,J.L) = Aa' J.1a' = X~, y:;' AbJ.1f3

= X~,y:;'ebf3(.x ,J.L) .

So
(C.22)

Similarly, for components (see Exercise C.3.2),

(C.23)

A vector which is a member of the tensor product of two spaces (or more ,
see below) is called a tensor. The tensor product defined above is a product
of spaces. It is possible to define a tensor which is the tensor product .x ® J.L
of individual tensors .x and J.L by setting

(C.24)

where Aa and J.1a are the components of .x and J.L relative to bases of T and
U which induce the basis {eaa } of T ® U. Although this definition is given
via bases, it is in fact basis-independent (see Exercise C.3.3). In particular we
have

(C.25)

The tensor product .x ® J.L belongs to T ® U, but not all tensors in T ® U are
of this form. Those that are are called decomposable.

Having established the basic idea of the tensor product of vector spaces
we can extend it to three or more spaces. However, given three spaces T,
U, and V , we can form their tensor product in two ways: (T ® U ) ® V or
T ® (U ® V) . These two spaces clearly have the same dimension , and are in
fact naturally isomorphic, in the sense that we can set up a basis-independent
one-to-one correspondence between their members, jus t as we did with T and
T** . This is done by choosing bases {ea}, {fa}, {gAl in T , U, V respectively
(three ranges, so three alphabets), letting TaaA(Ca ® fa) ® gA in (T ® U) ® V
correspond to TaaAea ® (fa ® gA) in T ® (U ® V) , and then showing t hat this
correspondence is basis-independent. Because of the natural isomorphism one
identifies these spaces and the notation T ® U ® V is unambiguous.

An alternative way of defining T ® U ® V is as the space of trilinear
functions on T * x U* x V* . This leads to a space which is naturally isomorphic
to those of the preceding paragraph, and all three are identified . Other natural
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isomorphisms exist, for example between T0U and U0T, or between (T0U)*
and T* 0 U*, and whenever they exist , the spaces are identified.

Exercises C.3
1. Show that the functions eaa : T* x U* ---+ JR, defined by equation (C.19),

are bilinear functionals.

2. Verify the transformation formula for components (equation (C.23)).

3. Prove that the definition of the tensor product A01.£ of two vectors A and
1.£ is basis independent.

C.4 The space T;

We shall now restrict the discussion to tensor-product spaces obtained by
taking repeated tensor products of just one space T and/or its dual T*. We
introduce the following notation:

r times

T* 0 T* 0 .. . 0 T* == r;
, #

v
s times

In particular, T = T 1 and T* = T1 .

A member of TT is a contravariant tensor of rank r, a member of T; is a
covariant tensor of rank s, while a member of T; is a a mixed tensor of rank
(r+s) . A member of Z" is also referred to as a tensor of type (r ,O), a member
of T; is as a tensor of type (0, s), and a member of T; as a tensor of type
(r, s) . Note that this nomenclature labels contravariant and covariant vectors
as tensors of type (1,0) and type (0,1) respectively. Scalars may be included
in the general scheme of things by regarding them as type (0,0) tensors.

A basis {ea } of T (of dimension N) induces a dual basis {ea } of T*, and
these together yield a basis {e~~ ·::.~sJ of T;. Each tensor T E T; has NT+S
unique components relative to the induced basis:

(C.26)

A change of basis of T induces a change of basis of T; under which the
components transform according to

(C.27)
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where [Xb"] is the matrix representing the change of basis of T and [xt] is its
inverse. We have thus reproduced the transformation formula (1.73), but here
the matrices arise from a change of basis of T , rather than being Jacobian
matrices from a change of coordinates.

C.5 From tensors to tensor fields

The main purpose of this appendix is to arrive at a more mathematically
formal definition of a tensor field on a manifold and to give a more complete
answer to the question posed in the title of Section 1.10.

The key concept required is that of the tangent space Tp(M) at each
point P of a manifold M . This is a vector space that is the analog of the
tangent plane existing at each point P of a surface. However, a manifold and
its tangent spaces are abstract mathematical objects and not as in the picture
we have of a surface and its tangent planes as geometrical objects in sitting in
three-dimensional Euclidean space: there is no higher dimensional-dimensional
space in which they are embedded.

Once we have the vector space Tp(M), we can introduce its dual Tj,(M)
and use them to construct a tensor product space

(T;)p(M) == Tp(M) 0 · · · 0 Tp(M) 0 Tp(M) 0 · ·· 0 Tp(M)

at each point P of M , as explained in the preceding section . A type (r, s)
tensor field T can then be defined as an assignment of a member of (TJ)p(M)
to each point P of M .

The formal definition of a manifold is given in the next section , and this
is followed by a section explaining the concept of the tangent space at each
point of a manifold. Finally, in Section C.8 we arrive at the formal definition
of a tensor field and reconcile this with the less formal treatment of Section
1.8.

C.6 Manifolds

A differentiable manifold (or manifold for short) is a generalization of a surface
in the sense that

(a) it has a dimension , N say, so that points in it may be labeled by N real
coordinates xl, x2, ... , x N ;

(b) it can support a differentiable structure; i.e., the functions involved in
changes of coordinates are differentiable .

There is, however, one important respect in which it differs from a surface,
namely that it is a thing in itself, and we do not consider it embedded in
some higher-dimensional Euclidean space. Our formal definition is arrived at
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by start ing with a set M , and then giving it sufficient st ructure so that it
becomes a manifold .

Let M be a set of points and 1/J a one-to-one map from a subset U of M
onto an open set in IRN . (IR N is the set of N -tuples (z ' , x 2 , . . . , x N ) , where
each x a is real. An open set S of IRN is one with the property that each point
of it may be surrounded by a ball B centered on the point in quest ion, such
that B lies ent irely in S. The map 1/J maps U onto S if for each s E S we have
1/J(u) = s for some u E U.)5 U is a coordinate neighborhood, 1/J is a coordinate
function , and the pair (U, 1/J ) together is a chan. T he purpose of 1/J is to attac h
coord inates to points in U, and if P is a point in U we shall call the chart
(U,1/J) a coordinate system about P.

Now let {(Ua,1/Ja)} be a collection of charts (a being a label which distin­
guishes different members of the collection) with the following prop erties:

(a) The collect ion {Ua} covers M , i.e., each point of M is a member of at
least one Ua '

(b) 1/Ja maps Ua into IRN with the same N for all a .

(c) For all a, (3, 1/Ja 0 1/J~ 1 and 1/J{3 o1/J;;1 are differentiable functions from

IRN ----+ IR N wherever they are defined. (T hey are defined only if Ua and
U{3 intersect . The inverse maps 1/J;; 1 and 1/J~ 1 are defined because 1/Ja: and
1/J{3 are one-to-one.)

(d) This collection is maximal in the sense that if (U, 1/J ) is a chart , 1/J mapp ing
U onto an open set in IR N with 1/J o 1/J;; l and 1/Ja o 1/J- l differentiable for all
a for which they exist , then (U, 1/J ) belongs to the collection {(Ua: , 1/Ja: )}.

A collect ion of cha rts having these properties is called an atlas, and M toget her
with its atlas is an N -dimensional differentiable manifo ld.

Note t hat we do not claim that a manifold can be covered by a single
coordinate neighborhood (though some can) , and that is why we have a whole
collection of charts. Property (c) tells us how to relate things in the overlap
region of two coordinate neighborhoods.

Figure C. l illustrat es the situat ion which arises when two coordinate neigh­
borhoods Ua and U{3 intersect. Th e intersection is shaded , as are its images
in IRN under 1/Ja and 1/J{3. The functions 1/Ja 0 1/J~ 1 and 1/J{3 o1/J;; 1 are one-to-one

differenti able function s which map one shaded region of IRN onto the other ,
as shown.

We should say somet hing about the meanin g of t he word differe ntiable.
Consider a funct ion f : S ----+ IRL , where S is an open set in IRK . Then f is
given by L component functions I' ,.. . , f L, each of which is a funct ion of K
variables, and f is said to be differentiable of class C" if each r possesses
continuous par tial derivatives up to and including t hose of order r (r a posit ive
integer). By a differentiable function we shall mean one of class C" , where r is

5See, for example, Apostol, 1974, §§ 2.6, 3.2, 3.3 for details.
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M

u,

Fig. C.l. Overlapping coordinate neighborhoods.

sufficiently large to ensure that operations which depend on the continuity of
partial derivatives (such as interchanging the order of partial differentiation)
are valid , and that certain concepts are well-defined.

Let us consider some consequences of our definition. If (U, 1jJ ) and (U' , 1jJ' )
are charts with intersecting coordinate neighborhoods, th en 1jJ assigns coordi­
nates ( Xl , x 2 , • . . ,xN ) , say, to points in Un U', while w' assigns coordinat es
( Xl ' , x 2' , ... , x N ' ) , and the prim ed coordinates are given in terms of the un­
primed coordinates by equat ions

a' j·a( 1 N)X = X , . •• ,X , (C.28)

where (II , .. . , IN ) == I = 1jJ ' 0 1jJ - I. (A n B denot es the set of points common
to the sets A and B .) The unprimed coordina tes are similarly given in terms
of the primed coordinates by equat ions

(C.29)

where (gl , . .. ,gN ) == g = 1jJ 0 (1jJ') - I . The function I and its inverse g are both

one-to-one and differenti able, and it follows that th e J acobians laxa'/axbl and

laxa/axb'Iare non-zero .

Conversely, if we have a chart (U,1jJ) and a system of equat ions of the

form (C.28) with Jacobian laxa' /axb lnon-zero for values of xawhich are the

coordinates of some point P in U , then it is possible to const ruct a coordinate
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system (U', '1// ) about P whose coordinates are related to those of (U,1jJ) by
equations (C.28). See the exercise below.

Exercise C.6
1. In an N-dimensional manifold, (U,1jJ) is a chart , and 1jJ maps U onto an

open set V in lRN . A differentiable function f maps a subset S of V into a
set T in lRN , and is such that the Jacobian of f is non-zero at 1jJ(P) E S.
(P is a point of the manifold .) Use the inverse-function theorem" to show
that there exists a chart (U' ,1jJ') with P E U' , U' a subset of U, and
1jJ' = f 0 1jJ in U' .

C.7 The tangent space at each point of a manifold

The tangent space at any point of a manifold is the generalization of the
tangent plane to a surface at any point of it . With a surface embedded in
three-dimensional space we can readily realize the tangent plane as a plane
in the embedding space. However, a manifold has no embedding space, so we
must devise some implicit means of defining the tangent space in terms of
the structure available to us. The way to do this is to make use of curves in
the manifold . We first define a tangent vector to a curve at a point of it, and
then the tangent space at that point as the vector space of tangent vectors to
curves passing through the point.

In any coordinate neighborhood of an N-dimensional manifold M we can
define a curve by means of N continuous functions x a(u ), where u belongs
to some real interval. As the parameter u varies we obtain the coordinates
x a = xa(u) of points on the curve . We shall confine the discussion to regularly
parameterized curves, i.e., ones that may be parameterized in such a way that
that at each point the derivative xa(u) exist, and not all of them are zero.

Consider now a curve 'Y given by xa (u), and let P be a point on it.
We can choose the parameterization so that xa(O) = (xa)p, the coordi­
nates of P. We define the tangent vector A to 'Y at P to be the N-tuple
(Xl (0), x2 (0), . . . ,xN (0)).7 Thus a curve with a given parameterization yields
a tangent vector, and conversely each N-tuple oX == (>,1 , . . . , >..N) is the tangent
vector to some curve through P, e.g., that given by

(C.30)

Since we have defined a tangent vector as an N -tuple, and under obvious
definitions of addition and scalar multiplication the set of N-tuples is a vector

6See, for example, Apostol, 1974, § 13.3
7 Our definition of a tangent vector makes use of N -tuples related to a coordinate

system, and in this respect is somewhat unsatisfactory. However, we believe it has
advantages of simplicity when compared with more sophisticated definitions, such
as defining it as an equivalence class of curves, or as a directional derivative.
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space, it follows that the set of all tangent vectors at P is a vector space. This
space is the tangent space Tp (M) of M at P. A basis of this space is {(ea ) p } ,

where (ea)p is the N -tuple with 1 in its ath position, and zeros elsewhere.
We can then put

A = (A1
, . .. , AN) = Aa (ea ) p ,

and the Aa of the N-tuple are the components of A relative to the basis.
The basis vector (ea ) p is in fact the tangent vector to the ath coordinate

curve through P. That is, the curve obtained by keeping all the coordinates
except the ath fixed. It is given by

so that xb(O) = (xb)p as required; we also have that j;b(O) = o~ , so the N ­
tuple (j;l (0), j;2(0), .. . , j;N(0)) has 1 in its ath position and zeros elsewhere.
That is, the tangent vector to the ath coordinate curve is indeed (ea)p .

The basis {(ea ) p} whose members are tangent vectors to the coordinate
curves through P is called the natural basis associated with the coordinate
system. If we have another coordinate system about P with coordinates xa' ,

then this gives rise to a new natural basis {(ear)p} of Tp(M) , and we can
investigate the form of the transformation formula for vector components .

The curve y through P will be given by xa' (u), say, in the new coordinate
system , and the components of the tangent vector at P relat ive to the new
natural basis are j;a' (0). But

;;"'(0) ~ ( :~) p ;;' (0)

and since any vector A in the tangent space is the tangent vector to some
curve, we have in general that

(C.3l)

, &xa '

where XI: == &x b '

If we similarly let X~, == ~xb" then, on using the chain rule,
uxa

showing that the matrix [xg,] is the inverse of [xg'] . It follows from the
transformation formulae established in Section C.l that the transformat ion
formula for the basis elements is
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To sum up, a change of coordinates about a point P of the manifold M
induces a change of the natural basis of Tp(M), and the matrices involved
in the change of basis vectors and associated components are the Jacobian
matrices of the coordinate transformation formulae evaluated at P.

Exercise C. 7

1. Within a coordinate neighborhood a regularly parameterized smooth
curve is given by xa (u), a ::; u ::; b. Show that if the parameter is changed
to u' = f (u), where f is a differentiable function whose derivative is
nowhere zero for a ::; u ::; b, then u' is also a regular parameter. Show also
that the tangent vector (dxa jdu')p is proportional to the tangent vector
(dxa jdu)p.

C.8 Tensor fields on a manifold

Having defined the tangent space Tp(M), we may go on to define its dual
Tj,(M) , and hence build up spaces (T;)p(M) of type (r, s) tensors at P. We
then define a type (r, s) tensor field on M as an assignment to each point P of
M a member of (TJ)p(M) . We denote the set of all type (r, s) tensor fields on
M by TJ(M) . In particular T1(M) = T(M) is the set of contravariant vector
fields on M and T1(M) = T* (M) is the set of covariant vector fields on M .
A scalar field is simply a real-valued function on M .

In any coordinate neighborhood, scalar fields and components of vector
and tensor fields may be regarded as functions of the coordinates. It follows
from the preceding section that , under a change of coordinates, the com­
ponents of a type (r, s) tensor field therefore transform according to equa­
tion (C.27), where

, oxa'
X a -

b = oxb

oxa

and X/:, == oxb"

So, through this more formal approach, we have obtained the defining prop­
erty of a tensor field given in Section 1.8, justifying the less formal approach
adopted in the main body of the text.

All the tensor fields considered in this text are assumed to be differentiable,
i.e., their components are differentiable functions of the coordinates. In order
that this concept be well defined, the differentiability class of the functions
involved in the definition of M must be at least C2 • This condition is also
sufficient to justify the change of order of partial differentiation of Jacobian
matrix elements. That is, we can assert that in general

X/:~ = X~~,
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and this holds for all a, b and for all overlapping coordinate neighborhoods
where we have coordinates x a' expressed in terms of coordinates z" .



Solutions

Given here are solutions to the exercises and problems, or hints towards ob­
taining solutions, possible methods of approach, and comments . Some solu­
tions are worked in more detail t han others . If the exercise involves verifying a
claim made in the text , for example, th en little or no help is given, and where
the reader is asked for a numerical result or a formula, then only the final
answer is given. These are not 'model answers ' , but simply given as a check
on answers or approaches. In all cases the reader should provide full details.

Chapter 1

Exercises

1.1.1 e p = cos e i + sin o ], e¢ = - p sin 4> i + p cos 4>j , ez=k;
eP = cos 4> i + sin o j , e'" = _ p- l sin e i -+ p-l cos o j , e Z = k.

1.1.2 (a) Eliminat e j and k from the system of equations given in
Exampl e 1.1.2 to get i in terms of e r , ee, and e", .

(b) and (c) Similar to (a), using t he equations found in Exercise 1.1.1
for (b) and equations (1.12) for (c).

1.2.2 Since {eJ} is a basis, we can write e, = a i jej for some a i j' Take the
dot product with ek to show that a ij = g ij' A similar argument gives
e i = g i j e j .

1.2.4 They are diagonal matrices.
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1.2.5 Straightforward substitution.

1.2.7 (a) 3; (b) 2; (c) N; (d) 4.

1.3.2 It is one turn of a helix. Its length is 27fV1 + a2 .

1.3.3 This follows from equation (1.39).

1.4.1
k "' kk i' _ au au' _ au _ k . . k' i _ k.

Ui'Uj - -a "' -a" - -a " - 6j , and similar ly for Ui UJ", - 6J" ,
u' uJ uJ

k _ k _ k i' I ' _ k I' i _ k i ' . .6j - e . ej - Ui,e . Uj el' - Ui,Uj 61 - Ui,Uj , and similarly for
k k ' "6j = u; U}.

1.4.2 Straightforward substitut ions.

1.5.1 e i
. T (ej ) = e i

. T;ek = T;6~ = Ti-

The primed version is T:;', = ei ' . T(em' ). Put ei ' = ufek ,

em' = U;",el , and then simplify, using the linearity of T.

1.6.1 You need to show that the expressions obtained for the basis vectors
in Example 1.6.1 sat isfy e" . eu = e" . ev = 1 and e" . ev = e" . eu = O.

1.6.2 (a) ds2 = a2(d(j2 + sin2 0 d¢2) ; (b) ds2 = a2d¢2 + dz2;

(c) ds2 = (2 + 4v2)du 2 + 8uv du dv + (2 + 4u2)dv2
.

1.6.3 It is flat , because we can slit it along a generator and flatten it . Also,
using coordinates w , z, where w = az gives the Euclidean line element
ds2 = dw2 +dz2 • An answer using the curvature tensor must await
Chapter 3.

1.8.1 The matrix version of Ti'j' = Ui~UJ'Tkl is T' = (;TT U. So if
T = hd = [6kd = I , then for a transformation from spherical to
cylindrical coordinates (as in Example 1.4.1)

[

sin O (cos O)jr 0] [ Sin O r cosO 0]
T' = UTU = 0 0 1 0 0 1 =1= [6i j ].

cosO - (sinO)j r 0 cos O- r sinO 0



Solutions 261

1.8.3 If aab = aba and Tab = _ Tba, t hen aabTab = -abaTba = -aabTab , on
relabeling dummy suffixes. This implies t hat aabTab = O.

1.8.4 Tab = aab + K,ab , where aab == ~ (Tab + Tba) is symmetric and
K,ab == ~(Tab - Tba) is skew-symmetric, and similarly for Tab .

1.9.1 If gab is posit ive definite, the n gab ()..a + xlla)()..b + x flb) 2: 0 for all x .
That is, ax 2 + 2bx + c 2: 0 for all x, where a == gabflaflb , b == gab )..allb
and c == gab)..a)..b. This means that t he quadrat ic equat ion
ax2 + 2bx + c = 0 has no real roots, so b2 ~ ac, from which the
requir ed result follows.

1.9.2 Using a new parameter t' = f (t ) with a' < t' < b' (where a' = f (a),

r I d a d b 1

1
/

2

b' = f(b)) , we get a length L' = Jb' gab~, d~' dt' . Now use

t' = f(t) as a substitution to evaluate t he integral. Th is gives

L'-la
l dxa dxbl1 /2 dt' -la l dxa dxbl1/2 _

- gab d' d ' d dt - gab d d dt - L.
b tt t b tt

(T his assumes t hat t' increases with t ; some changes are needed if it
decreases.)

1.9.3 The lengths are (a) c(1 - 2m/r) 1/2, (b) (1 - 2m /r) -1 /2 and (c) O.

As u" is a null vector, the only angle defined is that between )..1-' and
Ill-' , which is equal to 1r/ 2.

Only )..1-' and Ill-' form an orthogonal pair.

Problems

1.1 (a) u = Ua: an ellipsoid cente red on the origin;
v = Va: a squashed cone with its vertex at the origin and ellipt ical
cross-sect ions;
w = Wa: a half-plane with its edge at the z-axis.

(b) e., = a sin v cos w i + bsin v sin w j + c cos v k;
e., = au cos v cos w i + bu cos v sin w j - cu sin v k ;
ew = -au sin v sin wi+bu sin vcoswj ;
eU = a - 1 sin v cos w i + b-1 sin v sin w j + c- 1 cos v k ;
e" = (au)- l cos v cosw i + (bU)-l cos v sin w j - (CU)-l sin v k ;
eW = - (au sin v) -l sin w i + (busin V)- l cos w j.

(c) Check that eU
• eu = eV

• ev = e W
• ew = 1 and

eU
• ev = eU

• ew = eV
• eu = eV

• ew = eW
• eu = eW

• ev = 0, using
your answer to (b).

1.2 From t he geomet ry of the figure, points on the torus have position
vector r = a + b , where a = a(cos ¢ i + sin ¢ j ) and
b = bcos (} (cos ¢ i + sin ¢ j ) + bsin(} k.
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eo = - bsin Bcos¢ i - bsin Bsin ¢j + bcos Bk;
eet> = - (a + bcos B) sin ¢ i + (a + bcos B) cos ¢ j.

gll = b2
; g 12 = 0; g22 = (a+ bcosB)2.

1.3 You need to show th at there exists a non-singular matrix M == [P,b],
such th at M L = [1 0 . .. OjT , where L == [>,b] . This can be done by
taking the first row of M to be IILII -2L T , where IILI1 2 == LT L (which
is non-zero as L -=f 0) and then choosing the remaining rows to be
independent and ort hogonal to LT .

1.4 Using the hint gives T bc6f + T ca6r + T ab6 f = O. Taking
(a,b,c) = (1, 1, 1) gives T ll = 0; taking (a,b,c) = (1, 1, i) (i -=f 1) and
using the symmetry of T ab gives T l i = Til = 0 (i -=f 1); taking
(a,b,c) = (l,i ,j) (i -=f 1 -=f j) gives T

i j = 0 (i -=f 1 -=f j ). This covers all
components.

1.5 By invariance, Tab).,a).,b = Ta' b' ).,a' ).,b' . Take ).,a = p,a + i/" , where p,a , v a

are arbit rary vectors. Then symmet ry of Tab and invar iance of
Tabp,a p,b, TabVavb yield Tabp,avb = Ta'b, p,a'Vb' for arbitrary p,a , i/',

Required result follows from quot ient theorem.

1.6 Given property implies that Tabcd(o:a + f3a ) p,b(o:c + f3c ) p,d = 0 for all
o:a , f3a, u", On expanding and using given property of Tabcd , this gives
Tabcdo:a p,bf3c p,d = 0 for all o:a, f3a, p,a . Similarly you can show that
Tabcd).,ao:b).,c f3d = 0 for all ).,a , o:a, f3a. Now take
Tabcd (o:a + f3a )(-l + 6b)(o:c + f3C ) h d + 6 d) = 0 (from given property),
expand and simplify (using the given property and the two results
just obtained) to arr ive at
Tabcdo:a,l f3c6d + Tabcdo:a6b f3c,,/d + Tabcd f3a,,/bo:c6d + Tabcd f3a6bo:c,-yd = 0
for all o:a, f3a, ,,/a, 6a. Relabeling gives
(Tabcd + Tadbc + Tcbad + Tcdab )o:a"/bf3c6d = 0 for arbitrary o:a, f3a, ,,/a,

6a , from which the required result follows.

1.7

(a);;]':Si[O~::9~~:~e]~:J~]b~n[:~:r~~n9~i~g]r~m.
o 0 1 0 0 1

(b) [L i ] = [0 15m OlT.

[

m sin
2B m sin Bcos B 0 ]

(c) [IJ: ] = msinOcosB mcos20 0 ;
o 0 m

[w"l ~ [:~ ~~: : ] ;[L;'I ~ [:~:o;::1
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1.8 Check th at A(¢ )A(- ¢) = I , where A(¢) is the displayed matrix. For
the boost, X:;' = A~' , so [X~,] = [A~' l -1 = A(-¢) . The

transformation formula gJ-L'V' = X~,X~,7]o,6 t ranslat es to the matrix
equation G' = A(_¢)THA(-¢) , where H = [7]0,6]. It is
straight forward to check th at thi s gives G' = H .

1.9 If X = [Xg'], then ga'b' = X~,Xg,gcd translates to the matrix
equat ion G' = (X - 1 )TGX- 1 . So you get G' = I if X = P-\ where P
is a diagonalizing matrix such that p T GP = I . The coordinate
tr ansformation xa' = s'bxb, where [s'bJ = p -l , gives X = p - l , as
required.

1.10 Take tJ-L = 1St{ , nJ-L = 1St{ + lSi and sJ-L = lSi, as suggested.
(a) Orthogonality condit ion 7]J-L v>..J-LtV = °implies that >..0 = 0, which
means that >..J-L is spacelike.
(b) Orthogonality condit ion 7]J-Lv>..J-LnV =°implies that>"0 = >..1 . Hence
7]J-L v>..J-L >..V = _(>..2)2 _ (>..3)2. If >..2 = >..3 = 0, then >..J-L is null, otherwise
it is spacelike.
(c) The given vectors tJ-L , nJ-L are ort hogonal to sJ-L, as is the spacelike
vector pJ-L = IS~ .

1.11 et'= 1et+ 1vex; ex' = {"{vle2 ) et +1 ex ; ey,=ey; ez,=ez.
Actual directions depend on units and scales used. If these are such
that a null vector is inclined at 45° to et and ex (as is usual) , then et'
is inclined at an angle arctan( lvl Ie ) to et , and ex, is inclined at the
same angle to ex. Inclinations are such that for v >°the angle
between et' and ex, is less than a right angle (so the axes close up) ,
while for v < 0 it is greater (so the axes open out ).

Chapter 2

Exercises

2.0.1 They do not deviate; ant cannot decide.

2.1.2 (a) Follows from defining equation (1.80) .

(b) ±2LL = gabxaxb+ 2gabxaxb, on using symmetry of gab .

(C) ±2LL = 8cgabxcxaxb - 2gabr~dXcxdxb .

(d) ±2LL = 8cgabxcxaxb - gabgae (8cged + 8dgce - 8egcd) Xcxdxb.

(e) Simplify, using gabgae = ISg.
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2 1 3 Note that L2 = ±g dxa dxb = ±g dxa dxb( dS)2 = (ds)2 so. . ab du du ab ds ds du du'
L = const implies that ~~ = const = A, say. So u = As + B.

2.1.4 Show that u' = f(u) transforms equation (2.12) to
d2 a dbd C dx" d2 'd' 2

x + r a 2...-2...- = h(u) 2...- where h(u) = - u (....Y:....)- . So if u' isdU'2 be du' du' du' , ~u2 du
also affine, then h(u) = 0, which gives d2u'/ du = 0 and u' = Au + B.
(See Ex. 2.1.1 for similar argument.)

2.1.5 Comparing ds2 = a2(d(P + sirr' ed¢2) with ds2 = gABduAduB gives
gn = a2, g12 = g21 = 0 and g22 = a2sin2 e. For the Lagrangian

L == ~a2(e2 + sin2e( 2), Euler-Lagrange equations yield the geodesic
equations jj - sin ecose¢2= 0, J> + 2cot ee¢ = 0, from which you can
pick out the non-zero connection coefficients.

2.1.6 In the notation of Example 2.1.1, a line of longitude can be
parameterized by uA = (s/a)8f + ¢o81 (¢o = const) . So
itA = (1 /a)8f and ii,A = O. So for the geodesic equation to be
satisfied, we need (1 /a 2 )r 11 = 0, which is true by Exercise 2.1.5.

2.1.7 Show that equations (2.20) are satisfied by t = u, r = ro ,e= eo ,
¢ = ¢o·

2.2.1 Substitution from (2.26) into (2.24) verifies that the differential
equations are satisfied and putting t = 0 in (2.26) verifies that the
initial conditions (2.25) are satisfied.

2.2.2 Reversed if w = ~ , so eo = 1r/ 3 or 60°.

2.2.3 Example 2.1.1 shows that the equator (eo = 1r/2) is a geodesic and
has tangent vector /-LA == a- 18{ For transport round the equator,
AA = a-I cos 0: of + a-I sin 0: 8t. A straightforward calculation gives
~ - 0: for the angle between /-LA and AA .

2.2.4 Differentiation of ge'd' = X~,X~,gab gives

oe,ge'd' = X~'e,X~,gab +X~,X~'d,gab + X~X~,X!,Ofgab ' from which
you should deduce that rd' e'e' = XS,X!,X~nia + X~'e,XS,gab '

Required result follows by contraction with gd'h' = X{ xygij .

2.2.5 Note that differentiation of xg,X:{ = 8g with respect to xe' gives
X d xa' + xsxt.x« - 0e'b' d b' e' fd - .

2.2.6 Use (2.39) and the fact that ,\a' = -!t(X'/ Ai) = X'/ V + X:~j;e» ,
2.3.1 See solution to Exercise 2.2.6.
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2.3.3 Follows from equation (2.45) with Aa = j;a.

2.3.4 Follows from the fact that D(gabj;aj;b) /du = 0, because Dgab /du = °
and (for an affinely parameterized geodesic) Die" / du = 0.

2.4.1 As noted in the text , (X;{)o = c5d, so

(gab)O = (gcldIX~'xt)o = (gcldlc5~c5g)o = (ga'b' )0'

2.5.1 Timelike . No, because it is not in free-fall.

2.5.2 If F' = 0, then Dp" / dr == dp" / dr + rt:~pvj;~ = 0, where
»" = m(dxll/dT). Required result follows, as m is constant .

2.7.1 Suppose that u" = rylW + I'". where the fllv are small. Then
c5~ = gll~g~v = (ryll~ + fll~)(ry~v + h~v) gives (to first order)
fll~ ry~v = _ryll~ h~v . Required approximation is given by contracting
with ryVP .
Note that rpv~ = ~(ovh~p + o~hvp - ophv~) , then contract with
gllP = ryllP - hllP and discard second-order terms to get required
approximation.

2.7.2 Equation (2.81) says that d2xi / dt2 = -oV/oxi (i = 1,2,3) , which are
the three component equations of a = - \7V . So F = ma = -m\7V.

2.9.1 Quick way to get (2.86) is to differentiate (2.85) to get dT = dt ,
dX = dxcoswt - dysinwt - w(xsinwt + ycoswt)dt ,
dY = dxsinwt + dycoswt + w(xcoswt - ysinwt)dt , dZ = dz , and
then substitute into (2.84). Why does this work?
Either invert [gllv] to get [gIlV]' or check that [gllv][gV~l = I , using
matrix methods.

2.9.2 (a) Euler -Lagrange equations give geodesic equations in form
gv~x~ + r VO: {3 j;O:j;{3 = 0. Use gllV to raise v and th en pick out r~{1"

(b) Straightforward, but tedious. (c) Straightforward.

2.9.3 Substitute x = pcos ¢, y = psin ¢ in (2.87) and take appropriate
combinations of the middle pair of equations.

2.9.4 Note that hOk = (w/c)(yc5~ - xc5~ ) , so [OjhOk] = [w~c -~/C~] .
° ° °
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Problems

2.1 Euler-Lagrange equations yield (1 + 2v2)u + 2uvv + 4vuv = 0,
2uvu + (1 + 2u2)v + 4uuv = O. These are satisfied by u = Uo,
v = As + B , (uo , A, B constant) , and also by v = va, u = Cs + D ,
(va, C, D constant), showing that all parametric curves are geodesics.
(Note that gABuAuB = 1 implies that 2(1 + 2u5)A2 = 1 and
2(1 + 2v5)C2 = 1.)

2.2 Geodesic equations are p- p¢2 = 0, p2¢ + 2pp¢. These are satisfied
by 1> = 1>0 , p = As + B (using arc-length s as parameter) and you can
take A = 1, B = O. (Why?) Equations of parallel transport are
)'1 _ p>..2¢ = 0, )'2+ p- 1>..1 ¢ + p-l >..2p = 0 (got by picking out rAe
from the geodesic equations), which reduce to )'1 = 0,
).2+ P-1>..2P= 0 for the ray. These are satisfied by >..1 = >"6,
>..2 = (Po l P)>"5' Straightforward to check claims regarding length and
angle.

2.3 For the line element, put () = ()o in (1.40) . For the second geodesic
equation, use the fact that 1> is a cyclic coordinate. Rest of problem is
straightforward, following instructions given.

2.4 Apply (2.56) to >"a ;b - >"b;a'

2.5 Gamma-terms cancel to leave Babc = Aab;c + Abc;a + Aca;b'

2.6 Use (1.40).

2.7 See Example 2.1.2, which takes you through a similar exercise.

2.8 The observer is in a position similar to the observer at rest in the
rotating system K' of Section 2.9, and could assert that there exists a
gravitational-type force (i.e., the centrifugal force) to balance the pull
of the Sun on the Earth.

Chapter 3

Exercises

3.1.1 In such a system, uJ.L = ebb at P.

3.1.2 In the observer 's rest frame, his 4-velocity is UJ.L = (e,O) and the
4-momentum of the particle is pJ.L = (E le,p), so PJ.LUJ.L = E, which is
the energy he assigns to the particle. Since PJ.LUJ.L is invariant, it gives
the assigned energy in any coordinate system .
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3.1.3 All terms have the dimensions of pressure: M L - IT - 2•

3.1.4 uVuv = g V<1UVu<1 = c2 implies that g V<1(u
v

;/Lu<1 + U Vu<1;/L) = 0, on
differenti ating and noting that g V<1 ;/L = O. Thi s simplifies to give
2uv

;/LU v = O.

3.2.1 (a) Equ ation (3.12) can be written as Aa;bc - Aa;cb = -n.:»,
because R dabcAd = RdabcA d = - R adbcA d. Required result follows on
raising a.
(b)
( \ a b) _ (\ a b + \a b) _ \ a b + \a b + \a b + \a b
/I /-l ;cd - /I ;c/-l /I /-l ;c ;d - /I ;cd/-l /I ;c/-l ;d /I ;d/-l ;c /I /-l icd:

S ab ab _ (\ a b) (\ a b) _ (\ a \ a ) b + \a ( bo T ;cd - T ;dc - /I /-l ;cd - /I /-l ;dc - /I ;cd - /I ;dc /-l /I /-l ;cd -
b ) _ R a \ e b R b \ a e _ Ra eb Rb ae

/-l 'dc - - ecd/" /-l - ecd/" /-l - - ecdT - ecdT .

( ') ab _ ab _ -Ra fb _ Rb af + Rf ab
C Tc ;de Tc ;ed - f deTc f deTc cdeTf .

3.2.2 Straightforward using the defining equation (3.13) and the fact that
r d -rd

ab - ba :

3.2.3 Rabcd = gaeRebcd = gae( ocrbd - Odrbc + r!cJrJc - rLrJd) =
Oc(g aer bd) - (ocgae )r bd - Od( gaerbc) + (Odg ae)rbc +r!drajc - rLrajd =
Ocrabd - Odrabc - gej (rjbdOcgae - r j bcOdg ae - r ebdrajc + r ebcrajd) .

Required result follows on putting
Ocrabd = ~Oc(Obgad + odgba - o agbd) , with a similar expression for
Odrabc , and o cgae = r aec + r eac , with a similar expression for odgae'

3.3.1 f d(~c~d) = 0 implies th at f(~Cd~d + ~dd~C) = 0, so

I'" == f ~cd~d = f ~cd~d - ~ f(~Cd~d + ~dd~C) = ~ f(~Cd~d - ~dd~C) .

3.3.2 For parallel t ransport along OQ and RS, which are geodesics, the
length of AA and the angle it makes with the geodesic are both
const ant . Use these facts to verify t he expressions given for A~ and

A~ . Along QR, use (2.26) with a = 0, eo replaced by eo + E and
t = 2E. Along SO, use (2.26) with a = -2ECOS(eo + E), eo replaced by
eo - E and t = -2E, and then simplify the resultin g expressions using
cos(eo - E) - cos(eo+ E) = 2 sin eo sin E.

3.3.3 To second order , cos(4Esin eos inE) = 1, giving ,1A1 = O. Because
sin(4Esin eo sin E) = 4E2 sin eo to second order , the zeroth-order
approximat ion a sin eo is sufficient for the denomin at or a sin(eo - E),
giving ,1A2 = 4E21a.

3.4.1 Straightforward, but tedious, following instructions given in text .
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3.5.1 Since <5~ = 4, contraction gives -R = ",T. Put R = -",T in field
equation (3.38).

3.7.1 Straightforward, but tedious, using given expressions for RI-'l/ and n:t7'

3.7.2 goo = 1 + k/r , gIl = -1 + k(x1)2 /(r + k)r 2 (with similar expressions
for g22 and g33), g23 = kx 2x3/(r + k)r2 (with similar expressions for
g31 and g12), gOi = 0 (i = 1,2,3), where

r = J(x1)2 + (x2)2 + (X3)2 and k = -2MG/ c2.

Problems

3.1

3.2

3.3

3.4

For a non-zero RABCD, A oj Band C oj D. Only possibilities are
R1212, R1221 = - R1212, R2112 = - R1212 and R2121 = R1212.
Only non-zero connection coefficients are ri2 = sin 0cos 0,
rf2 = r:j1 = cot 0, with r 122 = -a2sinOcosO,

r 212 = r 221 = a2sin 0 cos O. So
R 1212 = ~(0201g21 - 0202gIl + 01 02g12 - 01 01g22) - (r{;rF22­
r{';rF21) = -~02(a2sin20)/o02 + (cot O)(a2sinOcosO) = a2sin20.
For the Ricci tensor and curvature scalar, use
RAB = gCD RCABD = gil R 1AB1+ g22 R2AB2 and
R = gABR AB = gIl R 11 + g22 R22, where gll = 1/a 2 and
g22 = 1/a2sin2 O.

Raising a and contracting with d gives Rbc = (2 - N)Sbc - Sgbc, where
S == gadsad, from which you can deduce (by raising b and contracting
with c) that R = 2(1 - N)S. So, if N > 2, you get (by eliminating S)
Sbc = 2(N-2)(N-1)Rgbc - N~2 Rbc, showing that Sbc = Scb .
Raising a and contracting with c in Rabcd;e + Rabde;c + Rabec;d = °
(Bianchi identity) gives
(N - 3)(Sbd;e - Sbe;d) + gbd(S;e - S~) - gbe(S;d - SCd) = 0, from
which you can deduce (by raising b and contracting with d) that
2(N - 2)(S;e - SCe;c) = 0. So if N > 2, then S;e - Sce;c = 0 and
(N - 3)(Sbd;e - Sbe;d) = O. Hence for N > 3, Sbd;e = Sbe;d.

TI-'~I-' = °gives (pul-') ;I-'ul/ + pul-'u ~1-' = 0, and required result follows on
showing that (pul-') ;I-' = 0, for then u~1-'u l ' = 0, which is the geodesic
equation. Contraction of equation above with u., gives
c2(pul-') ;1-' = -p(u~I-'Ul/ul-') . But u~I-'Ul/ = °(from Exercise 3.1.4), so
(pul-') ;I-' = 0, as requir ed.

Check that EI-''': = _fL-1[FPJ.!' F l/ + FPI-' F '-: - 19l-'l/(F . Fpa)] =
,1-' 0 ,1-' P P ,1-' 2 pou:

-v; 1[FP~I,F/ - ~gl/{3FPI'(F{3p ;1-' + FI-' {3 ;p + Fpl-' ;{3)].
So EI-'~I' = F~jP , on using Maxwell's equations (A.55) and (A.56)
adapted to curved spacetime.
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Differentiat ion gives TJ.l ~J.l = (j.tuJ.l) ;J.luv + j.tuJ.lu~J.l + F~jP . Continuity
equation gives (j.tuJ.lh = 0 and equation of motion gives
j.tu~J.luJ.l = -F~jP (see equation(A.60)), hence TJ.l ~J.l = O.

3.5 A('viaA) = AO + (rbeAb)o(~e + T]e) + (Odrbe+ r:erbd)oA~eT]e ,

with a similar expression for A('via B) '

3.6 Newtonian gravitational theory at tributes energy to the gravitational
field and recognizes mass as its source; special relativi ty equates
energy with mass. Any theory that at tempts to merge these ideas will
have the gravitational field acting as its own source, which is a
situation that leads to non-linear field equat ions.
Principle of superposition does not hold, because it applies to
solutions of linear equat ions only.

3.7 Useful intermediate result s are:

( )2( )-21 - 20M - 1 _ OM 1 OM .re2 - 2pe2 + 2pe2 ,

Chapter 4

dr = (1 + ~~)(1- ~~) dp.

Exercises

4.1.1 Use JJ~t~ dx = J(x + a)(x + b) + (a - b) In(Jx + a+ Jx + b)+ c.

4.2.1 Use the expansions (1 + z )" = 1 + nx + n(n - l) x 2 /2! + ... and
In(1 + x ) = x - x2/2 + " ' , which are valid for Ixl < 1.

4.3.1 Take r n = 00 in (4.17) to get jjV/ VE ~ -GM/ c2r E ~ -0.741 x 10- 3 .

4.4.1 Equations are -(1 - 2m / r) -l f - (mc2/r2)i2 + (1 ­
2m/r) - 2(m/r2)r2+ r(iJ2 + sin2 e¢2) = 0 and
_ r2jj - 2rriJ + r2sin e cos e¢2 = 0, which is clearly satisfied by
e= 7r/2.
Equation (4.21) follows on putting iJ = 0 and sin e= 1.

4.4.2 Straightforward , following instructions in text .

4.4.3 For radially traveling light , dr/dt = ±c(1 - 2m/ r) , which gives the
coordinate time for the round-trip to be jjt =
(2/ c) J~l [r / (r - 2m)] dr = (2/ c)(rl - r2+ 2m In[(rl - 2m) /(r2- 2m)]) .
Observer at ro sees start and finish separated by same coordinate
time jjt , which gives a measured time jjr = Jl - 2GM/ ro jjt .
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du
Expression for d¢/ du gives

L1¢ = ~ l ii 2

U - 1 du + (1 + ~c) l ii 2

---;:::= = = =
2 iiI J(32 - (u - 1)2 iiI J (32 - (u - 1)2

First integral can be evaluated by substituting v2 = (32 - (u - 1)2 and
second integral by substituting u - 1 = (3 sill'¢. This leads to (4.44).
Note that (32 = (UI - 1)2 = (U2 - 1)2, so on feeding in the limits ,
there is no cont ribution from the first integral.

4.5.1

4.8.1 Pu t et = v - r - 2m ln(r/2m - 1) to get edt = dv - (1 - 2m/r) - ldr.

4.8.2 Subst itut ion leads to T(rO,r) = (2rg /2/e/2Tii) J: /2sin2'l/J d'l/J , where

0: == arcsin Jr/ ro. Evaluate this using sin2 'l/J = ~ (1 - cos 2'l/J ).

4.8.3 Getting T(4m ,2m ) is st ra ight forward, on noting that
arcsin( l/J2) = 1r / 4. For T(4m ,r) we have

~~ (~- arcsin {J; + {J;J1- 4~) ~ 2~m1r
as r ~ O.

4.8.4 Because she cannot accelerate beyond the speed of light , Alice's world
line lies inside the forward "light-cones" of null geodesics that
emanate from each point on her world line. We see from Fig. 4.13
th at , once she has fallen beyond r = 2m , all possible world lines end
up at r = O. Even if she could travel at the speed of light , she could
not escape.

4.9.1 The differentials are:

du = _1_ (r/ 2m - 1)1/2eT/ 4rn ( coSh(et/ 4m ) dr + esinh(et / 4m) dt),
4m 1- 2m / r

dv = _1_(r/ 2m - 1)1/2eT/ 4rn ( sinh (et / 4m) dr +e cosh(et/4m) dt) ,
4m 1- 2m/r

and cosh'' x - sinh2x = 1.

4.10.1 Straight forward.

4.10.2 [J] = M L2T-t, [M ] = M, and [e] = LT - I , so
[J /M e] = ML2T-IM- IL- IT = L.

4.10.3 Check that gjivgva = 8~ .

4.10.4 Straightforward and almost obvious.
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4.10.5 Separation of the first equation into its real and imaginary parts gives:
x = (r cos <P - a sin <p)sin 0, y = (r sin <P + a cos <p)sin 0, where
<P = ¢ + aJ: ~ . Result follows by showing that
(rcos <P - asin <P) = (r2 + a2)1 /2 cos(<p + /3),
(r sin <P + a cos <p) = (r2 + a2)1/2sin(<P + (3), where (3 = arctan(a/r).

4.10.6 The event horizons coincide, each tending towards the surface given
by r = m. The infinite-redshift surfaces remain dist inct , tending
towards the two sur faces given by r = m( l ± sin 0). All three touch at
the Nort h and Sout h Poles, where 0 = 0 and 0 = tt .

Problems

4.1 The "equatorial plane" has line element

ds2 = (1 - 2m / r )-ldr2+ r2d¢2, which gives

n. = -m/r(r - 2m ), ri2 = - (r - 2m) , rf2= r :A = l / r ,

as the only non-zero connect ion coefficients (where Xl == rand
x 2 == ¢). A routine calculat ion gives R1

212 = -m/r -# 0, so the
"equatorial plane" is not fiat .

4.2 From Exercise 3.1.2, the energy is PJ.L UJ.L = 911 J.L pIlUJ.L . For the observer,
UJ.L = (dt/dT)c5/{ = (1 - 2m/ro) -1 /2c5/{ , since for him
dT2 = (1 - 2m/ro)dt2.

So E = (1 - 2m/ro )-1 /29110pll = c2(1 - 2m/ro )1 /2pO .

But pO = f.Lt = f.L k / (l - 2m/ro ), from equation(4.22), so
E = f.L kc2(1 - 2m/ro) -1 /2.

4.3 Clearly, E ---+ f.LC2k as ro ---+ 00 , so this is the energy of the part icle
accord ing to the "observer at infinity" . However, for this observer,
E 2 = p2C2+ f.L2C4 , where p is the magnitude of the particle's 3-velocity.

So f.L2C4 k2 = p2C2 + f.L2C4 , which implies t hat k2 2: 1, as p2c2 2: 0.

4.4 From the discussion of photons in Section 4.4, we have
(d¢jdt )2 = J}/t2 = mc2/r3 = c2/ 27m 2, which gives .1t = 61rmV3/ c
as the change in t for an orbit at r = 3m. So the observer at r = 3m
measures a proper t ime period of
.1T = J1- 2m/ r·.1t = .1t / V3 = 61rm/ c.

As noted in equation (4.13), the coordinate t ime difference between
two events at t he same point in space remains constant when
propagated along null geodesics to a spatially fixed observer. Hence
the observer at infinity measures a proper time period of 61rmV3/c ,
since .1t = .1T at infinity.
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4.5 Differentiation of equation (4.39) leads to d2uld¢2+ u = 3mu2, which
converts to d2rld¢2 - 2r-1 (drld¢ )2 = r - 3m , on putting u = 1/r. If
we now perturb t his by put tin g r = 3m + TJ , where TJ is small relative
to 3m , and work to first order in TJ and its derivatives, we get
d2TJld¢2 - TJ = O. This has exponent ial (rat her than trigonometric)
solutions, indicating that TJ does not remain small. Hence the orbit is
unst able.

4.6 The particle's energy per unit mass is E = Hf2 + r2¢2) - GMlr and

its angular momentum per unit mass is h = r2¢. Dividing the
equation for E by ¢2 and th en putting ¢2 = h2 /r4 gives
Er4 I h2 = i «drI d¢ )2 + r2) - GM r 3 I h2. The required result follows
from putting r = u-1, rearranging, and setting E = 2Elh2.

4.7 2GM$ lc2
>=:::: 8.89 x 10-3 m.

4.8 P8 1p$ = (M8 IM£) I (M$IM~) = M~/M6 « 1.

4.9 dR = (1+ m /2p )2dp, dr = (2p - m) (2p + m )-ldt.

4.10 (a) Equation (4.33) (wit h GM = m c2 ) gives 5835s for the orbital
period. From Section 4.7, the geodesic effect for a circular orbi t is
31rmlr radians per orbi t . This leads to an annual deviation of about
6659 milliseconds.
(b) Imagine a finite-length gyroscope pointing towards a star on the
celest ial equator. The inner (or back) end of the gyroscope 's axis will
suffer a greater dragging than the out er (or front) end , and half a
revolution lat er the front of the gyroscope will suffer a greater drag
than the back (as a sketch should make clear ). The drag will also vary
at different parts of an equatorial circular orbi t. Thi s angular
deviation , in the opposite sense to the rotation of the Earth, would be
measurable; but in a polar circular orbit it is constant , and in the
same sense as the rotati on.
(c) Same as in (a); zero.
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Chapter 5

Exercises

5.1.1 R = R" - T? - T": + r {3 r a - r {3 r a
jJ-V - jJ-va - jJ-a ,v jJ-v,a /la {3v /W {3n'

where n:a = ~ (h~,v + ht,a - hva,jJ- ) .

Terms like rtar$v yield products of hjJ-v (or th eir derivatives) and are
neglected. Hence
R/w = r ;:a,v - rl~V,a = ~(h ,jJ- v - h~,/lQ - h~ , va + hjJ-v,aa ),

R = rJjJ-VR = 1. (h Il - ha jJ- - hall + hll,a ) = h a - ha{3 {3
'/ JLV 2 ,J-L J.L ,Q l Q P J-L 0: , 0: , 0:' •

5.1.3 gjJ-'v' = fJjJ- 'v' _hll'v' = X~' X 5' ga{3 = (O~ +~Il ,a)(O~ +~v ,(3)(fJa{3 - ha(3) .

Multiplying out , neglecting products of small quantities, and
rearrangin g lead to hll'v' = h/w _ ~1l ,V _ ~V,Il.

Contracting with fJll v t hen gives h' = h - 2~1l ,W

Also, hP'v' == hll'v' - ~h'fJllv

= (h/lV_ ~Il , V _~V,Il) _ ~fJllv(h-2~a ,a) = hpv _ ~Il , V _ ~V, 1l + TJjJ-v~a ,a .

To show that X~, = o~ - ~/l , V ' check t hat X~' X~, = oe.

5.1.4 Equation (5.19) shows th at «I>" is a small quantity of the same
order of magnitude as h/w . Moreover, the prop er conclusion from
(5.19) and (5.20) is that K,T jJ-v;v = 0. This does not conflict with
K,TIlV,v = 0, as the difference between the two expressions consists of
products of the form connect ion coefficient t imes K,T IlV, which are
negligible second-order quantities.

5.2.1 Equation (5.23) gives AIlOko + Alljkj = 0, so Aooko + AOjkj = 0(1)
and AiOko + Aijkj = 0(2) . Because kll is null , ko #- 0, so we can
divide by it. Hence (2) allows us to express AiOin te rms of Aij , and
(1) allows us to express A00 in terms of AOJ and hence in terms of
Aij . (Note that Allv is symmet ric.)

5.2.2 rlfo = ~TJIl V (2hvo,o - hoo,v) = 0, as hOjJ- = hOjJ- = 0 in t he TT gauge.

Also, rlfv = ~ TJlla (o + hva,o+ 0) = ~h~, o'
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5.2.4 For (5.33), we have (i = ~i + ~TfkJlhiJle = ~i - ~okjhije .

Substituting for hij = hi j gives ( i = ~i - ~ aOkj e~j cos k( xo - X3 )e.
which yields ( 1 = e- ~a cos k(xo - X3) e,
(2 = e+ ~a cos k(xo - X3) e and ( 3 = e = 0, as requir ed.

A similar chain of subst itut ions verifies (5.34).

5.2.5 The effect is to substi tute lalcos(k(xo - X3) + e) for acos k(xo - X3),
wherever it occurs . This gives a phase-shift , which rot at es all the
figures in the table through e.

5.3.1 Set xj = ±(O,acoswt,asin wt) , so that the dumbbell rotates about
the Xl axis. For the plane-wave approximation, we get

[h- ij] ~ 8GM a
2w2

\0 [ i j 2iw (0 3)]
~ ~l e exp - X - X

~r c '

where [eij] = [ ~ ~ -~] , in place of (5.43).
o - i-1

On transforming to the TT gauge, we have AI'I' = ~ (All - A22)

[

_ 1. 00 ]
and A I' 2' = A I2, which gives [eij ] = 0~ 0 = - ~ [e~j] , so the

000
wave is linearly polarized.

5.3.2 (a) Use (5.44) with I = mass x length2/12.

(b) If r is the radius of the orbit, then GM~/ (2r)2 = M 0rw2.

So r3 = GM0/4w2, giving I = 2M0 (GM0/4w
2)2/3 for the moment of

inertia. Now use (5.44) with thi s express ion for I and a value for w
calculated from the given period .

P roblems

5.1 With j;ll = cOb , (3.41) becomes D2~11 / dT2 + c2R~1I0~ 1I = 0, where
(using the result of Exercise 5.2.2)
RIl - r,Jl - Ti: + r,P Tt: - r: r: - _1hJl - 1hP hll

0110 - 00 ,11 011,0 00 ou 011 pO - 2 11,00 4 11,0 P,o '
So the equation of geodesic deviation is
D2~11 / dT2 - c2( l hJl + 1hP hll )~II = O. (*)2 11 ,00 4 11 ,0 P,O
But ~Il = const gives
DCIl/dT = 0 + T!: Cllxa = 1chll CII which gives

~ va ~ 2 V,O~ ,

D 2CIl/dT2 = 1. c2hll CII + 1. cr ll hP CIIXA ='> 2 11,00'> 2 pJ.. 11,0'>

~ c2 h~,OO~ 1I + tC2h~,oh~,O~ II , showing that (*) is satisfied.

5.2 Taking AIl II = a(eill + i e~lI) and putting e= k(xO- x3) gives
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(i = (e - !a::(e cosB - e sin B) ,e + !a::(e sinB + ~2 cos B), 0)
as the counterpart to (5.33) or (5.34). For clarity, put (i = (x, y, z)
and e = a, ~2 = b, so that the relative separation is given by (x , y , z)
with x = a - !a::(a cos0 - bsinB) , y = b+ !a::(asinO + bcosB) and
z = O. These yield (x - af + (y - b)2 = ia::2(a2 + b2), which is the
equation of a circle.

5.3 Equation (5.36) gives hp.v = _(4G/c4r)Mc2c5~c5o = - (4m/r) c5~ c5o ' So
- _ 00 - _hp.v - - (4m / r )c5p. c5v and h - -4m/r. Hence gp.v

_ - 1 - _ 00 ..
- T]p.v + hp.v - 'ihT]p.v - (1 + 2m/r)T]p.v - (4m/r)fJp.fJv, which glVes

c2dr2 = (1 - 2m/r)c2dt2
- (1+ 2m/r)(dx2+ dy2 + dz2).

For large r , l /r ~ 1/ p, so the above gives
c2dr2 = (1 - 2m/p)c2dt2 - (1 + 2m/ p)(dp2+ p2dB2+ p2 sin2 Bdq} ),
which is in agreement with (4.67) when we use the approximat ions
(1 - m/2p) 2(1 + m/2p)-2 ~ 1 - 2m/ p and (1 + m/2p)4 ~ 1 + 2m/ p,
valid for large p.

5.4 Take the positions of the particles at t ime t to be
xi = ±(a coswt ,a sinwt ,O) and xi = ±(-asinwt,acoswt ,O).
Then in place of the mat rix in (5.42) we get

[

cos2 wt coswt sin wt 0]
coswt sin wt sin2 wt 0

o 0 0 re t

[

sin2wt -sinwtcoswtO ] [ 1 0 0]
+ - sin wt coswt cos2wt 0 0 1 0

o 0 0 ret 0 0 0 ret

We therefore get a static metric tensor and no radiation.

Chapter 6

Exercises

6.0.1 z == 11>"/>"0= >"/>"0- 1 = ,(1 +v/c) -1 , from (A.41). To first order in
vic, this gives z = vic.

6.2.1 Straightforward , but ted ious, using the connect ion coefficients (6.4)
and the given expression for Rp.v.

6.2.2 The derivative of (6.8) is 2RR = (81rG/3)(pR2+ 2pRR ). Eliminate R
from this and (6.6).

6.2.3 With up. = c5~ , LHS of (6.10) = (p + p)UV ;o = (p + p)FrJO = o.
As p depends only on t : P,p. = Pc5Z, so

RHS of (6.10) = is" - c5!:8o)Pc5Z= (gOV - fJo)p = O.
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6.3.1 Straightforward checks.

6.4 .1 A quick way of getting the spatial geodesic equations is to put
i = R' = 0 in the last three of equations (2.20) and note that dots
now represent differentiation with respect to s. The resulting
equations are satisfied when iJ = ;p = 0 provided
r + kr(l - kr2)- l,r2 = 0, whose solution gives r in terms of s.

6.4.2 The null geodesic equations are given by equations (2.20), where dots
denote differentiation with respect to an affine parameter u, say.
These are satisfied when iJ = ;p = 0 provided
t' + RR'(l - kr2)- l,r2 = 0 and r + 2R' R-1ir + kr(l - kr 2)-lr2 = O.
This pair can be solved simultaneously to give t and r in terms of u.

6.4.3 Let Q = LC(tR)/C, so that Q = L1t + ~HO(L1t)2 + ... (*).
Assume an expansion of L1t in powers of Q:
L1t = ao + al Q + a2Q2 + ... , then substitute in (*) to deduce that
ao = 0, al = 1, and a2 = -~Ho, as required.

6.5.1 Straightforward, using pointers in text.

6.5.2 Equation (6.48) can be rearranged to give z = (2c/(2c - V))2 - 1,
which shows that , as v -; C, Z -; 00. So there is no upper bound on
the observable redshift.

6.6 .1 Put TJ1.// = 0 in (6.50) and contract with gJ1.// to get R - 2R + 411 = 0,
which gives R = 411. Then put R = 411 back in the field equation.

6.6 .2 Use equation (6.14), the fact that A2 = 81rGpR3/3 , and the defining
equations H = R/R and Pc = 3H2/81rG.

6.7 .1 Straightforward exercise on scaling.

Problems

6.1 The non-zero components of the Ricci tensor are
Rll = -2k/(1 - kr2), R22 = -2kr2, R33 = -2kr2sin2 e.
(They can be got from (6.5) by setting R(t) = 1.)
So R = gijRij = -2k - 2k - 2k = -6k.

6.2 From (6.14) , R(R2 + k) = A2 . Differentiating this leads to
R2 + k + 2RR = 0, which gives (on using present-day values)
R6 + k - 2QoR6 = 0 (*). Substituting R6 = A2/ Ro - k and solving for
A2/2 gives the first expression.
The second expression can be obtained from the first by noting that
(*) yields HgR6 = k/(2qo - 1).
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From (6.19), Ro = ~A2(1- cos '¢o), so (as k = 1)
1 - cos '¢o = (2qo - l) /qo. Hence, cos '¢o = (1 - qo) /qo.
A similar argument (using (6.20)) gives cosh '¢o = (1 - qo) /qo for the
open model.
Finally, for the closed model (with k = 1), the age to is obtained from
to = ~A2('¢O - sin '¢o) = (qo / Ho)(2qo - 1)-3 /2(,¢o - sin '¢o).
With qo:::::: 1, '¢o :::::: Jr /2 , so to:::::: (Jr /2 -l)/Ho.
The age for the open model can be found in a similar way.

6.3 (a) Just under 36 x 109 light yrs . (b) Just under 96 x 109 yrs and
just under 144 x 109 light yrs . (c) Extremely large (v = 2c gives
Z = 00) and z = 3.

6.4 Use equation (6.47).

6.5 To three significant figures, the answers are :
(a) 2.36 hrs ; (h) 1.58 km.

6.6 (a) Use equation (6.39).
(b) 9.7 X 109 yrs, compared with 10.9 x 109 yrs.

6.7 12.4 x 109 yrs .

6.8 2969 K.

Appendix A

Exercises

A.1.1 The first and third of th e expressions involving A, Band C give
B 2C2C4 = (c2 + A2v2)(A2 - 1), while the second expression gives
B 2C2C4 = A4v2. Subtraction then leads to A 2(C2 - v2) = c2, from
which we get A = (1- v2/c2)1/2. The expressions for Band C then
follow easily. (The signs taken for the square roots should be
justified. )

r
/' V/' /COO]

. . . v/,/c /' 00
A.1.2 The mverse matnx IS 0 0 1 0 .

o 0 01

The velocity of K relative to K' is - v.

A.1.3 If vic is negligible, then /' = 1, and the Galilean equations follow.

A.2.1 Use the addition formulae cosh('¢ + ¢J) = cosh '¢ cosh ¢J + sinh e sinh e
and sinh( '¢ + ¢J ) = sinh '¢ cosh ¢J + cosh '¢ sinh ¢J.
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A.2.2 The result follows from t he identi ty
(1 - vje)( l - wje) = (1 + vwje2) - (v + w)je. For v < e and w < e
makes the LHS positive, showing that v + w < e(l + vwje2).

A.5.1 Take >"Il to be the position vector of a point P in spacetime, so that
its coordinates are given by et = >..0, x = >..1 , Y = >..2, z = >..3. Th en
'TlIlV>..1l >..v > ° ¢=} x2+ y2 + z2 < e2t2 ¢=} P inside the cone,
'TlIlV>..1l >..V = ° ¢=} x2+ y2 + z2 = e2t2 ¢=} P on the cone,
'TlIl V>..1l >..V <° ¢=} x2+ y2 + z2 > e2t2 ¢=} P outs ide t he cone.

A.5.2 Substitute t = /( t' + xv '2 je2), x = /(x' + vt') , Y = y' , z = z' into
(A.20).

A.6.1 (a) Ull = (e,O,O,O) , (b) Ull = he,/v).
No, because dr = °for neighboring points on a photon's path .

A.6.2 Use the fact that ullUIl = e2 implies (on differenti atin g) t hat
U ll d UIl j dr = 0.
From (A.24) and (A.30), ull f ll = /2(F . v - v · F ) = 0.

A.6.3 Use cos2 ¢ + sin2 ¢ = 1 to get
/ 2m 2v2 = (v2 - 2viJ cosB + iJ2) h2je2 and equate this with
/2 m2v2 = m2h 2 - 1)e2 = (hvje + me - hDje)2 - m2e2.

k2' k 2

A.7.1 tan B' = k l ' = -hvje)kO+ / k l

tan B
/ (1 - (vje)sec B)'

A.8.1 AIl,1l = 8Aoj8(et) + 8A l j 8x + 8A 2j8y + 8A3 j8z
= "\7 . A + e-28¢j8t = "\7 . A + /10E08¢j8t.

A.8.2 FOl = AO,l - Al ,o = 8(¢je)j8x - 8A d8(et)
= (8¢j8x - 8A d 8t )je = (8¢ j8x + 8A l j 8t )je = _ E l je,

and similarly for the other components.

A.8.4 It is straightforward to show that /1 = °in (A.55) gives (A.44) and
that /1 = 1,2 ,3 gives (A.46). Note that (A.56) comprises just four
distinct non-tri vial equations, which can be obtained by taking
(/1 , u,a ) equal to (1, 2,3), (0, 2, 3), (0, 1, 3) and (0, 1, 2) in turn . In thi s
way, (A.43) and (A.45) can be derived.

A.8.5 Use (A.26) and the fact that dt jdr = f.
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Problems

A.l LJ.T/LJ.t = 3/3 .000000015 = ) 1 - V2/C2 :::} vic ~ 10- 4 .

This gives v ~ 3 X 104 m S- 1, or about 67,500 mph .

A.3 A = AO/ J3~ 365.35nm .

I I {3 I I T
A .4 The matrix version of F!' v = FQ A~ A~ is F' = AFA . Use this

matrix equation with F and F' given by (A.63) and A by (A.13).

A.5 With 0 :s: v < c, we get a graph tha t increases with v , having the
value one when v = °and tending to infinity as v --+ c.

A.6 Let K be the lab frame and K' the rocket frame. Because th e switch
is fixed in the lab frame, LJ.x = 0, so
LJ.t'=,,/LJ.t :::} "/ = 5/3 :::} v/C = 4/5 .
Hence LJ.x' = - ,,/V LJ.t = - (4/3 )c LJ.t = -4c = - 12 x 108 m and
v = 4c/5 = 2.4 x 108 m s- 1.

A.7 Use jil ' = A~ 'f , where j ll = (Po, O,O,O) and [A~/ ] is t he matri x of

equation (A.13).

A.S Kinetic energy = m, c2 - mc2 = mc2 ( ) 4/3 - 1) ~ 9.75 X 1017 joules.
Momentum = p = , mv = ,,/m (-c/2, 0,0), which has magnitude
1.21 x 1010 kg m S-1 .

A.9 Use the hint to show that u~ourcekll = 27r/ AOand ull kll = 27r/ A.

A.lO Tim e dilation gives a laboratory half-life of
LJ.t = "/LJ.T = 12.55 X 10- 8 sec, in which time a pion travels
0.99c x 12.55 x 10- 8 = 37.3m, in agreement with the observat ion in
the laboratory.
In the pions ' rest frame, we have th e contracted distance
37.3h = 5.26m, which is covered by the lab in a t ime
5.26/0.99c = 1.77 x 10- 8 s, in agreement with the half-life of a
st ationary pion.

A.ll Work in the rest frame of the material , where u" = (c, 0, 0,0). For
f.L = 0, the equation reduces to 0 = 0, bu t for f.L = i it gives
j i = acF i O. That is, J = aE, which is Ohm 's law.

A.12 Use a non-rotatin g frame, with origin at the center of the Earth. For
an eastbound flight , we have VE = VEB + V A , while for a westbound
flight , we have Vw = VEB - VA , where v EB is the speed due to the
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Earth's rotation , and VA is the speed of the aircraft relat ive to the

Earth. Note that .dTffi = J 1 - v~/c2 .dt ,

.dTE = ) 1 - v~/c2 .dt , and .dTW = J~1---v"?v""--:-/ c--"-2 .dt.

Appendix B

Exercises

B.2.1 Working to first order in e gives

OSL = {I + c:gABxAn B + c:gAB nAxB + c:8DgABn DxAxB p /2os

= {I + 2c:gABx An B + c:8DgAB n DxAxB p / 2os

= {I + c:gABxAnB + ~ c:8DgABnDxAxB}os .

B.2.2 tB D n BI ds = gABXA (nB + r § DnCx D )

= gABxAn B + r Ac Dnc x Ax D .

Subst itute r ACD = ~ (8CgAD + 8DgCA - 8 AgCD) and cancel two
terms to get (B.9).

B.2.3 Straight forward, using t AtA = 1, tA DtAI ds = 0, and tAnA = o.
Appendix C

Exercises

C.l.l From (C.6), eb = xg'ec, and subst itut ion in (C.5) gives
ea' = X~, Xb' e c, · By uniqueness of components we have X~,Xg' = J~.

C.2.1 Let I , 9 be linear functionals. Then for all 0: , f3 E lR and u , V ET,
(f + g)(o:u + f3v )

= f (o:u + f3v) + g(o:u + f3v) (by definition of the sum)

= o: f( u) + f3 f (v ) + o:g(u) + f3g(v) (since f and 9 are linear )

= o:(f(u) + g(u )) + f3 (f (v ) + g(v ))

= o:(f + g)(u ) + f3 (f + g)(v ),
showing that the sum f + 9 is a linear functional.

C.2.2 f..L = J-Lb eb = J-LbX~,ea' (from (C.17)) ~ J-La' = X~'J-Lb .
Similarly for the second of equat ions (C.18).

C.2.3 T he identification of T ** with T means that (as a vector in T**)
..\ = Aafa, so ..\(f..L ) = Aafa(J-Lbeb) = AaJ-Lbfa(eb) = AaJ-LbO~ = AaJ-La.

C.3.1 For a,T E lR and u , v E T * , the components of au + TV relat ive to
{ea} are au.;+ TVa, SO eaa(au + TV, w) = (aua + TVa)Wa =
a(uawa) + T(VaWa) = aeaa(u ,w ) + Teaa(V, w).
Similarly we can show that
eaa(v , /,W + ox) = /,eaa(v , w) + oeaa(v ,x) .
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C.3.2 Ta'a/ = r(ea' ,fo') (by definition)

= r(Xg' eb, Yi f (3) = xg'Yi r(eb , f (3) (using bilinearity)

- X a' y o' Tbf3- b f3 .

C.3.3 Using primed bases, we would make the definition
.A 0 J.L = ,\b' J-l f3 ' eb'f3" But
vb' f3 ' _ (xb'\a)(yf3' O)(xcy' ) _ \a o £c £, _ \a o/\ J-l eb'f3' - a /\ ° IL b' Weer - /\ J-l uauoeer - /\ J-l eao,
showing agreement with th e definition using unprimed bases.

C.6.1 Let Xo = 7P(P) . The inverse-function theorem asserts that there exist
open sets XeS and Y = f(X) c T with Xo E X, such that the
restriction of f to X has a differentiable inverse g : Y --+ X . Then for
the chart (U', 7P' ), take U' = 7P - 1(g(Y )) = 7P- 1(X ) c U and
7P' = f 0 7P, with 7P restricted to U'.

C.7.1 Because the derivative is nowhere zero, f is either a strictly
increasing, or a strictly decreasing function , and has a differentiable
inverse g, say. Suppose (for convenience) that it is increasing, so that
f(a) :::; u' :::; f(b) . Then 9 is also increasing and dujdu' = g'(u') > O.
The chain rule gives dxajdu' = (dxajdu)(du jdu') , showing that
(dxajdu' )p -=J. 0 at all points P. So u' is also a regular parameter and
the tangent vector (dxajdu') p is proportional to (dxa jdu)p .
The strictly decreasing case is covered by a similar argument.
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Index

absolute differentiation 71-75
acceleration in rotating frame 92
addition of velocities 216-217
affine parameter 58
age of universe 192,201
angle between vectors 44
angular momentum

conservation in Schwarzschild solution
137

of rotating object 159
arc-length

in a manifold 44
in Euclidean space 20
on a surface 34

background radiation 185
basis

change of 23-25,243,246,249
dual 11,13,31 ,46-49,245
natural 10,13,31 ,46-49

bending of light 5,146-149
Bianchi identity 103
black holes 124, 142, 152-156
blackbody radiation 185
blueshift 133--135
boost 51,214 -216,226,231

Cartesian
coordinates 7
line element 20,212

causal problem 202
centrifugal force 55,92-93
charge density see density, charge
Christoffel symbols 70

coderivative see covariant differentia­
tion

components
contravariant 14,48
covariant 14,48
of a tensor 29,38-43,248
of a vector 10, 13,36,243,246

Compton effect 224-225
configuration space 37
connection

Chinese 233-240
coefficients 58, 69-70
transformation formula 69, 71

conservation of energy and momentum
224

continuity equation 99, 100, 188
continuum, spacetime see spacetime
contraction

Lorentz 218-219
of tensors 40

contravariant
tensor (tensor of type (r,O)) 38,250
vector 36,38,245

coordinate
curve 8
cyclic 61
ignorable 61
speed 129,139, 143
surface 8
systems

in a manifold 35, 252
in Euclidean space 7-13

velocity 98, 222



34
82-85,97

53-55

288 Index

coordinates
Cartesian 7
cylindrical 12,25-26,93
ellipsoidal 49
geodesic see geodesic coordinates
paraboloidal 11-12
spherical 8-10,20, 25-26, 79, 90

Coriolis force 55, 89, 92-93
cosmological

constant 201
principle 185

cosmology 183-207
covariance, principle of general 4
covariant

differentiation 75-77
tensor (tensor of type (0, s)) 38,250
vector 36,38,245

curl 94
current 4-vector 229
curvature

of a surface
of spacetime
on an apple
scalar 104
tensor 102-105,107,111

cyclic identity 103
cylindrical coordinates see coordi­

nates, cylindrical

d' Alembertian 172,229
deceleration parameter 190,192
deflection of light see bending of light
density

charge 228, 229
critical 190, 192
mass 98,230

derivative
absolute see absolute differentiation
covariant see covariant differentia­

tion
distance in Schwarzschild geometry

125-127
divergence 78
Doppler effect 226-228

transverse 227
dual space 47,244-247
dummy suffixes 14

Eddington-Finkelstein coordinates
153-155

Einstein
cosmological models 200-203
summation convention 14
tensor 104

electric charge density see density,
charge

electromagnetic
field tensor 229, 230
potential 229

elevator
freely falling 2

energy
and mass 222-224
conservation in Schwarzschild solution

137
kinetic 224
rest 224

energy-momentum
4-vector see momentum 4-vector
tensor see stress tensor

equation of motion
of a fluid 99-101, 188,204
of a particle 3,83-84, 86, 136-144,

223
equivalence principle 1-4
ergosphere 166
Euler equation for a fluid 100
Euler-Lagrange equations for geodesics

60-63,95
event 82,211

horizon see horizon, event
expansion of universe 191,201,205

falling particle 137-139
field equations

compared with Poisson's equation
115-116

Einstein's 112-114
Robertson-Walker 187-189
Schwarzschild's 117-118

flatness 103
flatness problem 202
fluids 97-102,183
force

4-vector 84, 223
centrifugal see centrifugal force
Coriolis see Coriolis force



Lorentz 230
4-vectors 97-98,222-226,229
Friedmann

equation 188
models 189-192

Galilean transformation 216, 230
Galileo 1
gauge

condition, Lorentz 172, 228
transformation 171-173,228
TT 175

geodesic 56-64
and Newton's laws 86
coordinates 79-81
deviation 54, 110-113, 182
effect 5,149-152
equation of 58, 84
postulate 84

gradient vectors 11,21-22,37
gravitational

mass 1
radiation 169-182
redshift 5,131-135

gravitons 170
Gravity Probe B see gyroscope

experiment
gyroscope experiment 5, 152, 162

homogeneity of space 184, 185
horizon

event 155-156,162-166
particle 199-200
problem 202

Hubble's
constant 185,189,192,196,206
law 185,193-196

hydrodynamical equations 99-101
hypotheses

of general relativity 2,4,84
of special relativity 211-213

impossibility of transforming away
gravity 3, 158

inertia tensor 51
inertial

frame dragging 161
frame of reference 211
mass 1

Index 289

inflation 203
inner product

in special relativity 213
on a manifold 43

interval 45,212
invariant quantities 212, 213
isotropic coordinates 120,157
isotropy of space 184, 185

Kepler 's third law 139
Kerr solution 158-166

Boyer-Lindquist coordinates 159
Kerr-Schild coordinates 164

Kronecker
delta 14, 18, 19
tensor 40, 78

Kruskal coordinates 157-158

Lagrangian for geodesics 60
Laplacian 115
Leibniz rule 73
length

in special relativity 218-219
near a massive object 124-129
of a curve 20,34, 44
of a vector 44,45

light
bending see bending of light
cone see null cone
ray, path of 142-144,146-149

line element
in a manifold 45
in Euclidean space 20
Kerr

in Boyer-Lindquist coordinates
159

of a cone 94
of a rotating system 91
of special relativity 213
on a surface 34
Robertson-Walker 61,186
Schwarzschild 89, 118, 124

in Eddington-Finkelstein coordi­
nates 153

in isotropic coordinates 120, 157
in Kruskal coordinates 158

static spherically symmetric 95, 116
Lorentz

force 230



neutron star 146
Newto n's

bucket 158
law of universal gravitation 89-90
laws of motion 86-87, 211, 223

Newto nian
cosmology 203-206
falling particle 139
geodesic deviation 114
orbit 139, 144, 167
potential 89,90,112,11 5

not ation 6, 13-19,24,35,42,76, 97,

manifolds 35-37, 251- 254
mass

and energy see energy and mass
cont rol knob 123
gravitat iona l see grav itationa l mass
inertial see inertial mass

matrix methods 16-1 8, 25-26
Maxwell's equat ions 83, 228-229
Mercury, perihelion of 5, 146
metric tensor

differentiation 77-78
for a sphere 64,66,119
in Euclidean space 27
in special relativity 212
on a manifold 41,43-46
on a surface 32
Schwarzschild 118

missing matter 192
moment of inertia 181
moment um 222-226

4-vector 98, 222

290 Index

gauge condit ion
transformat ion

lowering suffixes

172,228
214-216,226

42-43

of photons 142
ord er of a tensor see rank of tensor
orthogonality 44

parallel t ransport 64- 71
and curvature 105-110
for geodesic effect 149-1 52
on a sph ere 66- 67,108-110,240
with Lanchester 's t ransporter

233-240
parallelism 65
parametric curves 30
particle

horizon 199-200
motion near a massive object

136-144 .
perihelion advance 5,137,144-146
photons, moti on near a massive object

142-144
Poincare transform ation 214
Poisson 's equat ion 112,11 5-116
polarization

elect romagnet ic waves 175-176
gravitational waves 173, 178

potential
elect romagnet ic 172, 175, 229
Newtonian 87-89

preferred coordinates 4
principle

of genera l covariance 4
principle of equivalence see equiva­

lence principle
product

dyad 48
tensor 39, 48,247-250

proper time 3, 83- 84, 98 127 129-131
136, 186, 213, 218 " ,

pulsar 146

243
null

cone 85, 154, 219- 221
coordinate 116
curve 45
geodesic 59,85
vector 44, 45,85,220

Olbers' paradox 184
orbits

of par ticles 137, 139-1 42

quadrupole radiation 170
quotient theorem 38-39, 102

radar sounding 5,129-131
radiation

background 185
blackbody 185
from a dumbbell 180-1 81
gravitationa l 169-1 82
power 181, 182
quadrupole 170



30-32
46-48,254-256
9,19-21,30,37,46,254-255

radius
of orbit 139, 142
Schwarzschild 152

raising suffixes 42-43
rank of a tensor 38, 250
redshift

cosmological 184, 185, 192-201
in Schwarzschild solution 131-135
infinite 152, 162-166
objects with large 196-200

Ricci tensor 104-105, 113
Riemann tensor see curvature tensor
Riemannian manifold 44
Robertson-Walker line element see

line element , Robertson-Walker
rotating reference system 90-93

scalar 241
as type (0,0) tensor 38,250
field 21-22,37
multiplication 39

Schwarzschild
radius 152
solution 89, 116-119, 123-168

second moment of mass distribution
170,180

simultaneity 217-218,222
space

3-dimensional 124,186,211
configuration 37
dual see dual space

spacelike
coordinate 116
vector 45,85,220

spacetime
curved 3,53-56,82-85
diagram 132,133,141,143,154,156,

219-222
flat 55,82-83,211 -212

spectral shift 5,131 -135
speed

angular 151
greater than c 196-200
of gravitational waves 173
of light

in flat spacetime 211
in gravitational field 129

spherical coordinates see coordinates,
spherical

Index 291

stationary limit 164-166
straightest path 53
straightness 56
stress tensor 115

for a charged fluid 119
for a perfect fluid 99, 183
for dust 119
for fluids 97-102
in elasticity 27-30

suffix notation 13-19
surfaces 30-35

tachyons 85,220
tangent

plane
space
vector

tensor
components 38-43,248
fields 38-43,251,256-257
metric see metric tensor
mixed 38
product 39,48,247-250
skew-symmetric 41
symmetric 41

tensors
and differentiation 71-79
associated 42
contraction of 40
defined 38,249
in Euclidean space 27-30

test particle 86
time

coordinate 2,98, 124-129, 131
cosmic 186
delay near massive object 5,

129-131
dilation 218
Newtonian 211
proper see proper time

timelike
coordinate 116
geodesic 85
vector 45,85,220

total energy of universe 205
transformation

Galilean see Galilean transforma­
tion

gauge see gauge transformation
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Lorentz see Lorent z, transformation
of components 23-27,29,3 8-41 ,

243,246,249,250
of connect ion coefficient s 69, 71
Poincare 214

TT gauge 175

unit vector 44
universe

prop erties of 183-1 85

vector space 47,241- 244
vectors

in Euclidean space 10-13
on a manifold 36-37
using suffix notation 13-1 5

velocity
coordinat e see coord inate velocity
world 98, 220

wave
4-vector 173,223
equat ion 173, 229

world
line 213, 221
velocity see velocity, world
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