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Human Emotions

Humans are the most emotional animals on earth. Almost every aspect of
human cognition, behavior, and social organization is driven by emotions.
Emotions are the force behind social commitments to others in face-to-face
interactions and groups. But they are much more; they are also the driving
force responsible for the formation of social structures, and conversely, they
are the fuel driving collective actions that tear down social structures and
transform cultures.

Because emotions are so central to human affairs, it should be possible to
develop a general theory explaining why particular emotions are aroused in
individuals and groups of individuals, with particular attention to the con-
sequences of emotions for social relations and larger sociocultural patterns
in societies. As a general theory diverse manifestations of emotions can be
explained; emotions drive, for example, the friendships that people develop
with each other, the commitments they make to social structures, or the acts
of terrorism that are designed to strike collective fear. There is a common set
of forces that can be theorized and, hence, that can explain all dimensions of
emotions in human affairs. The goal of Human Emotions is to begin the
process of developing a general theory that can be tested with data from
diverse sources, ranging from the experimental laboratory through case
studies in natural settings to historical accounts of how emotions affect key
historical events.

This book is essential reading for undergraduate and postgraduate
students researching sociology of emotions, social psychology, and con-
temporary social theory and is also relevant for students and researchers
working in the fields of psychology and cultural studies.

Jonathan H. Turner is Distinguished Professor of Sociology at the
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Preface

This book represents the culmination of thinking that began when I was an
undergraduate at the Riverside and Santa Barbara branches of the University
of California. I began as a psychology major at UC Riverside because
I wanted to become a clinical psychologist. After a year of running rats in
the laboratory, I began to have doubts that the discipline of psychology was
right for me, and when I transferred to Santa Barbara, I fell under the spell of
Tamotsu Shibutani in his social psychology class. At last, here was a discip-
line that studied the relationship among emotions, social structure, and cul-
ture. During my undergraduate years at Santa Barbara, I read widely in a
special program for students who planned to become college instructors;
and over a several-year period, I read not only George Herbert Mead, who
had little to say about emotions, and Charles Horton Cooley, who had more
to say, but I also read Freud and many more contemporary psychiatrists such
as Harry Stack Sullivan. Even though my major area in graduate school at
Cornell was social psychology, my heart was in theory; and moreover,
I became fascinated by macro-level social processes during my three years at
Cornell. Thus, for two decades I was a dedicated theorist with mostly macro
interests, but that was to change in the late 1980s when, under the influence
of my then colleague at Riverside, Randall Collins, I was re-introduced
to the topic of emotions which once again sparked my interest in psych-
ology and sociology. I was never quite happy with Collins’s notion of “emo-
tional energy,” not because it was wrong but because it seemed incomplete.
While the positive or negative valence of emotional energy is critical, the
dynamics of specific emotions are also important in theorizing about human
emotions.

As I moved back into the study of emotions in particular, and inter-
personal processes more generally, I brought with me my early training in
the psychoanalytic tradition – a training that was reinforced not only by
Shibutani but others, such as Talcott Parsons, who also used ideas from this
tradition. In my view, the standard symbolic interactionist model – for all of
its other strengths – does not adequately address powerful emotions that are
often repressed and transformed into new kinds of emotions. The standard
approach is too cognitive, too gestalt-based. Emotions about self are



powerful, and if sociocultural conditions generate intense negative feelings,
repression and other defense mechanisms change the emotional dynamics.
These changes, in turn, have different effects on meso- and, potentially,
macro-level social structures. Thus, a sociological theory of emotions must
explain how emotions are generated under sociocultural conditions operat-
ing at micro-, meso-, and macro-level levels of social reality, how these
emotions target self, others, and structures at each level of social reality, how
these emotions can, when negative, be transmuted by the operation of
defense mechanisms, and how the emerging emotions come back and have
effects on the very sociocultural conditions that generated them. The theory
developed in these pages tries to address all of these issues.

Along the way over the last fifteen years, I increasingly realized that a
theory of emotions must also address the biology of emotions. Indeed,
I became fascinated with the brain and how emotions are generated by
various subcortical systems in the brain; and the more I studied the brain,
the more I wanted to understand the selection pressures that wired the
human brain for emotions during the course of hominid and human evolu-
tion. Indeed, I became so fascinated that I wrote a book on the topic
(Turner, 2000a).

While I became for a time somewhat obsessed with the evolution of
emotions, I was still working away on a more purely sociological theory, one
that emphasized the sociocultural conditions that activate these brain sys-
tems to produce specific emotions in face-to-face encounters, with an eye
to understanding how variations in emotional arousal in encounters have
effects on different levels of social structure and culture. I brought with me –
to my critics’ dismay – both my interest in the biology of emotions and the
psychoanalytic emphasis on repression as a key force. And so, the theory that
appears in these pages is a composite not only of various lines of purely
sociological thinking but also of ideas from other intellectual traditions that,
I believe, are important and that, too often, are ignored or underemphasized
by sociologists.

The theory that emerges in chapters 4, 5, 6, 7, and 8 is collapsed with
some pushing and shoving into seventeen abstract principles (for a pre-
view, they are summarized in Chapter 9), but there are many dozens of
additional hypotheses offered throughout the book. I have also brought to
this analysis of emotions the general conceptual scheme that I now use to
analyze all sociological phenomena; and while this scheme is about as min-
imal as it can be, the propositions only make sense by understanding some
of the vocabulary and concepts in this scheme, which is summarized in
Chapter 3.

I have written the book so that the topic of biology can be ignored, if the
reader so desires. All that is necessary is to skip Chapter 2 where the evo-
lutionary story of why humans became so emotional is told and where, in
the appendix to this chapter, the basic neuroanatomy of emotional arousal in
humans is summarized. Thus, the theory that I develop is purely sociological,

Preface xi



but I place it in a broader context provided by evolutionary biology. This
theory is still a work in progress, but it is now sufficiently developed that
I feel it is time to let others see it and make suggestions for how I can
improve upon the principles developed in these pages.

Jonathan H. Turner
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1 Human emotions

Humans are, to say the least, highly emotional animals. We love and hate; we
fall into suicidal depressions or experience moments of joy and ecstasy; we
feel shame, guilt, and alienation; we are righteous; we seek vengeance.
Indeed, as distinctive as capacities for language and culture make us, humans
are also unique in their propensity to be so emotional. Other animals can, of
course, be highly emotional, but during the course of hominid and human
evolution, natural selection rewired our ancestors’ neuroanatomy to make
Homo sapiens more emotional than any other animal on earth. Humans can
emit and interpret a wide array of emotional states; and in fact, a moment of
thought reveals that emotions are used to forge social bonds, to create and
sustain commitments to social structures and cultures, and to tear socio-
cultural creations down. Just about every dimension of society is thus held
together or ripped apart by emotional arousal.

These observations seem so obvious that it is amazing that for most of
sociology’s history as a discipline, the topic of emotions was hardly men-
tioned. In recent decades, however, theory and research on emotions have
accelerated in sociology and now represent one of the leading edges of
inquiry in the discipline (see Turner and Stets, 2005; Stets and Turner, 2006,
2007 for reviews). There are now many theories, supported by research
findings, that seek to explain emotional dynamics; and my goal in this book
is to present yet another theory, although my approach attempts to integrate
existing theories and research findings into a more global analysis of human
emotionality.

What are emotions?

Surprisingly, a definition of our topic is elusive. Terms such as affect, senti-
ment, feeling, mood, expressiveness, and emotion are sometimes used inter-
changeably and at other times, to denote a specific affective state. For my
purposes, the core concept is emotion, with other terms denoting varying
aspects of emotions. What I propose, then, is a theory of human emotional
arousal that seeks to provide answers to one fundamental, though com-
plex, question: What sociocultural conditions arouse what emotions to what effects on



human behavior, interaction, and social organization? Clearly, this one question is
really a number of separate questions, each of which will be given a pro-
visional answer in a series of abstract principles (see Chapter 9 for a sum-
mary). Still, I have not clearly defined by topic – emotions – nor will I be
able to offer a general definition because depending upon the vantage point,
the definition will vary. From a biological perspective, emotions involve
changes in body systems – autonomic nervous system (ANS), musculo-
skeletal system, endocrine system, and neurotransmitter and neuroactive
peptide systems – that mobilize and dispose an organism to behave in par-
ticular ways (Turner, 1996a, 1999a, and 2000a; as well as the appendix to
Chapter 2). From a cognitive perspective, emotions are conscious feelings
about self and objects in the environment. From a cultural perspective,
emotions are the words and labels that humans give to particular physio-
logical states of arousal. As Figure 1.1 outlines, Peggy Thoits (1990) sought
to get around this vagueness by isolating four elements of emotions: situ-
ational cues, physiological changes, cultural labels for these changes, and
expressive gestures. All of these are interrelated, mutually influencing each
other, but simply denoting “elements” of emotions does not really provide a
clear definition of our topic. For the present, then, a precise definition will
have to elude us. We can get a better sense for the topic by outlining the
varieties and types of emotions that are aroused among humans and that, as a
consequence, lead them to think and act in particular ways.

Primary emotions

Primary emotions are those states of affective arousal that are presumed to
be hard-wired in human neuroanatomy. There are several candidates for

Figure 1.1 Thoits’s elements of emotions.
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such primary emotions, as outlined in Table 1.1 where the lists of primary
emotions posited by researchers from diverse disciplines are summarized
(Turner, 2000a:68–9). Despite somewhat different labels, there is clear con-
sensus that anger, fear, sadness, and happiness are primary; and indeed,
humans probably inherited these not only from our primate ancestors but
from all mammals as well. Disgust and surprise can be found on many lists,
and we might consider these as primary as well. Shame and guilt can be
found on several lists but, as I will argue shortly, these are not primary but,
instead, elaborations of primary emotions. Other emotions like interest,
anticipation, curiosity, boredom, and expectancy are less likely to be pri-
mary, and in fact, they may not even be emotions at all but, rather, cognitive
states.

Humans have the capacity to arouse primary emotions at varying levels of
intensity, from low- through medium- to high-intensity states. Table 1.2
summarizes my conceptualization of four primary emotions and their vary-
ing levels of intensity. As I will argue in Chapter 2, natural selection prob-
ably worked on the neuroanatomy of hominids and humans to increase the
range of expression of these primary emotions. With this wider range, it
becomes possible to expand further the subtlety and complexity of emo-
tional feelings and expressions which, in turn, increase the attunement of
individuals to each other. The terms in Table 1.2 are, of course, cultural
labels and, as such, are part of an emotion culture, but in my view, these
linguistic labels for variations in primary emotions are a surface manifestation
of a basic neurological capacity. They are a kind of emotional superstructure
to an underlying biological substructure; and what is true of variations in
primary emotions is doubly true for combinations of these emotions.

Elaborations of primary emotions

First-order elaborations of primary emotions

At some point in hominid and human evolution, natural selection worked
on our ancestors’ neuroanatomy to create a new level of emotionality: the
capacity to combine primary emotions. Plutchik (1962, 1980) was one of the
first researchers to posit a way to conceptualize how emotions are “mixed”
to produce new emotions. For Plutchik, primary emotions are much like
primary colors and can be conceptualized on an “emotion wheel,” with the
mixing of relatively few primary emotions generating many new kinds of
emotions. The basic elements of his scheme are portrayed in Figure 1.2. 

When emotions are combined, new kinds of emotions appear, just like
mixing primary colors. I prefer to conceptualize this “mixing” as elabor-
ations. Just how this elaboration is done neurologically is not so clear, but it
probably involves the simultaneous activation of primary emotion centers in
the subcortical parts of the brain in ways that produce new kinds of more
complex emotions. In my conceptualization, a first-order elaboration of

Human emotions 3



Ta
bl

e 
1.

1
R

ep
re

se
nt

at
iv

e 
ex

am
pl

es
 o

f s
ta

te
m

en
ts

 o
n 

pr
im

ar
y 

em
ot

io
ns

Jo
hn

so
n-

L
ai

rd
/O

at
le

y
(1

99
2)

E
m

de
(1

98
0)

Pa
nk

se
pp

(1
98

2)
Sr

ou
fe

(1
97

9)
Tu

rn
er

(1
99

6a
)

Tr
ev

ar
th

en
(1

98
4)

A
rn

ol
d

(1
96

0)
O

sg
oo

d
(1

96
6)

D
ar

w
in

(1
87

2)
Iz

ar
d

(1
97

7,
19

92
b)

ha
pp

in
es

s
jo

y
pl

ea
su

re
ha

pp
in

es
s

ha
pp

in
es

s
jo

y
qu

ie
t

pl
ea

su
re

pl
ea

su
re

jo
y

aff
ec

tio
n

en
jo

ym
en

t

fe
ar

fe
ar

fe
ar

pa
ni

c
fe

ar
fe

ar
fe

ar
fi
gh

t
fe

ar
an

xi
et

y
te

rr
or

fe
ar

an
ge

r
an

ge
r

ra
ge

an
ge

r
an

ge
r

an
ge

r
fi
gh

t
de

fe
ns

iv
e

ag
gr

es
sio

n

an
ge

r
an

ge
r

an
ge

r
co

nt
em

pt

sa
dn

es
s

sa
dn

es
s

so
rr

ow
lo

ne
lin

es
s

gr
ie

f

sa
dn

es
s

su
rp

ri
se

sa
dn

es
s

so
rr

ow

su
rp

ri
se

am
az

em
en

t
as

to
ni

sh
m

en
t

su
rp

ri
se

di
sg

us
t

di
sg

us
t

di
sg

us
t

di
sg

us
t

sh
am

e
sh

yn
es

s
sh

am
e

sh
yn

es
s

di
st

re
ss

di
st

re
ss

gu
ilt

gu
ilt

in
te

re
st

ex
pe

ct
an

cy
ap

pr
oa

ch
in

te
re

st
ex

pe
ct

an
cy

in
te

re
st

pa
in

in
hi

bi
tio

n
bo

re
do

m



E
km

an
(1

98
4)

E
ps

te
in

(1
98

4)
A

rie
ti

(1
97

0)
Fr

om
m

el
/

O
’B

rie
n

Pl
ut

ch
ik

(1
98

0)
Sc

ot
t

(1
98

0)
Fe

hr
/R

us
se

ll
(1

98
4)

G
ra

y
(1

98
2)

K
em

pe
r

(1
98

7)
M

al
at

es
ta

/
H

av
ila

nd
(1

98
2)

(1
98

2)

ha
pp

in
es

s
jo

y
lo

ve
sa

tis
fa

ct
io

n
jo

y
el

at
io

n
sa

tis
fa

ct
io

n

jo
y

pl
ea

su
re

lo
ve

ha
pp

in
es

s
lo

ve
ho

pe
sa

tis
fa

ct
io

n
jo

y

fe
ar

fe
ar

fe
ar

te
ns

io
n

fe
ar

fe
ar

fe
ar

an
xi

et
y

fe
ar

an
xi

et
y

fe
ar

fe
ar

an
ge

r
an

ge
r

ra
ge

an
ge

r
an

ge
r

an
ge

r
an

ge
r

an
ge

r
an

ge
r

an
ge

r
sa

dn
es

s
sa

dn
es

s
un

pl
ea

su
re

gr
ie

f
re

sig
na

tio
n

sa
dn

es
s

lo
ne

lin
es

s
sa

dn
es

s
sa

dn
es

s
de

pr
es

sio
n

sa
dn

es
s

su
rp

ri
se

sh
oc

k
su

rp
ri

se
di

sg
us

t
di

sg
us

t

an
tic

ip
at

io
n

cu
ri

os
ity

in
te

re
st

ap
pe

tit
e

pa
in

ac
ce

pt
an

ce
br

ow
nfl

as
h

kn
itb

ro
w



Fi
gu

re
1.

2
Pl

ut
ch

ik
’s 

m
od

el
 o

f e
m

ot
io

ns
.

N
ot

e
Pr

im
ar

y,
 s

ec
on

da
ry

, a
nd

 t
er

tia
ry

 e
m

ot
io

ns
 a

re
 c

re
at

ed
 b

y 
“m

ix
es

” 
of

 e
m

ot
io

ns
 a

t 
va

ry
in

g 
di

st
an

ce
s 

fr
om

 e
ac

h 
ot

he
r 

on
 t

he
 w

he
el

 a
bo

ve
. A

 p
ri

m
ar

y 
em

ot
io

n 
is 

ge
ne

ra
te

d 
by

m
ix

in
g 

em
ot

io
ns

 th
at

 a
re

 a
dj

ac
en

t t
o 

ea
ch

 o
th

er
, a

 se
co

nd
ar

y 
by

 e
m

ot
io

ns
 o

nc
e 

re
m

ov
ed

 o
n 

th
e 

w
he

el
, a

nd
 a

 te
rt

ia
ry

 b
y 

em
ot

io
ns

 a
t l

ea
st

 tw
ic

e 
re

m
ov

ed
 o

n 
th

e 
w

he
el

.



primary emotions involves a greater amount of one primary emotion
“mixed” with a lesser amount of another primary emotion (in some
unknown neurological way). The result is a new emotion that can further
refine individuals’ emotional feelings, expressions, and attunement.

Table 1.3 outlines the first-order elaborations for the four primary emo-
tions outlined in Table 1.2 (Turner, 1996a, 1999a, 2000a). Thus, for example,
a greater amount of satisfaction-happiness combined with a lesser amount

Table 1.2 Variants of primary emotions

Low intensity Moderate intensity High intensity

satisfaction-happiness content
sanguine
serenity
gratified

cheerful
buoyant
friendly
amiable
enjoyment

joy
bliss
rapture
jubilant
gaiety
elation
delight
thrilled
exhilarated

aversion-fear concern
hesitant
reluctance
shyness

misgivings
trepidation
anxiety
scared
alarmed
unnerved
panic

terror
horror
high anxiety

assertion-anger annoyed
agitated
irritated
vexed
perturbed
nettled
rankled
piqued

displeased
frustrated
belligerent
contentious
hostility
ire
animosity
offended
consternation

dislike
loathing
disgust
hate
despise
detest
hatred
seething
wrath
furious
inflamed
incensed
outrage

disappointment-sadness discouraged
downcast
dispirited

dismayed
disheartened
glum
resigned
gloomy
woeful
pained
dejected

sorrow
heartsick
despondent
anguished
crestfallen

Source: data from Turner, 1999a, b.
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of aversion-fear generates new emotions like wonder, hopeful, relief, grati-
tude, and pride (see top of Table 1.3), or a greater amount of aversion-fear
mixed with a lesser amount of satisfaction-happiness generates emotions
like awe, veneration, and reverence. Similar kinds of new emotions appear
for all of the other combinations of primary emotions.

As I will argue in the next chapter, natural selection hit upon this solution
to enhancing emotionality for two critical reasons. First, as evolved apes,
humans do not have strong herding, pack, pod, or group “instincts” or
behavioral propensities; tight-knit groups are not natural social formations
for an ape (for monkeys, to be sure, but not apes; see Maryanski and Turner,
1992; Turner and Maryanski, 2005). Hence, by increasing hominids’ and
then humans’ emotionality, a new way to generate stronger social bonds
became possible; and once emotions proved to be a successful adaptation,
natural selection continued to enhance this capacity.

Second, three of the four primary emotions are decidedly negative and
work against increased social solidarity (and, if we add other primary emo-
tions from the list in Table 1.1, the proportion of negative primary emotions
only increases). Fear, anger, and sadness are not, by themselves, emotions that

Table 1.3 First-order elaborations of primary emotions

Primary emotions First-order elaborations

satisfaction-happiness
satisfaction-happiness + aversion-fear → wonder, hopeful, relief, gratitude,

pride, reverence
satisfaction-happiness + assertion-anger → vengeance, appeased, calmed,

soothed, relish, triumphant, bemused
satisfaction-happiness + disappointment-
sadness

→ nostalgia, yearning, hope

aversion-fear
aversion-fear + satisfaction-happiness → awe, reverence, veneration
aversion-fear + assertion-anger → revulsed, repulsed, antagonism,

dislike, envy
aversion-fear + disappointment-sadness → dread, wariness
assertion-anger
assertion-anger + satisfaction-happiness → condescension, mollified, rudeness,

placated, righteousness
assertion-anger + aversion-fear → abhorrence, jealousy, suspiciousness
assertion-anger + disappointment-sadness → bitterness, depression, betrayed
disappointment-sadness
disappointment-sadness + satisfaction-
happiness

→ acceptance, moroseness, solace,
melancholy

disappointment-sadness + aversion-fear → regret, forlornness, remorseful,
misery

disappointment-sadness + assertion-anger → aggrieved, discontent, dissatisfied,
unfulfilled, boredom, grief, envy,
sullenness

8 Human emotions



bind individuals together; and so, if emotions were to be used to forge social
bonds among hominids and eventually humans, the roadblock presented by
a bias of emotions toward the negative had to be overcome (Turner, 2000a).
One “solution” hit upon by natural selection was to combine negative
emotions with satisfaction-happiness to produce emotions that could work
to create tighter-knit social bonds. For instance, wonder, hopeful, relief,
gratitude, pride, appeased, calmed, soothed, relish, triumphant, bemused,
nostalgia, hope, yearning, awe, reverence, veneration, placated, mollified,
acceptance, and solace can all potentially forge social bonds and mitigate the
dis-associative power in the negative emotions. However, other more dan-
gerous emotions such as vengeance and righteousness are also generated by
combinations of anger and happiness; and these emotions can fuel violence
and disruption of social bonds. Another solution to the predominance of
negative primary emotions was for natural selection to work on the neuro-
anatomy of hominids and humans to combine two negative primary
emotions in ways that reduce the “negativity” of each of the two emotions
alone and, as a result, produce new emotions that are less volatile. Still, as
the combinations of two negative emotions in Table 1.3 reveal, many of
these new kinds of emotions are also highly negative, although some call
attention to another’s plight. For example, dissatisfied, sullenness, forlorn-
ness, remorseful, and melancholy are generated by disappointment-sadness
combined with a lesser amount of fear or anger, and, perhaps, these emo-
tions would encourage supportive behaviors to re-establish social bonds.
Other combinations can be used to sanction negatively those who have
broken social bonds and/or violated the moral order, thus turning a negative
combination into an emotional response that has some potential for re-
establishing the social order. Yet, many of these emotions such as wariness,
envy, repulsed, antagonism, bitterness, betrayal, jealousy, suspiciousness, and
aggrieved can also work to disrupt bonds.

Second-order elaborations of primary emotions

First-order emotions alone, then, could not fully mitigate against the power
of negative emotions to disrupt the social order, and so I believe that natural
selection further rewired the human neuroanatomy (and perhaps our
immediate hominid ancestor’s) to generate what I term second-order elab-
orations that are a mix of all three negative emotions (Turner, 2000a). As
Table 1.4 outlines, I see shame, guilt, and alienation as combinations of the
three negative emotions. The dominant emotion is disappointment-sadness,
with lesser amounts of anger and fear in different proportions. Shame is an
emotion that makes self feel small and unworthy; and it generally emerges
when a person feels that he or she has not behaved competently or met
social norms for expected behaviors. Shame is mostly disappointment-
sadness at self, followed in order of magnitude by anger at self, and fear about
the consequences to self of incompetent behaviors. Shame is a powerful
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emotion for social control because it is so devastating, with the result that
people try to avoid behaving incompetently and violating norms. Thus,
shame operates to sustain patterns of social organization and gives negative
sanctions “teeth” because such sanctions activate shame, thereby motivating
individuals to change their behaviors.

However, shame is so negative that it often activates defense mechanisms
and repression (see Chapter 4), with the result that the repressed emotions
transmute into one or more of their constituent emotions – most often anger
(Tangney et al., 1992) but at times deep sadness and high anxiety or fear.
These transmutations of shame can, in turn, disrupt social bonds. Still, with
shame as an emotional response, people will generally monitor their own
behaviors and act in ways to avoid experiencing such devastation to self.

Guilt is an emotion that combines disappointment-sadness with fear
about the consequences to self and anger at self for violating moral codes.
Unlike shame, guilt tends to be confined to specific actions and, unless
chronic, does not attack a person’s whole self (Tangney and Dearing, 2002;
Tangney et al., 1996a, b, 1998). People see that they have committed a
“moral wrong” and are generally motivated to change their behavior so as
to avoid experiencing guilt (Turner and Stets, 2005). Yet, if guilt is chronic
and is activated in violation of powerful moral codes, such as the incest
taboo, it too may be repressed, thereby making it more likely that one of its
constituent primary emotions will surface – typically in the case of guilt,
intense fear and anxiety but also depression. Still, guilt like shame mitigates
the power of each of the three negative emotions from which it is built and,
in fact, creates an emotion that makes people aware of moral codes and
willing to abide by them in order to avoid experiencing guilt.

Alienation is the third of these second-order elaborations and is, once
again, mostly disappointment-sadness, anger at a situation or social structure,
and fear about the consequences of not meeting expectations in this struc-
ture. Alienation does not promote high sociality, but it does transform nega-
tive emotions into a withdrawal response, reducing the level of commitment
to, and willingness to participate in, social structures. Such an emotion does

Table 1.4 The structure of second-order emotions: shame, guilt, and alienation

Emotion Rank-ordering of constituent primary emotions

1 2 3

shame disappointment-sadness
(at self)

assertion-anger (at self) aversion-fear (at
consequences for self)

guilt disappointment-sadness
(at self)

aversion-fear (at
consequences for self)

assertion-anger (at self)

alienation disappointment-sadness
(at self, others, situation)

assertion-anger (at
others, situation)

aversion-fear (at
consequences for self)

10 Human emotions



not promote solidarity, to be sure, but it does reduce the disruptive power of
anger and, hence, is less disruptive than anger alone. Alienation is, as we will
see, an important emotion in understanding how commitments to social
structures and cultural codes are lowered.

Just when hominids could experience shame, guilt, and alienation is
impossible to know. The evidence suggests that chimpanzees, with which
we share 99 percent of our genes, do not experience guilt and shame as
humans do (Boehm, n.d.(a)), and so these emotions may be relatively late
evolutionary arrivals and, hence, may be uniquely human. These are particu-
larly important emotional capacities for several reasons. First, as noted above,
they mitigate against the power of any one of the three negative emotions to
disrupt social relations and, in fact, transform these negative emotions in
ways which, if not repressed, increase social solidarity. Second, they cause
individuals to self-monitor and self-sanction themselves when they behave
inappropriately and/or violate moral codes. Third, they operate as a motive
force behind individuals’ efforts to repair breaches of social relations or
violations of moral codes. And, fourth, they plug individuals into the culture
of groups – its norms and its moral codes – and thereby provide the emo-
tional energy behind efforts to conform to these moral codes. Without
shame and guilt, social control would be difficult for a weak-tie primate, but
once shame and guilt emerge as emotional responses, individuals become
more attuned to each other, to the demands of social structures, and to the
dictates of culture (Turner, 2000a). Indeed, without guilt and shame, human
sociopaths would be far more common, and the viability of social structure
and culture to control human behavior would be reduced.

By reading across and down Tables 1.2, 1.3, and 1.4, the words denote the
range of human emotions.1 While we cannot precisely define what an
emotion is, at least in generic terms, we can be highly specific about the
affective states that are aroused by human neuroanatomy. Humans can
experience this complex of approximately one hundred emotions with rela-
tive ease. If you doubt this, turn off the sound on a movie or television drama
and, in most cases, you will be able to read the emotions expressed in face as
well as body countenance, movement, and juxtaposition to keep track of the
story line. If you add to this the inflections, fillers, and pitch of voice (as
would be the case if you watched a movie in a language that you did not
know), you would do even better in understanding what was going on. As I
will argue in Chapter 2, the first hominid language was that of emotions.
Emotions reveal both phonemes and syntax, and like a spoken language, the
“language of emotions” unfolds in terms of phonemes strung together by a
grammar. Some of this grammar is hard-wired because certain emotional
expressions seem universal, particularly those marking primary emotions

1 For other classifications of the range and ndiversity of emotions by sociologisdts, see: Kemper (1987)
and Thamm (1992, 2004, 2006).
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(Ekman, 1973a, b, 1982, 1992a, b, c; Ekman and Friesen, 1975; Ekman et al.,
1972). Once we move to first-order and second-order elaborations, however,
culture probably has a greater effect on the expression of emotions, just as it
does for spoken language (since the vocabulary and grammar of languages
differ). Yet, the earlier and more primal “language of emotions” is hard-
wired. We learn the language of emotions long before spoken language, and
like spoken language, humans learn it within a window of neurological
opportunity that passes by the age of 11 or 12. Once this window is closed,
individuals will have difficulty reading the emotions of others or expressing
their states of physiological arousal through auditory or body language.

Explaining human emotional responses

The study of the biology behind human emotions provides a means for
exploring topics that are of interest to most sociologists – that is, the effects
of culture and social structure on emotions and cognitions as these affect
behavior and interaction among individuals (and, by extension, social struc-
ture and culture). Sociologists have an almost primal fear response to efforts
seeking to bring biology into sociological explanations, soon followed by an
anger response at those who would be willing to incorporate biology into
sociology. The fear goes back to purported “racism” of earlier efforts to talk
about biology and to misguided views that incorporating biology into soci-
ology is inherently reductionist and would, therefore, reduce sociology to
psychology or biology.

It is possible, of course, to explain emotions in purely sociological terms –
that is, by emphasizing the relationships among interaction, social structure,
culture, and emotions – but this analysis misses an important dynamic: the
biological dimension of emotions. The Standard Social Science Model, as
proposed by John Tooby and Leda Cosmides (1992), goes something like
this: human behaviors are learned and hence are not innate; the biology of
the brain endows humans with the capacity for culture which, more than
anything else, determines behaviors; the human genome does not reveal
sufficient variation to account for the variations in social behaviors and in
diverse societies; culture, therefore, explains most variation in societies; and
thus, emergent features of human societies cannot be understood by psycho-
logical and biological forces. Elements of this argument are often used to
avoid examining the biology of humans, and while it is true that emergent
phenomena of interest to sociologists cannot be wholly explained by psych-
ology and biology, some understanding of biology as it affects cognition and
emotions can add a great deal to sociological explanations.

In the sociology of emotions, the Standard Social Science Model often is
expressed in social constructionist terms (see Turner and Stets, 2005:2–4).
Emotions are social constructions, defined by culture through learned
vocabularies of emotions. To some extent, this argument is true because the
words that we use to denote emotions (as in tables 1.1 through 1.4 in this
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chapter) are part of a culture in which English is the dominant language. But
most social constructionist arguments go further: the biology of emotions is
so diffuse and generalized that it cannot explain the nature of emotional
arousal; only culture, social structure, and context can do so. In this book,
I try to develop a theory that explains how specific emotions are aroused
under generic social structural and cultural conditions, but this is not a social
constructionist argument except in the weak sense that the specific language
of emotional expression in a particular society is cultural, just as auditory or
spoken language is. For, just as English and Spanish are different in their
respective vocabularies and grammars, so are emotional languages. Yet, the
capacity to naturally learn an emotional language at an early age is hard-
wired. In my view, then, the neurological capacity for emotions is much
more specific and hard-wired than social constructionists would accept.
More than primary emotions are hard-wired; over the next decades, ever
more evidence will appear, I believe, documenting the specific neurosystems
responsible for specific emotions, including first-order and second-order
elaborations. Whether these are the “modules” posited by Cosmides and
Tooby is not so much an issue as the biological fact that humans’ emotional
capacities evolved as natural selection rewired the human brain. True, while
culture and social structure provide the conditions under which various
types of emotions are aroused and, conversely, are reproduced or changed by
emotional arousal, the biology of emotional responses cannot be ignored.

If we know more about the selection pressures that led to the rewiring of
the primate brain to make humans so emotional, we will be able to develop
more robust theories of human emotions. We do not need to be reduction-
ists in exploring biology and evolution; we only need to be open-minded
about what an evolutionary analysis of emotions can tell us about the topics
that are of most interest to sociologists – interaction, social organization, and
culture. Because it is so obvious, at least to me, that most emotions have a
hard-wired basis that evolved over several million years during hominid and,
then, human evolution (Turner, 2000a), the analysis of emotions can provide
an opportunity to abandon our fears and anger about biology and see what a
biological perspective can add to our sociological understandings. This is my
goal in the next chapter and its appendix that reviews some of the key
neurological details of the body systems generating human emotions. I have
written this book so that it is easy to skip Chapter 2 and move on to more
comfortable terrain for sociologists in Chapter 3, but I invite skeptics to see
what biology might add to sociologists’ understanding of human emotions.

As a sociological theorist, my goal is to provide abstract propositions on
the cultural and social structural conditions under which specific emotions
are aroused during the course of interaction with what effects on the socio-
cultural arrangements that generated them. Understanding the biology of
human emotions does not obviate this sociological mode of analysis; on the
contrary, it adds a great deal to our understanding of the sociology of
emotions.
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2 Why did humans become
so emotional?

The analysis of “human nature” became unfashionable in the early decades
of the last century because it was so speculative. Today, we have much better
empirical and analytical tools to explore what is basic to human biology,
as distinct from what is cultural and learned. Of course, there is very little
that is wholly biological, or cultural for that matter. Indeed, at biological
conception when the egg and sperm meet, interaction effects between
genotypes and emerging phenotypes, on the one side, and the social and
physical environment, on the other, begin and never end. The womb is an
environment that is affected by the larger sociocultural environment, and so
there is very little about humans and their actions that is not simultaneously
sociocultural and biological. Still, if we are to gain extra purchase in under-
standing human emotionality, we should try to discover the reasons why
hominid and human neuroanatomy was rewired not only for emotions but
other behavioral propensities as well. Culture and social structure certainly
constrain how these propensities are expressed, but we must also recognize
the converse: cultural and social structural arrangements are also constrained
by human biology. How, then, should we enter this tricky terrain and try to
ferret out what we can call, in a weak moment, human nature?

We can begin by recognizing that humans are primates, and that, in
reality, Homo sapiens are just an evolved ape that happens to have a very large
brain (relative to body size which, in general, is correlated with brain size).
The size of the human brain, relative to our bodies, is enormous, but we
must avoid the conventional “wisdom” of the Standard Social Science
Model (Tooby and Cosmides, 1992). This model argues that the larger brain
allowed for culture which, in turn, obviates biologically driven behavioral
propensities. Instead, we need to recognize that humans are the end point in
the sixty million years of primate evolution; and for eight of the last ten
million years, the primate brain did not grow and, hence, culture did not
represent a significant survival strategy. Indeed, humans are remnants of
what, in reality, was one of the great evolutionary failures: the dramatic
decline in the number of species of apes over the last sixteen million years,
especially compared to our monkey relatives that constitute the vast major-
ity of primate species. We can learn from monkeys’ success in seeing why



apes began to go extinct and in assessing how our hominid ancestors beat
the odds. A larger brain and culture may have helped hominids escape the
fate of most apes that had to adapt to open-country savanna. But, long
before the neocortex began to grow and before culture was to increase
fitness, other fitness-enhancing changes in hominids’ anatomy and neuro-
anatomy had occurred. These changes are as much a part of “human nature”
as culture.

Cladistic analysis: clues about humans’ basic nature

The primate family tree

One approach to understanding human nature is to examine our closest
living relatives in the primate family tree. The three great apes (orangutans,
chimpanzees, and gorillas) are closest to humans, while a fourth set of ape
species (gibbons and siamangs) are not as closely related to humans and,
hence, are not considered great apes. This family tree of all extant apes is
outlined in Figure 2.1. Since humans share 99 percent of their genetic
material with the common chimpanzee (and slightly less with the bonobo
chimpanzee), chimpanzees should rightly belong to the family Hominidae
and, more significantly, to genus homo. But, people like to think of them-
selves as somehow unique, and so the fiction that we are so different from
our closest living relatives is maintained even in most scientific classifications
of the primates.

The structure of ape and monkey societies

Alexandra Maryanski (1986, 1987, 1992, 1993, 1994, 1996a, b, 1997)
conducted a pioneering study some years ago employing what is termed in
biology, cladistic analysis. The basic methodology of cladistic analysis is used
in other disciplines, such as linguistics where scholars examine contempor-
ary “families” of a language to determine what the root language of all
languages in this family was like (Maas, 1958). Similarly, in cladistic analysis,
comparison of what is common to closely related species can yield great
insight into the nature of the last common ancestor to these species (Platnick
and Cameron, 1977; Andrews and Martin, 1987; Jeffers and Lehiste, 1979).
This is, in essence, what Maryanski did in her examination of primate social
structures in terms of the strength or weakness of the social ties among age
and sex classes. By reviewing the research literature on social ties among
species of primates, Maryanski was able to portray their respective social
structures. Then, taking those tie patterns common to all extant species of
apes, she was able to reconstruct the likely structure of the last common
ancestor to all living apes, including humans. Another feature of cladistic
analysis is to have a control group consisting of another set of species that are
closely related to those under investigation but that are not part of the same
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family as the one under investigation. In this study, the obvious choice was
the social structure of monkeys that are the closest relatives (aside from
humans) to present-day apes, as can be seen in Figure 2.1. By comparing the
data on apes with those on monkeys, it is possible to see if there is something
unique about ape social structure.

At times with Maryanski (Maryanski and Turner, 1992; Turner and
Maryanski, 2005) and at other times alone (Turner, 2000a), I have summar-
ized the findings and then used them to tell the story of hominid and human
evolution. I will present the truncated version of this story, with the most
recent and more elaborate story to be found in Turner and Maryanski
(2005:85–122). The basic conclusion from Maryanski’s cladistic analysis is
that monkeys reveal tight-knit social structures revolving around dominance
hierarchies among males and matrilines among related females, whereas apes
evidence much more loosely structured communities composed mostly of
weak ties among adults. These dramatically different types of social struc-
tures between apes and monkeys are generated by (1) the transfer patterns of
males and females at puberty, (2) the pattern of ties between and among
males and females, and (3) the basic unit that organizes ape and monkey
societies.

The transfer patterns are critical because they are the exact opposite
among species of apes and monkeys. In monkey societies, males transfer out
of their natal group at puberty and migrate to new groups and, for many,
enter into competition along the dominance hierarchies typical of all mon-
key groupings. In contrast, female monkeys stay in their natal groups and
form strong-tie matrilines among related females (mothers, daughters, aunts,
female cousins). Apes, on the other hand, reveal the opposite pattern: at
puberty, females leave their natal group – and, indeed, in most cases their
natal community – and migrate to a new community, never to return (and,
except for chimpanzees, males also leave the natal group among all other
species of apes). As a result, matrilines among biologically related females
cannot form because the related females have all dispersed to other com-
munities. As a result, all females in an ape community have migrated from
other communities and are, in essence, strangers to each other. The same is
true for males, again except for chimpanzees where bonds between brothers
and other male friendship networks can persist within a community for a
lifetime. Some apes, such as gorillas and chimpanzees, evidence dominance
hierarchies in which males compete for control of local groups, while others
like the gibbon/siamang and orangutan do not reveal such hierarchies.

The result of these transfer/migration patterns is dramatic. With females
leaving at puberty, one basis of strong ties so evident of monkeys (matrilines)
is destroyed for apes. The continuity of the group is thus broken, and this
lack of continuity is reinforced by differences in the basic unit organizing
apes and monkeys. For monkeys, it is the local group or troop, revolving
around dominance hierarchies and female matrilines. For apes, it is the larger
regional community that can be over many square miles, with groups being
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highly unstable as individuals move in and out of foraging parties within the
larger community. Despite these fluid and constantly changing groups, the
larger community will be defended by its resident apes against incursions by
males from other communities. Females, on the other hand, are welcomed
because they replace those that have departed at puberty to other com-
munities. The only apes with a stable group structure are gibbons and
siamangs that form monogamous relationships between males and females;
in contrast, all other apes reveal a fluidity to group structures that form and
disperse, only to form again in a new foraging party that may last for a few
days and, at times, for months. In these fluid groups, the only strong ties are
between mothers and their immature offspring – a pattern common to all
mammals. And, except for gibbons/siamangs that are monogamous, apes are
promiscuous, with the result that paternity cannot be known and does not
lead to strong ties. All other ties are weak, although a few can be moderately
strong. For example, a female gorilla may attach herself for a time to the lead
silverback male (primarily for babysitting services); a male chimpanzee may
form strong bonds to his brother and, indeed, help him fight for dominance;
and a male chimpanzee will generally have moderate to strong ties with his
mother that can last a lifetime. Adult females have very weak to non-existent
ties to each other in all ape groups and communities. And, in the case of
orangutans, which are virtually solitary except for a mother and her off-
spring and for males and females when they are mating, all social ties among
adults are weak and, indeed, mostly non-existent.

Table 2.1 summarizes the ties among species of apes with respect to tie
strength, whereas Table 2.2 summarizes ties among representative species of
monkeys (Maryanski and Turner, 1992; Turner, 1996a, b, 2000a). A cursory
glance at the strong ties, (marked with a + sign) compared to weak ties
(marked with an “o” sign) in tables 2.1 and 2.2 does not appear to show
dramatic differences in the relative quantity of strong and weak ties. But, the
critical difference is which age and sex classes have strong ties. And, most
importantly, can these ties be used to build more permanent social struc-
tures? Most strong ties for apes are those between mothers and their off-
spring – again, the typical mammalian pattern – but these ties are broken at
puberty as all females (and males as well, except for chimpanzees) leave their
mothers and indeed their mother’s group and, for all except the gibbon/
siamang, the natal community as well. This tie pattern cannot, therefore,
serve to build continuity of group structure over time. Among chimpanzees,
ties between brothers and male friends, coupled with males’ attachments to
their mothers, can be used to build some continuity in what are highly fluid
groups within the larger regional community. And except for these ties
among chimpanzees and the monogamous bond among gibbons/siamangs,
all other adult ties are weak among apes. Female-to-female ties are weak
because they have all migrated into a community from diverse communities
and meet as strangers and, for most of their lives, remain distant from each
other. Thus, among our closest relatives, the chimpanzees, there are very few
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strong ties, and none are sufficiently strong to build local group continuity
over time.

The result is that apes and monkeys are organized in very different kinds
of social structures. For monkeys it is the local troop or group built around
male dominance hierarchies and female matrilines. For apes (with the
exception of the distantly related gibbon/siamang) it is the regional popula-
tion with a considerable amount of fluidity in foraging groups that form and
disperse.

In search of the last common ancestor

In cladistic analysis, these kinds of data on tie strength are used to
reconstruct the likely nature of ties and social structures among the last
common ancestor. The last column in Table 2.1 represents Maryanski’s
reconstruction (as per convention, denoted by an asterisk). The reconstruc-
tion begins by asking: What tie patterns are common to all extant species of
apes? That is, what do all four sets of species (gibbons/siamangs, gorillas,
chimpanzees, and orangutans) have in common (four out of all four sets of
species, or 4/4)? All adult female ties are weak or non-existent. All mother–
daughter ties are initially strong but are forever broken when daughters
reach puberty and leave the natal group (if not community). All father–adult
daughter ties are, except for the gibbon/siamang, unknown (because of
great ape promiscuity), and once daughters leave the community at puberty
there is no chance for father–daughter ties to develop in all species of apes.
Now, let us examine those ties where three of the four extant species reveal a
common tie pattern (3/4). Except for chimpanzees, adult male-to-adult
male ties are weak or non-existent in species of apes. Father–daughter ties
and father–son ties are non-existent for all apes, except the gibbon/siamang.
All mother–adult son ties are broken, except for a moderate tie between
chimpanzee mothers and their sons. Turning to those tie patterns among
two of the four species, or 2/2, gibbons and gorillas have moderate or strong
ties between adult males and females, orangutan and chimpanzee males have
very weak ties to adult females.

These patterns can tell us a great deal about the common ancestor to all
present-day apes and, of course, humans. The conclusion is inescapable:
virtually all adult ties among the last common ancestor were probably weak;
only the basic mammalian attachment of mothers to offspring was strong in
the last common ancestor. To avoid the conclusion above would force us to
assume that the common tie patterns evolved independently in the four
species after their split with the last common ancestor – not a likely scenario.
Moreover, our control group of tie patterns among old-world monkeys
shows that the tie pattern among apes is unique to apes and not evident in
other sister super-families. True, we must be careful not to over-infer, but we
can have some confidence that the last common ancestor to present-day
apes and humans lived alone or in very fluid groups, with virtually no strong
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ties except those between mother and young offspring, with individuals
moving about alone or in very temporary foraging parties revealing no
permanent structure, except perhaps some tendencies for male dominance.

As evolved apes, then, humans may not be as “group oriented” or
“social” as is often inferred by sociologists and philosophers. Of course,
there has been at least six million and perhaps as many as eight million years
of evolution since our hominid ancestors split off from the last common
ancestor to present-day apes. Natural selection could have worked to pro-
duce more propensities for sociality than was evident for this last common
ancestor, and, indeed, this is what probably occurred but not in any direct
way with “genes” for high sociality. As I will argue, natural selection worked
indirectly by heightening hominids’ and then humans’ emotional capacities
that could then be activated to forge strong bonds. In this way, the lack of
bioprogrammers for group, pod, pride, herding, and pack structures so typi-
cal of most mammals could be overcome – given selection pressures for
more cohesive group structures.

If I had to guess, the orangutan represents the best image of what our last
common ancestor was like. The fact that chimpanzees deviate from the
orangutan in terms of male-to-male attachments and son-to-mother ties
argues for the possibility that such basic propensities could have evolved
among last common ancestor to chimpanzees and humans – perhaps some
five or six million years ago. But these propensities would not be fitness-
enhancing if selection favored tighter-knit group structures, as was certainly
the case when many now extinct species of apes were forced to survive in
open-country savanna conditions in Africa. Present-day apes, with their
loose group structures, can survive because they live in or at the edges of
forests which provide refuge. Out on the savanna, they would all be dead, as
was eventually the case for all species of apes except humans – the only
extant ape capable of living full time on the savanna. To survive in the
predator-ridden African savanna requires organization – much like that
evident among monkeys – and all species of apes could not recreate a
monkey pattern because selection requires some propensity for matrilines
on which to select, and this propensity had been selected out of apes for
thirty million years.

Why do apes have weak ties and low sociality?

There is a longer and more scholarly answer to the above question (see
Maryanski and Turner, 1992; Turner and Maryanski, 2005), but let me
recapitulate this longer argument and move to the bottom line. Many of the
physical differences between apes and monkeys and, most certainly, the
organizational differences are the outcome of what occurred when apes and
monkeys all lived in the arboreal habitat of Africa. In essence, monkeys
gained an advantage in the trees, perhaps related to the ability to digest
unripe fruit. Whatever the exact cause, we know that species of apes were
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forced to the terminal feeding areas of the trees; monkeys took over the
larger and more verdant spaces at the core of trees. In competition with
monkeys, species of apes were successively pushed to the tops of the trees
and to the undersides of branches high in the forest canopy. As a result,
monkeys could sustain much larger groupings in the core areas of trees,
whereas apes could not do so because of the limited resources, including
enough space to support more permanent groups. To limit the size of ape
groupings in the forest canopy, natural selection hit upon a solution to this
potential problem by wiring apes for the female transfer pattern that, in
essence, breaks the group apart at puberty and by weakening ties among all
adults so that they could move alone or in temporary and small foraging
parties in the forest canopy. Weak ties, mobility, individualism, and fluid
groups were fitness-enhancing in the marginal niches of the arboreal habitat,
whereas among monkeys that were, in essence, kings of the arboreal habitat,
the larger groups built around female matrilines could not only be sup-
ported but, coupled with dominance hierarchies and tight-knit group struc-
tures, could be used to push apes to the extremities of the forest habitat. It
may seem less than noble, if not embarrassing, to realize that humans are
descendants of species that lost out in competition with monkeys, but such
appears to have been the case.

Comparing other features of apes and monkeys

As strong-tie propensities, particularly ties among related females, were
selected out of apes, other important features of apes’ anatomy emerged in
order to enhance fitness in the extreme reaches of the canopy. Apes have
stronger and more dexterous hands, fingers, wrists, arms, and shoulder joints
than monkeys that are better suited for hanging and traveling about the tops
of trees where one false move means death by gravity. Apes also have a
unique capacity to brachiate, or swing arm-over-arm from branch to branch
(much like children on the bars of a “jungle gym”). In contrast, monkeys
scamper about on all fours on the tops of branches and would break their
shoulder joint if they tried to brachiate. Apes also have larger brains than
monkeys because intelligence would enhance fitness in a precarious niche
where knowledge of branch strength and routes to sparse food supplies
would increase survival and reproduction. For millions of years, when all
apes and monkeys lived in the trees, natural selection differentiated apes
from monkeys not only in their bodies, including their neuroanatomy, but,
as I have emphasized, in their patterns of tie-strength and social structure.

There is another feature of apes that distinguishes them from monkeys.
Great apes have the ability to recognize themselves when looking into a
mirror (Anderson and Gallup, Jr., 1999; Gallup, Jr., 1970, 1979, 1982; Heyes,
1995), although there remains some controversy about whether or not all
apes can recognize themselves (Hyatt and Hopkins, 1994; Lin et al., 1992). If
a great ape is presented with its reflection in a mirror, it will generally
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recognize itself, whereas a monkey and most other mammals will look
behind the mirror to see who is there, apparently not recognizing its own
reflection. There has been some debate about what these “mirror studies”
mean, but they do suggest an important cognitive capacity: to see self as an
object in an environment. This is a capacity that could be subject to selec-
tion if self-awareness increased fitness; and such would certainly be the case
if hominids were to become moral creatures, seeing and evaluating them-
selves in the “looking glass” of others’ responses (Cooley, 1902) or from the
perspective of culture or the “generalized other” of the group (Mead, 1934).

There remain, of course, common features among apes and monkeys. The
most important are five fingers and an opposed thumb as well as high levels
of dexterity and sensitivity for the hand and fingers, although apes have
more sensitivity and dexterity than monkeys. Apes and monkeys have a
generalized skeletal structure with a large trunk and four appendages that
can be used to walk upright if need be and to grasp objects. Apes and
monkeys are visually dominant and can see objects in color with very high
resolution (a useful adaptation in the forest, but very deviant for a mammal,
most of which are olfactory dominant).

In this shift to visual dominance, the brain of primates was rewired,
creating new association cortices to integrate as well as subordinate haptic
(touch) and auditory (sound) sensory impulses to vision (for example, you
will immediately look when you feel or hear something). These association
cortices are found where the temporal (auditory), parietal (haptic), and
occipital (visual) lobes meet, and they work to eliminate sensory conflict
by subordinating haptic and auditory sense impulses under vision (olfactory
is less directly connected because the bulb for this sense modality is sub-
cortical). As we will see, these new association cortices became the preadap-
tation, providing the essential wiring among more intelligent apes, and for
language (Geschwind, 1965a, b, 1970; Geschwind and Damasio, 1984).

Human bodies are, therefore, those of a primate, as this primate legacy was
changed over the last six to eight million years. The features of the great apes
give us a distant mirror by which we can see our ancestors and their bodies,
including the neuroanatomy of the brain, that were subject to selection
when apes were forced to live in a new habitat: the African savanna. The
story explaining the characteristics of humans, including their emotionality,
revolves around an account of how natural selection grabbed various fea-
tures of primate anatomy to create an animal that became bipedal, smarter,
and emotional.

Despite differences in patterns of tie-formation, apes and monkeys share
some behavioral propensities. Both apes and monkeys appear to have a built-
in sense of reciprocity and justice. Capucin monkeys, for example, will learn
to perform behaviors if they are rewarded, as will any mammal, but they will
immediately stop performing if they see that another monkey is getting
more reward for the same behaviors. The monkey will resume the behavior
when the reward is ratcheted up to the level enjoyed by the other monkey
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(Bronson and de Waal, 2003). There are some very critical cognitive and
emotional capacities in this kind of behavior. First, monkeys as well as apes
probably have a sense of reciprocity: I do this trick for you, and you will
reciprocate by giving me a reward. Second, there is a comparison process
that may be wired into their respective neuroanatomies because the pay-
offs for one individual are compared to those of another. Third, there
appears to be some calculation of justice, which is adjusted through a
comparison process: my rewards should be proportionate to those of
others performing the same behaviors. Fourth, there is clearly an emo-
tional response to perceived injustice: when an individual does not get the
same reward as another, it will become agitated, if not angry, and will
cease performing behaviors. Fifth, there is an implicit sense of self in these
comparison processes in which the individual perceives self as distinct
from other, so much so that calculations of justice for who gets how much
for what behavior can be made. Sixth, there may be an implicit attribution
dynamic involved in these calculations of justice: outcomes are attributed
to trainers who are seen as the cause of the under-reward as well as the
potential cause of a more just reward. Also involved in the above may be a
gestalt-like propensity for cognitive consistency in which rewards, effort,
and payoffs for self and other must be congruent. All of these neurologic-
ally generated cognitive and behavioral capacities in apes and monkeys
could be subject to further selection, if enhancement of these propensities
increased fitness. As I will argue, the cognitive-emotional structure of the
basic ape brain was indeed enhanced as natural selection worked on hom-
inid neuroantaomy to overcome weak-tie propensities of apes to forge
stronger and more enduring social ties and groups with higher levels of
solidarity.

Another trait common to apes and monkeys, and many other mammals
as well, is the practice of ritual greetings. Apes are weak-tie animals, but
there are greeting rituals that at least acknowledge the existence of others.
Monkeys have more elaborate rituals because they are stronger-tie animals,
but apes have the rudiments of rituals, using hands, pats on the back, and
mutual grooming – all of which could be subject to further selection if they
could enhance hominid sociality and group solidarity.

Apes and monkeys both have a sense of territory, but among apes this
sense is for the home range or larger community. At the level of the group,
apes are not highly organized, but at the level of community, they have a
keen sense of who belongs and who does not; and should a party of males
from another community “invade” a territory, males will mobilize intense
emotions and fight to sustain the boundaries of their home range. A sense of
community is, therefore, hard-wired into apes; and the willingness to mobil-
ize anger and aggression to defend community is also hard-wired. Such a
strong emotional and behavioral propensity could be subject to further
selection, if such selection would enhance group solidarity and hence fitness
in new habitats.
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The shrinking forests and the expanding savanna

Somewhere around sixteen to eighteen millions years ago, the forests began
to recede and, in their place, open-country savanna in Africa began to
expand. Some species of apes and monkeys were forced out onto the
savanna. At first, these species may have lived where the forest meets the
savanna, but in the end, some had to go out to the grasslands to find food.
The savanna is, obviously, a very different habitat than the forests, and it
presents new challenges. The most important is that predators abound in
the savanna, and animals that are not well organized or that do not naturally
form herds are highly vulnerable to being picked off by meat-eaters. Apes
are particularly vulnerable to the savanna, along many fronts. First, they
are slow compared to most herding animals; they will always have trouble
running away from danger in the open country where swinging into the
non-existent trees is no longer a viable strategy. Second, apes are visually
dominant and cannot easily smell potential predators (or prey); they must
see or hear a predator or prey to be responsive. Moreover, the high grasses
would have made it difficult for ancestral apes to even see sources of danger,
and coupled with little speed, apes would be very vulnerable. Apes can stand
upright for short periods, and they can even walk upright; and so, selection
could, and clearly did, work on this ability to overcome, at least partially, the
handicap of being quadrapedal without the ability to smell predators or run
fast. Seeing above the grasses would be fitness enhancing, and it is evident
that this was one of the first adaptations for savanna-dwelling apes. Apes are
also very emotional and loud; and when danger is present, they become
noisy and agitated, calling attention to themselves. Such behaviors are not
maladaptive when life is lived in the trees but are a disaster when a slow
primate calls attention to itself with uncontrolled emotional displays and
without the ability to run away from the danger causing these emotional
outbursts. And, finally, all of these vulnerabilities could be mitigated if apes
were well organized and could coordinate the search for food or the defense
of the troop. This is the great advantage of monkeys on the savanna; they are
very well organized, marching across the savanna in military-like formation,
with smaller females and offspring in the center of the troop flanked by
larger males. These males will coordinate defense of the troop, making
predators think twice about an all-out assault on the troop. In contrast,
chimpanzees get emotional and start screeching as they run around as indi-
viduals; only when they defend the boundaries of their home range do they
coordinate aggression, although the propensity to defend territory could
have been subject to selection to get apes to defend the troop in danger on
the savanna. But still, with millions of years of evolution for fluid groups,
individualism, mobility and weak ties, apes in general are not well suited to
the savanna habitat.

And, it is for this reason that most apes went extinct, except for the small
handful that now exist in the forests. At one time there were probably

26 Why did humans become so emotional?



hundreds of species of apes; now there are only a few. Selection may
have taken savanna-dwelling apes on a number of paths. One may have been
to enhance dominance hierarchies, but such a strategy would be a dead
end without the female matrilines to sustain group continuity. We can only
imagine a dominant male trying to herd together unrelated and unresponsive
females into matrilines to recognize that this strategy could not work. Apes
had long ago lost the behavioral propensity for forming matrilines. Another
strategy was for large size, with some inhabitants of the savanna becoming
truly huge for a primate (up to ten feet tall), but the problems of cooling and
feeding such large bodies on the hot savanna eventually made this strategy a
dead end about two million years ago. Thus, as natural selection reached
dead ends for successive species, the apes died off; and we can conclude that,
except for humans (on whom the verdict is still out), apes appear to be
doomed for extinction (unless humans keep them alive in zoos, which
seems only fair because it is human behavior and organization that are
taking away the last arboreal habitats of present-day apes).

Selection on emotions and survival on the African savanna

For the hominid ancestors of humans, natural selection hit upon, I believe,
another strategy: enhancing emotions along with the cognitive capacities
listed earlier. A more emotional animal could become more fit, if this emo-
tionality and accompanying cognitive enhancements could increase strong
ties and higher levels of solidarity among apes. There may have been many
variants of this basic strategy, but neurology is complex, and it may be that
natural selection crossed wires on many species as it worked on the primate
neuroanatomy to increase the range, intensity, variety, and complexity of
emotions that could be used to forge stronger bonds of attunement and
commitments to the group.

The sociology of emotions must be viewed in this context. What we
study represents an adaptation to a difficult habitat – at least for an ape – and
we cannot understand the dynamics of emotions and their relationship to
social bonds, social structures, and culture without some appreciation for
how natural selection worked on specific regions of the brain to produce a
new kind of ape: one who used emotions to sustain the group and, thereby,
survive on the African savanna.

Emotionality as an adapative strategy

William Wentworth on “deep sociality”

William Wentworth and various coauthors were probably the first to recog-
nize the significance of emotions as an adaptive strategy for what they
termed “deep sociality” (Wentworth and Ryan, 1992, 1994; Wentworth
and Yardly, 1994). For Wentworth, the innate palate of emotions is small,
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revolving around, as they put it: “flight, fight, fuck, feed, and startle.” This
colorful phrasing aside, Wentworth argued that anger, disgust, fear, hatred,
and sadness were perhaps the primal emotions that, subsequently, were elab-
orated to produce deep sociality. Wentworth also anticipated an argument
that I made (Turner, 2000a) that emotions were the first medium of com-
munication among humans’ hominid or hominin ancestors for two basic
reasons. First, emotions are biologically potent in that they alert and orient
animals very quickly, and second, they arouse the same or reciprocal emo-
tions in others in a manner that promotes social bonding. Let me detail
Wentworth’s argument.

For Wentworth, the more a species relies upon learning, the greater is the
need for speed in the acquisition of information and for rapid as well as
relevant “information retrieval.” Rapid and relevant information retrieval is
facilitated when information comes in gestalts or schemas that can be pro-
cessed quickly, and in Wentworth’s view, emotions become critical in this
kind of processing. Emotions are “regulators” of attention, immediately
alerting an individual to attend to some aspect of the environment; they also
determine how long and with what level of intensity attention must be
sustained. Emotions dramatically increase the storage of memories because
they tag cognitions with affective significance; conversely, emotions allow
individuals to recall memories rapidly and bring information to bear on
assessments of the environment.

Emotions also make for better role-taking as individuals read the emo-
tional cues of the face and anticipate others’ dispositions and likely courses
of action. Emotions energize individuals, providing motivation to perform
certain tasks and, equally important, to take cognizance of cultural directives
because such directives are given power when embellished with emotions.
Indeed, morality cannot exist unless moral codes have “teeth” and the cap-
acity to activate intense negative emotions if they are not followed. For
Wentworth, emotions like fear of, and anxiety over, isolation or detachment
from the group are essential for social control, as individuals monitor self,
others, and situation to be sure that the social fabric is being sustained.

I was not aware of Wentworth and his colleagues’ argument when I
made a very similar argument in my On the Origins of Human Emotions
(2000a), but clearly we were all thinking along the same lines. What I
brought to the table was Maryanski’s cladistic analysis, coupled with more
detail on the likely nature of the hominids or hominins which evolved into
humans. Emotions not only represented a viable strategy but, in fact, they
were the only strategy for survival of a low-sociality ape on the African
savanna. As Maryanski’s analysis documents, apes possess a preponderance
of weak ties, with very few ties offering the possibility for enduring and
stable social structures at the level of the group (as opposed to larger com-
munity). I will not trace the specifics of hominid evolution, only the details
relevant to understanding how emotions became a viable strategy. Figure 2.2
summarizes the long-term evolution of monkeys, apes, and hominids.
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A quick review of hominid evolution

About four million years ago, the genus homo emerged, with australopithecus
afarensis and Kenyanthropus platyops being the currently favored candidates
for the ancestors of homo. Long before homo emerged, hominids had
been walking upright, foraging in bands and apparently living off seeds and
tubers (teeth structure gives us these clues; see Turner and Maryanski,
2005:129–30 for more details). With Homo habilis and Homo rudolfensis, the
brain of hominids shows its first big jump in size, with the cranial capacity of
habilis in the range of 509 to 674 cc and the size of rudolfensis in the range of
752 to 810 cc (the modern human range is 1,200 to 1,600 cc). Thus, for
several million years, natural selection had not significantly enlarged the
brain, indicating that early hominids did not possess culture beyond what we
might see among apes. Homo erectus is the next species on the human line,
coming in with a brain in the range of 700 to 1,100 cc – close to the lower
level of the human range. Homo erectus was also much larger than previous
hominids, with some fossils indicating that erectus could stand as tall as six
feet.

Unfortunately, behaviors and social structures do not fossilize; and so, we
cannot know for sure just what these early representatives of the genus,
homo, were doing and how they were organizing. The tool kits of Homo
erectus (or ergaster, as some prefer to denote erectus and similar fossils) became
more sophisticated, and erectus apparently used fire for cooking and, no
doubt, for keeping warm. The fact that Homo erectus migrated to most parts
of the world also suggests that they were better organized, moving in for-
aging groups that could adapt to very diverse ecologies and, in the process,
find food and defend themselves. What was the basis for this increased
degree of social organization? And, how did hominids overcome the liabil-
ities of weak-tie apes and become more organized so that they could first
survive on the savanna and then move out across the globe?

Emotions and increased sociality

The emergence of the horde

Recently, Alexandra Maryanski and I have revived an old notion that
appears in the work of early sociologists, such as Durkheim, and some
anthropologists: the horde (Turner and Maryanski, 2005). Using Maryanski’s
cladistic analysis of ape social relations, we asked the question: What would
the social structure of hominids look like before the family evolved?
Our answer is developed by listing the social ties among chimpanzees,
our closest relative, that could be used to build strong group structures if
selection favored strong ties and increased group solidarity (as it certainly
did for apes on the savanna). Below is a list of the core ties of chimpanzees,
our best looking glass into our ancestors’ past (Turner and Maryanski,
2005:134):

Why did humans become so emotional? 29



1 Mother–prepuberty male offspring ties are strong
2 Mother–prepuberty female offspring ties are strong
3 Mother–adult daughter ties are broken forever at puberty
4 Mother–adult son ties can remain moderate to strong for a lifetime
5 Adult female–adult female ties are weak or non-existent
6 Adult male–adult male ties can be weak to strong
7 Adult male–adult female ties are weak.

Now, we can ask the simple question: Which of these seven sets of ties
could create more permanent groupings? Only the moderate to strong ties
between mothers and their adult sons and the weak to strong ties among
adult males (often brothers) could initially serve as a basis for increased social
solidarity. The horde, therefore, was constructed from ties among mother
and her son(s), brothers, and perhaps male friends coupled with incoming
females from other communities (recall that females always leave their natal
community and transfer to a new community).

These would be biologically based propensities on which natural selec-
tion could “select.” But this form of social structure presents problems: adult
males and females remain promiscuous, like all apes (except gibbons/
siamangs) today, and hence the “family” as a reproductive unit probably did
not exist. As the brain became larger and, hence, as infants had to exit the
womb earlier, the vulnerability of a mother and her infant would increase,
and especially so in open-country savanna conditions. Thus, as the brain of
Homo erectus grew, selection pressures for a more stable reproductive unit
would escalate because neurologically immature infants would pose prob-
lems for what is already a long period of infant dependency among apes; in
the open country, these pressures would be that much greater.

For several million years, I believe, the brain had been undergoing rewir-
ing for enhanced emotionality for many of the reasons cited by Wentworth
and his colleagues. Since these changes would be subcortical, they might not
be fully revealed by endocasts of fossilized skulls, but the initial increases

Notes to Figure 2.2

30 Why did humans become so emotional?



Figure 2.2 The hominid (hominin) line through time.
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in brain size before Homo habilis were, I argue, mostly subcortical in the
emotion centers of the brain; and this enhanced emotionality led to the
formation of the horde, described above. Once in place and operating as a
successful strategy for survival, the emotions could be subject to further
selection to create even stronger social bonds, eventually between males
and females so that nuclear family in the foraging band became the basic
structure of homo – including modern humans – organizing social life.

A thought experiment might be a good way to get a better purchase on
the points emphasized by Wentworth and colleagues. We can ask: What
increases positive emotional arousal and solidarity among humans today? By
outlining the basic process enhancing emotions and social solidarity among
present-day humans, we can get a sense for how natural selection was rewir-
ing the brain of hominid ancestors. What, then, are the ingredients of strong
social ties and social solidarity?

Ingredients of strong ties and solidarity

The first ingredient for using emotions to enhance solidarity is increasing
the arousal of positive emotions. This is an obvious ingredient but there is an
obstacle to positive emotional arousal: three of the four primary emotions
are negative (see Table 1.2). Selection would need to find a way to mitigate
the power of negative emotional arousal, while at the same time increasing
the propensity for hominids to experience positive emotional arousal.

A second ingredient is interpersonal attunement in which the disposi-
tions and likely courses of actions of others can be read through facial
expressions and body language. Attunement comes primarily from reading
emotions, and so natural selection would need to enhance primates’ visual
dominance to be particularly attentive to emotions. Since contemporary
apes appear to be able to read each other’s emotions (Menzel, 1971), there
were existing neurological capacities on which selection could work to
increase interpersonal attunement or, in George Herbert Mead’s (1934)
terms, role-taking. Moreover, there are clear areas of the brain that light up
among humans when they empathize with others, indicating that there has
been selection for greater degrees of interpersonal attunement through
emotions (Singer et al., 2004).

A third feature of interactions generating positive emotions is emotional
entrainment and rhythmic synchronization (Collins, 2004). As interactions
become synchronized, positive emotions emerge and increase the inter-
mingling of emotions so that individuals become entrained. Thus, natural
selection would have had to work on the hominid brain to increase mutual
responsiveness, rhythmic flow of gestures, and emotional entrainment. Since
chimpanzees can engage in what is described as collective “carnaval,” there
may have already been a biological capacity for rhythmic synchronization
on which selection could work.

A fourth ingredient of high solidarity is exchange of valued resources.
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Emotions, per se, attach value to objects; and so, at one level, exchange is not
possible unless individuals can attach emotional valences along a positive to
negative continuum (Collins, 1993). Thus, natural selection would need to
increase the propensity to tag objects, gestures, and other features of the
world with reward value. Exchange, per se, also generates positive emotions,
as Marcel Mauss (1925) emphasized a long time ago and as recent experi-
ments by Edward Lawler and colleagues (Lawler and Yoon, 1993, 1996,
1998) have demonstrated in controlled experiments. Since chimpanzees
reveal propensities for exchanges and reciprocity, natural selection already
had a propensity on which to go to work.

A fifth ingredient of solidarity is sanctioning, in which conformity to
expectations is rewarded with positive emotional responses, while failure
to meet expectations is punished with negative emotions. Since three of
the four primary emotions – anger, fear, sadness – are negative, the key
for natural selection was to increase the proportion of positive to negative
sanctions in order to build stronger social bonds.

Finally, social solidarity depends upon moral coding whereby individuals
symbolize relationships in values and norms, while representing the group
with totems. Symbols must be seen as moral which, in turn, requires that
they have emotional valences attached to them. Not only must social rela-
tions take on this moral character, individuals must be disposed to engage in
rituals directed at the symbols, thereby activating the emotions contained in
the symbols.

This list of ingredients corresponds roughly to Émile Durkheim’s analysis
in Elementary Forms of the Religious Life (1965 [1912]) and, more recently, to
the elements in Randall Collins’s (2004) interaction ritual theory. Natural
selection needed to rewire the neuroanatomy of low-sociality apes in several
ways to install in hominids and, then, in humans these capacities. First, to
survive on the African savanna, cortical control of emotional responses
would be necessary so that emotional displays drawing the attention of
predators or scaring prey away could be managed. Second, the range of
emotions that could be used to symbolize the group, to tag alternatives, to
sanction, and to communicate would need to be expanded beyond variants
of primary emotions. Otherwise, emotional communication would not be
nuanced; and, as a result, subtle forms of attunement would not be possible.
Third, emotions would need to become “linguistic” because without emo-
tional phonemes and syntax, emotions as a basis of solidarity in pre-verbal
species could not be used to sustain longer-term relations among ape-like
animals that do not have herding or packing behavioral propensities. The
key was for emotions to become the basis for increasing social bonds and
solidarities in local groups or foraging troops so that they could coordinate
food collection and defense. We should see, therefore, some evidence in the
anatomy of the brain of natural selection’s handiwork, if my speculations
have any merit.
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The neurology of strong ties and solidarity

In the appendix to this chapter, I summarize in more detail the neurology of
emotions. For the purposes of my argument, I will only focus on a general
comparison of the brain structures among apes and humans. As noted earlier,
emotions are generated in subcortical areas of the brain, below the neocor-
tex. These emotion centers are sometimes referred to as the “limbic system”
(MacLean, 1990) or more recently as “modules” by evolutionary psycholo-
gists. To the extent that sociologists pay any attention to the brain, they tend
to focus on the neocortex because this is where culture is generated and
stored. But, as is now well documented, for culture to have meaning and
morality, it must be emotionally valenced (Damasio, 1994), and so culture
is ultimately dependent upon those subcortical areas of the brain that tag
cognitions with emotional valences. And the more complex the available
valences that can be generated, the more complex can culture become.

Thus, the dramatic increase in the size of the neocortex depends upon
enhanced emotional capacities in the older, more primal part of the brain
below the neocortex. As the brain began to grow some 2.5 million years ago
and, eventually, increase hominids’ capacity for culture, the emotion centers
of the brain also had to grow. And, if a sense of self were to become import-
ant for evaluation from the perspective of others and the morality of the
group, then the capacity to not only see self as an object in the environment
but also to evaluate self through emotions would also be crucial for social
(self) control and enhanced solidarity. As I argue, the emotion centers had
probably already grown and, indeed, represented a pre-adaptation for a more
complex symbolic representation of self and the world.

Table 2.3 records measurements of key areas of the brain in apes and
humans, controlling for body size which is correlated with brain size (for a

Table 2.3 Relative size of brain components of apes and humans, compared to Tenrecinae

Brain component Apes (Pongids) Humans (Homo)

Neocortex 61.88 196.41
Diencephalon 8.57 14.76

thalamus
hypothalamus

Amygdala 1.85 4.48
centromedial 1.06 2.52
basolateral 2.45 6.02

Septum 2.16 5.45
Hippocampus 2.99 4.87
Transition cortices 2.38 4.43

Sources: data from Stephan, 1983; Stephan and Andy, 1969, 1977; Eccles, 1989.

Note
Numbers represent how many times larger than Tenrecinae each area of the brain is, with Tenrecinae
representing a base of 1.
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figure depicting areas of the brain, see Figure 2.3 in the appendix). The
methodology for producing the numbers in Table 2.3 involves using a very
simple mammal, Tenrecinae, that is similar to the rodent-like animal that
climbed into the forest canopy to originate the primate line. All numbers in
Table 2.3 involve comparison to Tenrecinae, which represents a value of “1,”
with the numbers for apes and humans denoting how many times greater
than “1” various structures of the brain are for apes and humans. This
procedure allows for comparison of ape and human brains in terms of a
common measuring stick (the “1” of Tenrecinae). Thus, the neocortex of an
ape is almost sixty-two times larger than that of Tenrecinae, while for humans,
the neocortex is 196 times the size of Tenrecinae’s. The human neocortex is
thus three times the size of that in the great apes, controlling for body size.
What intrigued me about these figures, however, was the differences in
subcortical areas of the brain responsible for emotions. On average, human
subcortical areas are a little less than twice the size of those among the great
apes. Why should this be so?

These are, of course, gross measurements and cannot tell us much about
the details of brain structure and processes (but size does matter and, by
reading the appendix, it becomes clear that these are some of the critical
structures in the production of emotions). Since humans and the great apes
as a whole share about 97 percent of their genes (with humans sharing
99 percent of their genes with common chimpanzees), these differences in
the size of delicate structures like the brain mean that they were subject to
intense selection. Indeed, recent techniques for measuring how much selec-
tion particular brain structures have been under indicate that the centers for
spoken language have only recently been under intense selection for the last
200,000 to 120,000 years, which corresponds to the emergence of humans
(summarized in Balter and Gibbons, 2002; see also Enard et al., 2002a, b).
Thus, full-blown speech may be very recent, and we can ask: What was the
basis of communication before spoken language emerged among humans
and, perhaps, their immediate hominid ancestors?

Other evidence indicates that the brain first expanded on the right side,
away from the main speech areas which are arrayed on the left side of the
brain; and, as is well known, the right side of the brain is more responsible for
the “prosodic features of speech” such as rhythm, tone, and emotional con-
tent (Falk, 2002). Thus, natural selection was first operating on emotional
elements or ingredients, listed above, that would increase solidarity. Natural
selection seems to have worked, first, on increasing hominid emotions; and
then, only after millions of years of increasing the size of subcortical areas of
the brain, in conjunction with the right side of the neocortex, did selection
turn to enhancing humans’ auditory capacities for spoken language.

To some extent this sequence makes sense because apes are clearly already
wired for language because they can learn to use a vocabulary of about
1,000 words and put these words into a syntax via sign language or
pictograms on a computer (Savage-Rumbaugh et al., 1993). But apes cannot
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“speak” because they do not have the physical equipment to do so; natural
selection had to change a great deal – tongue, facial and jaw muscles, throat
and associated structures – to make articulated speech possible. If selection
was punctuated, then a much faster route was to take existing capacities for
phonemes and syntax, and then create an emotional language revolving
around increased emotional capacities and the already strong visual acuity
that all primates have. The first language, then, was visually based but it was
not the language of hand signals so often hypothesized (e.g. Hewes, 1973)
but, rather, the language of emotions. I think that the footprints on the brain
make a much stronger case for the first language being that of emotions than
speech, especially because apes do not have the physical equipment for
auditory language, but they do have the ability to read emotions visually and
the capacity to use language as long as they have a non-verbal means for
expressing themselves.

If natural selection was working quickly, grabbing structures on which it
could select to increase affective bonds and social solidarity, it is far more
important to enhance emotions than speech abilities because the visual
reading of gestures marking emotions is still how humans generate solidar-
ity. Thus, in my view, speech was piggy-backed onto the original and more
primal language: the facial and body language of emotions that allowed
weak-tie apes to gain some degree of solidarity under the intense selection
pressures presented by the African savanna.

Cognitive and emotional interactions

With an enhanced capacity to arouse and control a wider array of emotions,
cognitive development was also enhanced, once the neocortex began to
grow. Initially, the anterior cingulated cortex grew and, then, ever more
neocortical layers were created to form the large neocortex – some three
times larger than that in apes (see also Figure 2.3 in appendix). One of the
principle outcomes of the interaction between expanded emotional and
cognitive abilities is increased rationality. As Damasio (1994) and colleagues
have documented, rational thought – that is, choosing among potential
alternatives so as to increase gratifications – requires that potential lines of
conduct be emotionally valenced. When damage to the neurons connecting
the prefrontal cortex (see Figure 2.3) to subcortical emotion centers is
severed, individuals have difficulty making any decisions, and they usually
make suboptimal decisions (Damasio et al., 2003; Damasio, 2003). I would
add the corollary to this finding that the more complex the emotional val-
ences that can tag lines of conduct, the more complex will be calculations.
The concept of “mind” in George Herbert Mead’s (1934) terms is not
possible without the arousal of emotions that determine which lines of
conduct will be (emotionally) gratifying and which will not. Thus, as natural
selection expanded the neocortex on top of an already enhanced capacity for
emotional arousal, this expansion accelerated the capacity for rationality.
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A related capacity is memory. For experiences to be remembered, they
must be emotionally valenced; and if they are then stored in the hippo-
campus and retrieved in thought, the emotions aroused at the time of the
original experience will be “replayed,” although in somewhat diluted form
and, if repeated, will eventually be shipped up to the prefrontal cortex. The
more emotions homo could arouse and use to tag experiences, the more
complex memories could become, and the greater would be the facility to
retrieve them when needed. Without a prior expansion in the range of
emotions, growth of the neocortex would not have had the same effect on
memory and, hence, would not have been as fitness enhancing. Indeed, it
could be argued that there would have been little fitness-enhancing value of
a larger neocortex, per se, without the prior expansion of emotional capaci-
ties that could make increased rationality and memory possible. In my view,
it is the interaction between cognitive and emotional capacities that makes rational-
ity and memory possible on a human scale. An animal whose neocortex
grew in size would not be smarter unless its emotional range had also
increased. Thus, as selection expanded the emotional capacities of hominids
over several million years, it set the stage for intelligence on a human scale,
once the interactions between cognition and emotion could be maximized,
and this interaction effect would depend upon the language of emotions.

One of the most important interactions among cognitions, memories,
and emotions is the ability to see self as an object. This capacity would
increase with a larger neocortex and with a wider array of emotions with
which to tag cognitions. Given that apes already have a limited capacity to
see self as an object, it was probably not a dramatic step to select on this
capacity, giving homo the ability to define self in emotionally laden as well
as purely cognitive terms. As the neocortex grew, individuals could store
emotionally tagged cognitions and memories about self from past inter-
actions, and, over time, these would develop into a more general or global
self-conception that could supplement more immediate role-identities in
situations. With self and identity, social control becomes a more powerful
force because individuals seek to sustain and verify themselves in the eyes of
others and the group’s moral codes. Much sanctioning could now become
self-sanctioning, thereby eliminating the need to have moment-by-moment
monitoring and sanctioning by others. Indeed, as I will argue in later chap-
ters, the dominant transactional need of homo is for verification of self,
and a good many of the dynamics of emotional arousal revolve around these
self-verification processes.

A related dynamic also emerges with an expanded sense of self, a large
palate of emotions, and an enhanced cognitive facility: repression and defense
mechanisms. If individuals become oriented to verifying self, complex nega-
tive emotions like shame and guilt arise when self is not confirmed. Since
these are combinations of the three negative emotions (see Table 1.4), they
are powerful forces of social control, but they are something else: they are
painful when used to evaluate self. As a consequence, the increased cognitive
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capacity to control emotions also generates the ability to engage in a defense
of self by pushing emotions below the level of conscious awareness. Once
repressed, emotional dynamics become more complex and powerful
because, as I will argue, repression intensifies emotions and, often, transmutes
them into new emotions. A sociological theory of human emotions must,
therefore, take into account the dynamics revolving around cognitive con-
trol of emotional arousal as these lead to repression and other defensive
strategies to protect self.

With expanded cognitive facility, gestalt processes become more likely.
When emotionally tagged cognitions can be held simultaneously as well as
remembered and invoked, assessments of consistency become possible.
Indeed, it is not the inconsistency in the actual cognitions, per se, that causes
“dissonance” and “incongruity”; rather, it is the conflict among the emo-
tions attached to these cognitions that creates dissonance and, thereby, adds
yet another negative emotion to the affect stew. When cognitions are
in “the here and now,” and when relatively few are invoked at a single
moment, inconsistency is not a salient issue. But, the capacity to hold several
cognitions in working memory (see appendix), to retrieve them from
shorter-term storage from the hippocampus as well as from longer-term
memory in the prefrontal cortex, dramatically increases not only the num-
ber of cognitions in play at any given moment but also the number of
emotions as well. It is emotional dissonance, I believe, that drives gestalt
processes that seek to restore congruence and consistency in cognitions.

A related gestalt dynamic is attribution. Smarter animals are, I believe,
more likely to assess causality and, moreover, to react emotionally to per-
ceived causes of events. Mammals in general will often act aggressively (be
angry) toward perceived sources of punishment, and even B. F. Skinner’s
pigeons in their famous box sanctioned the bar and box when not receiving
expected rewards. Thus, there is plenty in the animal line on which natural
selection could work to expand this propensity to assign causes of outcomes.
And, when dramatically escalated cognitive capacities, memories, and emo-
tions exist, there is an even greater propensity to assign causes to outcomes.
Thus, what is only a tendency among most animals with intelligence
becomes a much more powerful force in animals that can see self and other
objects in their environments and that can bring to bear cognitive power,
memories, and emotions to assess the causal relation between self and other
objects. In fact, I think that it is self that increases propensities for making
attributions in several ways. First, self-verification is, itself, an attribution
process because it orients individuals to see who and what verifies or fails to
verify self. Second, self increases the likelihood that individuals will invoke
defense mechanisms to protect a self that goes unverified; and, as I will
argue, external attributions are one of the most important, if not the most
important, defense mechanisms from the perspective of a sociological
analysis of emotions. Thus, the more self-aware individuals are about
themselves and their relations to objects in the environment, the more they
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become likely to make assessments about causality for outcomes to self.
And since self is always emotionally valenced, as are most objects in the
environment, behavioral propensities to make causal attributions become
ever more likely as emotions, whether positive or negative, are aroused.

Direct and indirect forces of natural selection

Humans’ emotional abilities emerged – like all other features of the humans
as biological entities – through the forces of evolution. Sociologists often
forget this obvious fact, and then they compound this error by seeing brain
size as producing culture that somehow obviates biology. Even in the
sociology of emotions, most sociologists are not willing to give biology its
due, with many arguing for a socially constructed conceptualization of all
emotions. People learn the language of emotions through socialization into
an emotion culture, to be sure, but they are also biologically programmed to
learn signs attached to emotions in their culture much like they are innately
disposed to learn those for spoken language. Infants are predisposed to learn
the primal emotional language because it is one of our species’ most unique
biological characteristics and, in my view, it was the key to our ancestors’
survival. Hence, like all biological characteristics it evolved. One way to
summarize the argument that I have made is to break the evolution of
emotions down into indirect and direct forces of selection on the human
anatomy and neuroanatomy (Turner, 2000a).

Indirect selection forces

Much of what we are is, of course, the outcome of selection pressures that
worked on those small mammals that clawed their way into the arboreal
habitat some sixty million years ago. Some of the most important character-
istics of humans, as an evolved primate, come from what natural selection
did to the mammalian body of our very distant ancestors who looked
something like a rat or mouse (this is also, by the way, why clinical trials
and studies on mice and rats can tell us a lot about ourselves, since evolution
is a conservative process, keeping what works and only changing what is
essential for survival). The biggest change to mammals that must live in the
trees is the shifting of sensory dominance from olfactory to visual, and this
change involves rewiring of the brain to convert our ancestors from animals
that relied mostly upon smell to one that was visually dominant, with bin-
ocular color vision. This alteration in the basic way that primates perceive
the world has enormous effects on human emotionality. Humans seek to
read emotions in the face and body not only because they are expressed this
way but, more importantly, because this is our dominant way of gathering
information. Thus, the sociology of emotions requires that we attend to the
visual dimensions of emotions because this is how we role-take and get a
sense for others’ emotional states. True, voice inflections can add additional
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nuances but, fundamentally, we search for visual confirmation of all other
emotional cues. We do this because we are primates.

A related effect of the transformation to visual dominance was the
creation of new association cortices to subordinate the other sense modal-
ities to vision (see Figure 2.3 in appendix). One outcome of this rewiring of
the brain to increase the number of association cortices was to pre-wire the
human brain for language, as I noted earlier. Chimpanzees can learn the
basics of language because they have large brains for a mammal and because
they have the association cortices, in and around the inferior parietal lobe,
that make language possible, as Norman Geschwind (1965a, b, 1970) along
with Antonio Damasio (Geschwind and Damasio, 1984), have argued.
The neurological structures allowing for language evolved for reasons
very different than present-day language production; rather, they evolved to
subordinate other senses – primarily auditory and haptic – to vision.

If we think about how language could have emerged, it is clear that there
must have been pre-adaptations already in place on which natural selection
could go to work over a long period of time. The capacity for language is a
complex process and could not have suddenly emerged as a mutation since
most large mutations are harmful and would not enhance fitness. More
importantly, assume that one animal somehow gained the capacity for
language: How would it enhance fitness if no one else had this mutation?
Indeed, language facility would have no fitness-enhancing effect, or perhaps
a negative effect; and in either case it would be selected out. Thus, the
neurological capacity for language is a pre-adaptation that came with the
complex rewiring of the brain for visual dominance (which had fitness-
enhancing consequences) but, once in place, it could be selected upon if
language further increased chances of survival.

My view is that this capacity or pre-adaptation did not just “sit there” in
the primate neuroanatomy until a couple of hundred thousand years ago
when humans developed auditory speech. Rather, it was selected upon
much earlier in the form of an emotional language, revolving around emo-
tion phonemes (mostly of the face but also of the body) strung together by a
syntax to communicate emotional states. Thus, when studying emotions, we
should not be showing subjects still photographs of faces (à la Ekman, 1973a,
b), but instead we should use video technologies showing the emission of
gestures over time as emotional phonemes are strung together by the emo-
tional syntax of a culture. This is how we read emotions in others; and we are
able to do so because we have learned the emotional language of our culture.

There are more anatomical features of primates that also influence how
humans interact and emote. We have very generalized skeletons, with four
limbs and very dexterous and sensitive hands – all adaptations to the arboreal
habitat. These allowed us to stand upright, if needed, and to expose full
body and face to others, thereby making ourselves visually present to others
who can better read our emotions. Our hands and fingers becomes another
mode of communicating emotions; and the fact that we have such sensitive
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haptic senses on our fingers and hands adds, if wanted, another route for
communicating emotion – as a gentle touch or handshake will inevitably
do. Thus, when we read emotions in others, we seek to observe the face
and then supplement this information with attention to body movement,
countenance and, if possible, touch.

Direct forces of selection

The ingredients of social bonds and solidarity that I delineated earlier can be
viewed in a somewhat different light as selection pressures. If we ask how
would a low-sociality, weak-tie primate with no bioprogrammers for tight-
knit groups get organized, the answer is, of course, that most could not – as
the mass extinction of apes over the last sixteen million years clearly attests.
If emotions were to become the key to survival, then selection worked in a
particular direction and sequence. First, mobilizing and channeling emo-
tional energy toward bonds would be essential, and so there was selection on
our ancestors’ primate neuroanatomy for this capacity. More than being
emotional was involved, however, since all primates can be very emotional;
rather, selection worked on the hominid neuroanatomy to increase control
over emotions. With control came selection to increase the diversity of
emotions that could be mobilized, and once this capacity began to emerge
from natural selection, it increased interpersonal attunement which, in turn,
increased the fitness-enhancing effects of emotions in a cycle that could
rapidly expand the use of emotions for interpersonal attunement and social
solidarity. As emotional capacities expanded, then the emotions themselves
became reinforcers and valuable in exchanges of reciprocal affect, and then
once emotions became the coinage of reciprocity, they would serve as even
more effective sanctions; and these processes, once initiated, would all feed
off each other as long as they increased solidarity and fitness. With a greater
array of emotions, the expansion of the neocortex would have dramatic
fitness-enhancing effects through new capacities to remember, to retrieve
memories, to evaluate self, to engage in self-control, and to code with moral
content social relations and group solidarity.

This package of direct selection pressures fed off each other, with changes
in one causing changes in the others, and vice versa. This set of events
was a very punctuated process during which hominid emotional capacities
rapidly expanded as they forged fitness-enhancing social bonds and group
solidarity. This is how our ancestors survived, and I should emphasize
that culture came late to these dynamics; indeed, cultural codes of any
sophistication require a wide range of emotional tags and prompts, which
evolved before the neocortex grew to the point of enabling our ancestors to
use culture as yet one more fitness-enhancing capacity. It is emotions – once
controlled, channeled, and expanded – that allowed our ancestors to survive,
even with small brains that could not produce any more culture than the
limited cultural repertoire of present-day chimpanzees.
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Only later did the neocortex grow to the point of generating the complex
cultural systems evident among humans, but this capacity to produce culture
depends upon humans’ abilities to mix cognitions and emotions together.
Social constructionists tend to underemphasize the biological substrate that
allows for culture; for it is not simply enlargement of the neocortex; instead,
it is the complex interconnections between the neocortex and subcortical
areas of the brain that allow elements of culture to be emotionally labeled,
and hence useful in human affairs. Social constructionists usually argue that it
is emotions that are culturally labeled, producing an emotion culture, but if
we look at the matter from an evolutionary perspective, we would reach the
opposite conclusion: it is culture that is emotionally tagged. And so, if any-
thing, culture is emotionally constructed by humans’ neurological capacities
to produce complex arrays of emotional states.

A sociological theory of human emotions cannot forget this fundamental
fact of life: humans are an animal that evolved like all other life forms. One
of our most unique biological features is our capacity to generate and use a
wide variety of emotions to build social relations or to breach them, and to
build social structures or to tear them down. This is not a constructed
capacity; it is part of our biology, to a far greater extent than most sociolo-
gists are willing to admit. Culture and social structure cannot exist without
humans’ emotional capacities, and these capacities are not neocortical. They
are subcortical and evolved long before humans’ unique cognitive abilities.

Conclusion

Many sociologists will be less enthusiastic than I am in introducing biology
to the sociological analysis of emotions, and especially for an analysis of
the selection pressures that worked on hominid and human neuroanatomy
to make humans so emotional. Recognizing this bias in sociology, I have
written this chapter so that it can be skipped. Yet, if you are still reading
these words, perhaps I have made some progress. Sociologists have come
– somewhat late – to recognize the importance of emotions in under-
standing interaction and social organization, but they must go further and
see the importance of biology to an informed sociological analysis of
emotions.

Commitments to, anger at, or alienation from social structures and culture
are generated under specifiable conditions, and they have effects on social
structures and culture. The goal of this book is to develop a theory of this
two-way relationship – what sociocultural conditions generate what emo-
tions that, reciprocally, have what effect on what sociocultural conditions?
This question, when viewed in evolutionary terms, emphasizes that from the
very beginning of hominid evolution, enhancing emotional capacities was
the key to increasing the degree of social organization among weak-tie
primates that were forced to survive on the open-country African savanna.
Because emotions were the key to our ancestors’ survival, it should not be
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surprising that they are still one of the essential forces behind the complex
sociocultural arrangements that humans have created in the contemporary
world. We do not survive as a species by culture and social structure alone;
people have to be emotionally committed to culture or social structures, and
these commitments or their converse are made possible by our unique
neuroanatomy. Without humans’ capacity to arouse a wide variety of emo-
tions and to use these emotions to infuse affect into culture and social
structure, our ancestors would have gone the way of most apes over the last
sixteen million years.

While my evolutionary tale may seem interesting (or perhaps not), it is
more than an academic story. Understanding the neurology of emotions
and how natural selection works on the primate neuroanatomy to produce
humans’ special emotional abilities is necessary to address the problems that
are of most interest to sociologists. We cannot simply acknowledge that
humans have emotional capacities and then simply explain how they oper-
ate to forge social bonds; we can do this, of course, as most sociologists do,
but we miss an important set of dynamics when we ignore the biological
underpinnings of emotions.

When we ignore biology, we begin to make mistakes in analysis, as is the
case with those who argue that all emotions are culturally constructed. This
fundamental error is easily compounded, and analysis moves away from
understanding just how emotions really work in human affairs. To take one
example that is central to my argument: sociologists tend to ignore repres-
sion of emotions, and the neurology that makes repression possible and,
indeed, likely. The result is sociological theories that are far too cognitive,
seeing emotions as an indicator of cognitive incongruence. This kind of
gestalt analysis is not wholly wrong; it is just woefully incomplete. How can
we understand violent revolutions, terrorism, fanatical conformity, war, col-
lective behavior, and many other processes where the emotional intensity is
very high with only a cognitive view of emotions? The answer is that we
cannot; we need to see emotions in their most robust terms, as a force in
human action that evolved and that continually operates to increase or
decrease the viability of culture and social structures.

APPENDIX: THE NEUROLOGY OF EMOTIONS 1

Sociological theories of emotions do not adequately conceptualize the biol-
ogy of emotions, in two senses: (1) the evolutionary forces that created the

1 Adapted from J. H. Turner (1999a), “The Neurology of Emotion: Implications for Sociological
Theories of Interpersonal Behavior.” In D. D. Franks and T. S. Smith, Eds. Mind, Brain, and Society:
Towards a Neurosociology of Emotion. Social Perspectives on Emotion Vol. 5. Stanford, CT: JAI Press,
pp. 81–108, with permission from Elsevier. See also Turner (1999b) and (2000a), especially chapter 4.
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neurological wiring in the human brain for the production and use of such a
wide variety and array of emotions; and (2) the operation of these brain
mechanisms during the course of interaction. Some serious work by
sociologists has focused on the operation of brain mechanisms (e.g. Kemper,
1990; Smith and Stevens, 1997a, b; TenHouten, 1989, 1997), but these
approaches have not been sufficiently global nor have they addressed
broader evolutionary questions, such as selection forces that produced the
neurological wiring for emotions in the first place.

There is no reason, of course, to study the biology of emotions unless it
makes a difference for the kinds of processes studied by sociologists. We could
simply assume that neurology is a black box for our purposes and, then,
proceed to study emotions in their purely social contexts. The argument in
this appendix is that we need to know something of the evolution and
neurology of human emotions if we are to conceptualize more adequately
emotions in their social contexts. My goal is not to develop a complete
theory, but to suggest important biological processes that sociologists should
consider. Indeed, my own thinking in this area is still evolving; and what
I present here is more of a preliminary statement than a firm conclusion. Yet,
by introducing the biology of emotions into sociological analysis, I hope
to reconceptualize emotions in more robust terms and in ways that can
augment the creative work in sociology over the last thirty years.

I became interested in the biology of emotions because of the fact that
humans are very emotional animals in two senses. (1) Humans can become
emotionally aroused in ways that other animals cannot; for example, we
can produce emotions like rage, terror, ecstasy, shame, guilt, and other
very powerful but complex emotions. (2) Humans can generate a very
large variety of emotions and interpret them effortlessly and, in fact,
unconsciously. These two issues led me to ponder how innate, primary
emotions become elaborated into variations and combinations, an issue that
many have explored (e.g. Kemper, 1987; Plutchik, 1980; Izard, 1992a, b;
Ekman, 1992a; and as I examined in Chapter 1). I wanted to know how
variations in emotions were created by the neurochemistry of the human
brain and body, and how they became combined to generate subtle and
often complex mixes of emotions. While “mixing” of primary emotions is
probably a bad metaphor, it is useful to describe how primary emotions are
“elaborated,” as I explored in Chapter 1.

There are many neurological systems involved in producing emotions;
and assuming all emotional potentials in these systems were activated and
then “mixed” into every combination and permutation, many thousands of
emotional variants and combinations could be generated. But this is not
what happens, of course; and, in fact, humans signal and interpret around
one hundred emotional states during the course of interaction, as can be
seen by a cursory review of tables 1.1., 1.2, 1.3, and 1.4. If something like
the mixing of emotions is the proper way to visualize what is going on,
then humans do not utilize the full range of their neurological capacity to
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generate variants and elaborations of emotions. This might be expected
because people can interact in very subtle and highly complex ways utilizing
just a few dozen emotions; and to add more shades of emotional texture to
the process would make interaction too complex and, probably, exhausting.

A feature of human neurology that gives me pause about the metaphor of
mixing is that emotions come from not just discrete nuclei or modules in
the brain, but also from systems of nuclei located in various regions of the
brain. This systemic quality of the structures producing emotions – what is
sometimes loosely termed the “limbic system” (MacLean, 1990) – is not
one system but a series of systems involving neocortical, subcortical, and
brain stem structures (Le Doux, 1991, 1993a, 1996). Each of these systems
can, to a degree, generate a large range of emotions, but they do not operate
separately; they are interconnected to each other; and they are involved in
relations with body systems that make their effects on each other and, hence,
on humans’ emotional states that much more complex.

To have “a feeling” is only a special case of being cognizant of how your
body or that of another person has been mobilized, but conscious feelings
are only those emotions that penetrate neocortical functioning from the
much greater number of emotions that we send and receive subcortically, or
subconsciously. Indeed, the flow of interaction on an emotional level is
typically a subcortical process involving the mobilization of body systems by
participants to an interaction; and subcortical responses to the emotions
revealed by the body circumscribe the flow of interaction.

Humans possess an emotional memory system residing outside of the
neocortex; and while this system can be attached to memories stored in the
neocortex, such need not be the case (Le Doux, 1996). Hence, human
responses to each other’s emotions may not only be conducted subcortic-
ally, they may also involve stocks of emotional memories that are not, or
cannot, be retrieved consciously. In fact, a good portion of humans’ emo-
tional responses to each other may involve invoking subcortical emotional
memories about which we remain unaware.

These kinds of initial insights come from a simple review of the literature
on the neurology of emotions, and they indicate to me that sociologists need
to learn something about emotion systems in order to develop more accur-
ate and robust theories of emotion. Where, then, do we begin to learn about
the biology of these emotion systems? My answer to this question is to start
with evolutionary scenarios on why humans had to become emotional in
the first place (as I just explored in the body of this chapter) and on what
changes in the structure of the brain were involved in transforming hominids
(primates on the human line) into such emotional creatures.

If one compares the human brain to our closest living relatives – i.e.
the great apes (gorillas, chimpanzees, and orangutans) – several dramatic
differences are evident. First, humans reveal asymmetries in significant por-
tions of the neocortex, indicating that the left and right sides of the brain
have somewhat differentiated functions (Bradshaw and Nettleton, 1983;
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Needham, 1982; Sperry, 1982). Associated with this “split” of certain brain
functions is the greatly expanded connectivity through the corpus callosum
between the right and left sides (Bogen and Bogen, 1969; Eccles, 1989).
Asymmetry allowed portions of the neocortex to have increased cognitive
capacities without increasing the size of the neocortex to the point that it
would exceed the female’s capacity to pass the newborn through her cervix.
Much of the specialization involved dedicating areas to language production
(Broca’s area) and comprehension (Wernicke’s area) on the left side of
the brain and to pattern recognition (right side) integrated with temporal
recognition (left side).

Second, much of the increase in size of the human brain is in the frontal
lobe where thought, long-term memories, and other cognitive functions are
carried out. Yet, more recent data suggest that across the apes and humans
there has not been as dramatic an increase in the relative size of the frontal
lobe as once thought, although the issue remains unsolved (Semendeferi
et al., 1997; see also Ruff et al., 1997). At a minimum, it is clear that humans’
prefrontal cortex (lower anterior portion of the frontal lobe) is developed
considerably beyond that in any other primate; and it is this structure that
is particularly important to emotional responses, thinking, planning, and
decision-making (Damasio, 1994).

Third, and most relevant to the argument presented in this chapter, there
was significant growth in ancient limbic systems in the symmetrical sub-
cortical regions of the brain. As Table 2.3 documented, the septum, amygdala,
hippocampus, and diencephalon (thalamus and hypothalamus) are all signifi-
cantly larger than their counterparts in apes (controlling for body size).
Thus, humans’ capacity to emit emotions increased, and dramatically so,
during the course of hominid evolution, as I have argued in this chapter.

In Figure 2.3(b) and (c), I have drawn a medial cross-section of the
brain so as to expose the subcortical systems, plus the cingulate gyrus which
appears to be a special kind of neocortical system and the forebrain which is
clearly neocortical (Vogt, 1993). I have not, it should be emphasized, drawn
all structures of the brain, but only those that appear most crucial to the
production of emotions. In looking at this medial view, it is important to
recognize that the diencephalon portrayed on the right penetrates into the
core of the subcortical regions of the brain and is therefore encapsulated by
both the remaining subcortical systems and the neocortex. Similarly, the
midbrain portion of the brain stem penetrates into the core of the neocor-
tex. The diagram can give the impression of these areas being stacked on top
of each other which, in terms of their successive evolution (MacLean, 1990)
may be an appropriate metaphor, but they are also enveloped by newer
centers of the brain, and, indeed, they penetrate into the middle of the
brain. Figure 2.3(a) represents the neocortex, as one would look at it from
the outside. Along this left hemisphere are language centers (Broca’s and
Wernicke’s areas), the sensory lobes (Parietal for haptic, Occipital for vision,
and Temporal for auditory) which receive inputs from the specialized
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Figure 2.3 Key structures and regions of the human brain
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sensory areas of the Thalamus, the Olfactory bulb which projects directly
into subcortical areas, and the frontal and prefrontal lobes.

Figure 2.3(c) highlights the top of the brain stem and diencephalon, as
well as the pituitary gland that is activated by the thalamus and hypo-
thalamus. The production of neurotransmitters is also affected by these
structures around the diencephalon (Kandel et al., 1995). The diencephalon
composed of the thalamus and hypothalamus, along with the pituitary gland,
are mediators of emotionally charged sensory inputs (Le Doux, 1996), while
being critical to the production of hormones and peptides involved in
emotional responses (Shepherd, 1994:603).

Figure 2.3(b) represents those limbic systems surrounding the dien-
cephalon. The amygdala is the center for fear (Le Doux, 1996), anger
(MacLean, 1990), and, in its basolateral portions, apparently for pleasure as
well (Eccles, 1989), while being a major center for integrating emotional
responses between subcortical and cortical areas (Le Doux, 1996). The sep-
tum is the center for instinctual sex drives (MacLean, 1990); and in humans
additional nuclei generate pleasure and satisfaction (Eccles, 1989). The
hippocampus and related transition cortices are involved in integrating
emotional memories, both those that become part of long-term memory
and, perhaps, those that remain subcortical (Le Doux, 1996). The basal
forebrain or prefrontal cortex is involved in integrating emotional responses
to thought, planning, and calculation by receiving inputs from all other
limbic systems – hippocampal, transition cortices, diencephalon, amygdala,
and septum – and using these to construct lines and courses of action for self
(Damasio, 1994). In particular, layer four of the prefrontal cortex – often
termed the granulofrontal cortex – is especially critical to (1) anticipation
and planning, (2) empathic and altruistic feelings, (3) concern for welfare of
self and others, (4) visual reading of gestures (via connections to vision
cortices), (5) touch as these reveal emotional content (via connections to
motor areas), and (6) crying and laughing (via connections to cingulate
gyrus). The cingulate gyrus, particularly the anterior portion, is also involved
in integrating other emotion systems and the forebrain (Le Doux, 1996;
Devinski and Luciano, 1993; Vogt, 1993; MacLean, 1993), while being the
locus of unique mammalian behaviors like mother–infant bonding,
audio-vocal communication, such as the “separation cry,” and playfulness
(MacLean, 1990).

These areas of the brain are critical to most of the theoretical questions
that micro sociologists pursue: the nature of self, the dynamics of decision-
making and choice, the processes involved in consciousness and feelings, the
use of memory and stocks of knowledge, and the dynamics of role-making
and role-taking. While language and related features of linguistic abilities
like pacing and intonation are important, these processes are not as funda-
mental to micro-level interactions as non-verbal emotional dynamics. How,
then, do we begin to get a handle on these emotional brain systems? I do not
have a complete answer to this question, only some tentative suggestions for

48 Why did humans become so emotional?



what to examine. Let me begin with what I will term, in deference to
Damasio’s (1994) “somatic marker hypothesis,” the nature of emotional
body systems.

Gross neuroanatomy of emotional body systems

I will label Body system 1 the autonomic nervous system (ANS) which is
composed of the smooth muscles that control visceral responses accompany-
ing emotional arousal. These responses include respiration, heartbeat, muscle
tension, dryness of mouth, sweating, and tenseness of stomach (Shepherd,
1994:395). Figure 2.4 presents a very rough diagram of some of the import-
ant brain systems involved in ANS responses. By far the most important is
the hypothalamus which receives inputs from other areas of the brain and
converts neural information into hormonal information by targeting areas
of the pituitary gland that secretes hormones into the bloodstream. Once
activated, the ANS operates as a feedback system, working primarily
through the thalamus which takes inputs and projects them to other emo-
tion systems and to the cerebral cortex (Le Doux, 1996). As Damasio (1994)
and Le Doux (1996) have argued, these kinds of feedback processes are
crucial in emotional arousal; initial arousal in response to some stimulus
mobilizes a body system in ways that feedback to sustain, change, or enhance
the original arousal, while activating other emotional body systems. And, as
I argue, it is the mobilization of these body systems that is so important
in presentations of self (including unconscious emission of gestures) or
role-making (R. H. Turner, 1962) and in the responses of others to these

Figure 2.4 Body system 1.
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presentations, or role-taking (Mead, 1934). Moreover, individuals are often
unaware of their body mobilization until they role-take with others and see
the responses of these others to their unconscious emission of gestures.
Thus, the feedback from the arousal of an emotion system is not only
internal to the individual; it often depends upon role-taking with others
who are responding to the visible signs of body system mobilization. What is
true of the ANS system is, as we will see, true of the other three body
systems as well.

Body system 2 revolves around the release of neurotransmitters; the most
important are listed in Table 2.4 and Figure 2.5. Most of the neurotransmit-
ters involved in emotional states are released by the midbrain portions of the
brain stem, usually under stimulation from other emotion systems and, as
work by Drevets et al. (1997) underscores, under the influence of the sub-
genual prefrontal cortex. The basal forebrain also appears to release one
neurotransmitter, acetylcholine (ACh); and it may be that the thalamus is
also directly involved (Bentivoglio et al., 1993). Indeed, emerging research

Table 2.4 Effects of neurotransmitters and neuroactive peptides

Effects on brain

Neurotransmitters
Acetylcholine (ACh) Cortical arousal, learning, and memory as these stimulate body

systems; some evidence that ACh is related to mild satisfaction
Monoamines
dopamine Regulates motor and hypothalamic functions and stimulates

most limbic systems
noradrenaline

(norepinephrine)
Enhances ability of neurons to respond to inputs and stimulates
arousal

adrenaline (epinephrine) Same as noradrenaline
serotonin Regulates sleep–wake cycles and generates relaxation and

pleasure
histamine Not completely understood, but appears to be involved in

autonomic neuroendocrine functions
Amino acids
y-aminobutyric acid

(GABA)
Inhibitory action controls outputs of neurons

glycine Unclear, but may modulate effects of glutamate
glutamate Causes excitatory action in neurons, including those in the

limbic system
Neuroactive peptides Of the several dozen known peptides, many are produced in the

brain and act like neurotransmitters because of their small size
and ability to travel in the brain’s vascular system. These appear
to affect a wide range of emotions stimulated by various limbic
systems. The opioids appear to be particularly important in
emotional responses. Larger peptides are more likely to work
through the endocrine system and more inclusive circulatory
system of the body. Recent data indicate that Substance P may
be critically important in emotional responses (Wahlestedt,
1998; Kramer et al., 1998), especially in relation to monoamines.
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appears to indicate that neurotransmitters are released in more areas outside
the brain stem than was once thought to be the case. It is tempting in
discussing neurotransmitters to list the mood-enhancing effects of each, as is
implied in Table 2.4. For example, we might view serotonin as involved in
creating a sense of well-being, relaxation, and sleep, or we might see dopa-
mine as a stimulus to attention, arousal, and feeding. Yet, the effects of these
and other neurotransmitters probably vary for each individual, and their
interaction effects are not well understood. As Kety (1972:120) noted long
ago: “it seems quite futile to attempt to account for a particular emotional
state in terms of the activity of one or more biogenic amines. It seems more
likely that these amines may function separately or in concert as crucial
nodes of the complex neuronal networks . . . (but these) are probably
derived from the . . . experience of the individual.” Yet, because of the
potential profits in pharmaceutical research on neurotransmitters, a con-
siderable amount has been learned about their effects; and so, in the future,
sociologists will be able to use this growing literature on neurotransmitters
to better understand how they influence emotions.

There are two properties of neurotransmitters that are interesting to note.
First, they can work very rapidly to generate an “as if” effect – as if, in
the sense that the release of the neurotransmitter within the brain fools the
individual into sensing that other body systems have been fully mobilized.
This is why, I suspect, that individuals on antidepressant drugs that activate
neurotransmitters without also mobilizing the full body system will some-
times experience emotions in a very “shallow” way, or at least individuals

Figure 2.5 Body system 2.
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who role-take with them perceive the emotion to be less than real because
other body systems are not mobilized in ways corresponding to the emo-
tional mood described by an individual. Second, portions of the endocrine
system operate as neuro-modulators. These are termed neuroactive peptides
in Figure 2.6, and they modulate the connections between axons and den-
drites. These neuroactive peptides are produced in the cell body, packaged
in secretory granules, and transported from the cell body to terminals. They
are released by the hypothalamus, pituitary, and closely associated areas
(Heimer, 1995:388–93; Kandel et al., 1995:298–301); and as they travel to
target areas, they modulate the connections among neurons. In so doing,
they act very much like neurotransmitters, except that they are hormones.
Peptides are released all over the body, and it is becoming clear that there are
many more than previously believed. There are at least fifty clearly identi-
fied, but there may well be several hundred peptides. It is only recently that
their effects on the brain have become fully recognized; and further research
will, no doubt, reveal their involvement in neurotransmission. They may also
be generated by structures less directly involved in hypothalamic activity.

Neuroactive peptides are seen as part of the neurotransmitter body system
because they are produced in and operate within the brain’s vascular system.
Other hormones and peptides operate through the more general endocrine
system, at times coming back to the brain to exert their effects. Peptides
generally work with less speed than neurotransmitters, which can be acti-
vated very rapidly (especially those, like ACh, involved in modulating
muscle movements). And so, the effect of neuroactive peptides on emotions
will, in general, take longer to be evident to the individual and others in his

Figure 2.6 Body system 3.
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or her environment; and, moreover, the effects on mood will tend to be
longer lasting than those of other body systems. Much of the current
research on peptides has focused on their role in various addiction problems,
but they are clearly an important system in the production of emotions. For
example, the opioids are much involved in creating emotions on the pleas-
urable side of the scale and in suppressing activation of other body systems
(Smith and Stevens, 1997a, b). Yet, a great deal needs to be learned about
how they operate; and for the present we can only recognize that they have
important, though not fully understood, effects on human emotions.

Body system 3 involves the endocrine system and the flow of neuroactive
peptides through the blood stream of the brain as well as the more inclusive
vascular system of the body. The hypothalamus receives inputs from other
limbic systems, and either directly or, more typically, through the pituitary
gland and closely related areas, causes the release of hormones and peptides
into the blood stream. As these circulate they activate the body and, as
they work through and come back to the blood system of the brain, they
have important feedforward and feedback effects on other limbic systems
(Le Doux, 1996). These effects take time, of course, because hormones must
often circulate through the body.

Body system 4 is the musculoskeletal system which involves stimulation
of the striated muscles controlling skeletal structures that dictate body
movements. The basic processes operating in this system are roughly outlined
in Figure 2.7. Again, the hypothalamus is crucial in channeling inputs from
other limbic systems into contractions of striated muscles; and because
striated muscles react more rapidly than the smooth muscles of the ANS, the

Figure 2.7 Body system 4.
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emotional arousal associated with their stimulation and the feedbacks from
their contraction are rapid (Le Doux, 1996). In fact, it could be hypothesized
that the initial role-taking of individuals (and role-making, whether
inadvertent or intentional) relies upon cues from the musculoskeletal sys-
tem, especially the muscles of the face. As Ekman and various associates have
clearly documented (1982, 1992b), primary emotional responses of the face
do not vary dramatically cross culturally because humans all have the same
muscular set up on their face, and the stimulation of the striated muscles
works so rapidly (in milliseconds). Moreover, since neurotransmitters are
involved in muscle contractions, reading of facial gestures will reflect both
musculoskeletal and neurotransmitter body systems.

The body feedback system

Figures 2.4 through 2.7 imply that these four body systems are discrete,
which in a way they are, but these systems are also very much intercon-
nected. For example, musculoskeletal and ANS responses are facilitated by
neurotransmitters; neurotransmitters are augmented by neuroactive pep-
tides; endocrine processes are activated by the other body systems, and vice
versa. Thus, the systems involved in mobilizing the body emotionally play
off each other in complex ways that are not fully understood. Moreover, as
systems, they are also involved in iterations of responses; and thus their inter-
connections are further complicated by the way they play off each other over
time during the course of successive waves of activation and deactivation.
This interconnectedness points to the importance of feedback processes in
these body systems, which are so important to human emotions.

As is emphasized in Figure 2.8, these four systems feed back to the rest of
the limbic system, primarily via the thalamus which, in turn, can stimulate
other limbic structures and make emotional responses available to the
neocortex (Le Doux, 1996). Short-term or working memory, lasting just a
few seconds, can also pick up body mobilizations but these do not become
full-blown feelings unless other limbic systems are activated, particularly
the hippocampus. But it should be emphasized that this feedback system
can remain unconscious; and individuals can literally be unaware of the
emotions being aroused by their four interconnected body systems (Le Doux,
1996). Others will usually be aware of the operation of these body systems
and, in fact, they will use the signals that these body systems provide as their
primary bases for role-taking. Indeed, conscious awareness of emotional
body systems is more a special case of the much older and primary (in an
evolutionary sense) subcortical feedbacks from all four body systems.

As Le Doux (1993a, b, 1996) has emphasized for the amygdala and as is
probably the case for other limbic systems, animals have an emotional mem-
ory system that is often unconscious. Just how and where such emotional
responses to various stimuli are stored is unclear, but it appears that humans
can maintain repertories of emotional memories and responses outside of
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the neocortex. Figure 2.9 offers a rough approximation of the processes
involved. The existence of an emotional memory system assures that many
of the emotional signals emitted by a person, and read by others, will remain
removed from the person’s conscious thought. They will be emotions but
not feelings; and, again, it can be hypothesized that these unconscious emo-
tional memories are, in many respects, more fundamental to role-taking than
conscious ones. Indeed, if others communicate to a person that they are
picking up certain emotional responses or if bodily feedbacks are strong
enough to penetrate consciousness as emotional feelings, the person can still
be surprised that they are giving off or experiencing certain emotions and,
not only surprised, but also unsure as to the source of their emotional
responses. A further implication of this unconscious memory system is that
it may prove difficult to disentangle repression of emotional responses from
simple unawareness of emotional responses that are stored subcortically.

Consciousness and feelings

There is considerable debate over whether or not other animals possess
consciousness in the human measure: awareness of internal and external
stimuli, seeing self as an object, and reflection on self and sources of stimula-
tion in an environment (e.g. Heyes, 1998). We need not enter this debate
for my purposes in this appendix, although I suspect that apes and perhaps
other higher mammals possess the rudiments of these cognitive capacities

Figure 2.8 Body feedback system.
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(Savage-Rumbaugh et al., 1993). The key brain structure in consciousness is
the prefrontal cortex which has connections to virtually all parts of the
brain: the neocortex, the limbic systems, and other subcortical systems as
well (MacLean, 1990; Damasio, 1994). Consciousness of a stimulus
involves receipt of an input via the sense modalities – vision, auditory,
olfaction, and haptic – which then goes to a specialized sensory area of the
thalamus; and from there the sensory input travels to both subcortical limbic
systems and the appropriate lobe of the neocortex (Le Doux, 1996): occipi-
tal for vision, temporal for auditory, parietal for haptic, and olfactory bulb
for smell (the latter, it should be noted, projects directly into subcortical
areas housing the various limbic systems, especially the amygdala; and for
this reason, smells can often excite emotions very rapidly). The association
cortices, which comprise a good part of the neocortex and which are
involved in integrating sensory inputs, generate an image that is temporarily
stored in buffers (Geschwind, 1965a, b). The transition cortices consisting of
the parahippocampal, perirhinal, and entorhinal cortices then pool the
images and send them to the hippocampus which, in turn, creates a repre-
sentation that is sent to the transition cortices for intermediate storage as a
memory (Le Doux, 1996; Heimer, 1995; Gloor, 1997). After a few years, if
the images are reactivated through experience or thought, the assembled
images will be shipped to the neocortex, most particularly the frontal lobe,
for storage as long-term memory (Damasio, 1994; Eichenbaum, 1997;
Vargha-Khadem et al., 1997).

The subcortical memory system is very much involved in this process,

Figure 2.9 Unconscious emotional memory system.
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sending via the thalamus, hypothalamus, amygdala, and anterior cingulate
information to the hippocampus and to the prefrontal cortex which then
places this information into temporary buffers to be pooled by the transition
cortices and represented by the hippocampus. Thus, consciousness almost
always involves inputs from the limbic systems, either directly from limbic
memories or indirectly via intermediate and long-term memories that have
been previously tagged by the hippocampus with emotional inputs from the
limbic body systems. Figure 2.10 delineates some of the key processes.

Feelings of emotion are simply an extension of these processes, as is
outlined in Figure 2.11. What makes consciousness emotional is the arousal
provided by the four body systems outlined earlier (Damasio, 1994; Le Doux,
1996). The prefrontal cortex is the central structure because it receives
inputs from the four body systems, the limbic structures, the hippocampus,
the sensory cortices, the association cortices, and the motor areas (Damasio,
1994). Without inputs from one or more of the emotional body systems
outlined in figures 2.4 through 2.7, however, consciousness will reveal little
real feeling, only abstracted and emotionally flat cognitions about feelings.

Memories involve pulling from the transition cortices and frontal lobe,
via the hippocampus, coded instructions which then fire off the relevant
sensory cortices. Thus, to remember does not involve pulling ready-made
and fully developed pictures or images stored in the neocortex, but rather
to remember involves activation of short-hand, coded instructions stored
in the neocortex, or more intermediately in the transition cortices, that

Figure 2.10 Conscious memory system.
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reactivate the sensory cortices and the relevant body systems in order
to reproduce in rough form the experience that was coded in memory
(Damasio, 1994). If this experience had heavy emotional content, then
reproduction of this memory will set into motion the four body systems
which then give the memory much of the same emotional flavor as the
original experience.

Why should sociologists care about these dynamics producing feelings?
My answer is because it makes a big difference in how we conceptualize
feelings in analyzing social interaction. When a person feels shame, guilt,
happiness, anger, or any emotion, these feelings involve mobilization of the
four body systems – from direct stimulation of the thalamus in the present
and from re-firing of sensory cortices so as to re-stimulate the relevant body
systems that were activated in the past. The character of the feeling is thus a
complex mixture of present stimulation of limbic systems via the thalamus
at subcortical and cortical levels, coupled with re-stimulation of memories
that have been tagged and represented in the past by the hippocampus as
coded sets of instructions which reactivate the relevant sensory cortices and
body systems. But long before a person recognizes self as feeling an emotion,
others in this person’s environment can usually see the underlying emotions
that are expressed subcortically through the body systems and that only
sometimes penetrate consciousness as a feeling. Thus, a sociology of feelings
is only a special case, and perhaps the less important case, of a more general
and, in evolutionary terms, more primal mobilization of emotional body
systems.

Figure 2.11 The neurology of consciousness.
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Thought and thinking

Sociologists and cognitive scientists tend to have, I believe, a poor model of
humans as organic calculators, in which we (a) weigh options in light of the
present situation and past memories, (b) assess alternatives, and (c) select
lines of conduct to maximize utilities. This process is, of course, an import-
ant part of thinking; and like so much in the brain, the prefrontal cortex is
critical. Damasio’s (1994) review of cases reveals that damage to the pre-
frontal cortex appears to disrupt the capacity to plan and make rational
decisions. As Damasio has also emphasized, the reason for this failing of
subjects to think and behave rationally is because the prefrontal cortex is
linked to both the neocortex and subcortical regions of the brain; and it
is only because emotional valences are brought to bear on alternatives
from various limbic systems that individuals can make “rational” decisions.
Collins’s (1993) emphasis on emotion as the “common denominator of
rational choice” is well supported by the neurology of the brain, and this
neurology revolves around the connection between cortical and subcortical
emotion systems.

Another problem with sociological conceptions of thought and thinking
is their verbal bias. The view that thought is internalized conversation is
widespread, but a moment of reflection would reveal this to be impossible.
If thinking were merely covert talk, we would seem very dimwitted because
talk is a sequential modality and, hence, very slow. Moreover, we have
Broca’s and Wernicke’s areas on the left hemisphere of the neocortex to
translate auditory signals back and forth into the “brain’s way of thinking,”
which is in patterns and gestalts. Thinking occurs in a “brain language” that,
I would argue, relies heavily on the right hemisphere to produce patterns
among images that can be manipulated with incredible speed and, when
needed, can be converted into auditory or written speech. Moreover, we can
often slow the process of thinking down by “talking to ourselves” but this
kind of thinking is the exception rather than the rule of thinking.

A further speculation on why thinking occurs in patterns and configur-
ations stems from the fact that, unlike most mammals that are olfactory
dominant, humans are a primate and, hence, are visually dominant (Forbes
and King, 1982); and, as I noted earlier, the association cortices at the point
where the temporal, occipital, and parietal lobes meet – areas such as the
inferior parietal lobe – involve integration of sensory information under
vision (Geschwind, 1965a, b). This subordination of other sensory inputs
under vision shapes, I believe, the way humans think: as blurs of images,
many of which do not penetrate our consciousness.

Emotions are very much a part of these images, above and beyond the
values that they may give various options that might be considered when
individuals try to make decisions. Whether from the transition cortices and
hippocampus or pulled up from the subcortical emotional memory system,
thought involves a constant tagging of images with emotional valences. But
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these emotional tags are not always accessed by consciousness; indeed,
I would guess that the vast majority of thought does not occur in ways about
which we are conscious, and to the extent that emotions are part of “the
brain’s way of thinking,” we do not have easy access to the emotions that are
indeed structuring in unknown ways human thinking. Only when we
become consciously aware of feelings which we represent to ourselves in
words do we become self-aware of how emotions are implicated in think-
ing. But it may well be that others can “read our thoughts” in ways that we
cannot, because if the emotional valences are high, mobilization of body
systems can tip others off as to what emotions are behind our thinking, long
before we become aware of our own emotional responses.

Thus, to the extent that sociologists are concerned with thinking as it
influences the flow of interpersonal behavior and, ultimately, the kinds of
cultural and social systems that are built from interactions, it is essential to
know something about how the process occurs at a more neurological level.
If the above speculations seem plausible, then the way we study interaction
would shift away from a talk and general verbal bias to a non-verbal, emo-
tional emphasis which, as I have argued in this chapter, was the first language
system among hominids and, later, humans.

The self

Let me illustrate this conclusion with an argument about how to reconcep-
tualize self. We see ourselves as objects in situations primarily via the right
brain which generates pattern recognition in space; and our image of
ourselves in situations is heavily biased toward spatial representations of
where we are. As to who we are in a situation, this involves role-taking with
others and bringing forth more enduring concepts of self. Like any cognition
that comes from memory, self cognitions have been tagged with emotions,
and, at the same time, they may re-stimulate sensory cortices, especially the
visual, and re-mobilize limbically stimulated body systems. Thus, humans
see themselves not only in Cooley’s looking glass and thereby derive a “self-
feeling,” they also invoke their memory and emotion systems to enhance
this self-feeling. Much of the emotion invoked, however, may not be
a feeling at all, in the sense that it remains subcortical and can, therefore, only
be read by others who tune into the mobilization of others’ body systems in
their role-taking.

The difficulty in measuring self is related to our verbally biased measuring
instruments, which are too crude given the complexity of the processes
involved. Moreover, the problem of measurement also resides in the unavail-
ability of measuring instruments for gaining access to subcortical emotional
states and to the emotionally laden thoughts of individuals as they think in
the visually biased “brain’s way of thinking.” Others can often do a better
job of assessing our self because they can see mobilization of our emotional
body systems; sometimes an individual can gain access to these by having an
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emotional feeling of self as an object in a field of objects, but these feelings
are frequently difficult to interpret because they come from subcortical,
limbic memories. Indeed people are often surprised by their conscious feel-
ings, wondering where they came from. Thus, self is not so much a cognitive
construct as an activation of the emotion systems implicated in storing
memories in the frontal lobe, in thought processes couched in the brain’s
way of thinking, in subcortical emotional memory system, and in the
reactivation of the emotional body systems. Given the complexity of these
dynamics, it is not surprising that people oftentimes do not know who they
are or where they stand; or to state the matter less dramatically, they have
difficulty giving verbal expression to cortical and subcortical processes that
are occurring outside of their working memory.

Implications for studying interpersonal processes

Role-making and role-taking are, on the one hand, conscious processes of
responding to situational cues and bodily signals through the use of working
and longer-term memory systems. On the other hand, role-making and
role-taking are subcortical and unconscious processes of responding to cues
and signals through activation of the emotional body systems outlined in
figures 2.4 through 2.7. The dimensions of role-taking and role-making
are not opposed and, in fact, they often become intermingled as limbic
processes penetrate the working memory as feelings, or as limbic processes
are given conscious interpretations through vocabularies of motives and
emotions during self talk. Understanding something of the neurology of the
brain and bodily systems adds, I believe, some useful insights to theorizing
about interpersonal processes. Let me enumerate a few.

Much of what occurs during the course of interaction is subcortical,
revolving around mutual emissions of signals via the body systems and,
reciprocally, responding to these signals limbically. I would go so far as to
argue that most of the emotional dynamics of interaction operate subcorti-
cally, and only under relatively high degrees of emotional mobilization do
limbic processes become part of conscious feelings. Moreover, in terms of
sustaining a sense of interpersonal contact, focus, tracking, and rhythm,
I suggest that role-taking and role-making subcortically are more important
than talk, rhythmic conversational turn-taking, and conscious reflection.
Even if this extreme conclusion is not accepted, sociology needs a more
neurologically informed conceptualization of non-verbal, “body language”
processes.

At a neurological level, our most hard-wired and ancient emotion system
is the amygdala, especially those older portions activating fear responses.
A species that does not possess fear would soon be selected out by predators;
and since aggression is also part of the amygdala and, indeed, part of the
fear response as defensive aggression, fear and aggression are humans’ most
fundamental emotions (Le Doux, 1996). Indeed, separate nuclei in the

Why did humans become so emotional? 61



amygdala appear to be involved in different types of fear conditioning
(Killcross et al., 1997). One implication of this fact is that humans are
especially attuned both cortically and subcortically to signals of fear and
aggression. Among hominids, these amygdala-generated emotions were,
no doubt, used to overcome weak-tie propensities and, thereby, to build
social structure on the basis of fears about receiving negative sanctions (with
such sanctions being expressions of anger by those doing the sanctioning).
Thus, individuals are particularly attuned to negative sanctions, and these
sanctions have the most power to affect us emotionally; and this is so because
they are ancient and hard-wired. If a low-sociality primate had to build
conformity to moral codes, keep individuals in line, force them to stay alert
to others and the rules of the situation, and pay attention to breaches of
codes and interpersonal cues, then negative sanctions as they activate fear
responses would be an effective means to build some degree of structure in
hominids that were biologically disposed to individualism and loose-group
structures.

Yet, activation of fear and use of negative sanctions are very costly, in
several senses: these emotions can consume physical and emotional energy
as body systems are mobilized; they can ratchet up anger-aggression to
heightened levels as those who receive negative sanctions become angry,
while those seeking to sanction become even more angry over the aggres-
sion from those they have attempted to sanction; they can eventually activate
depression, whether through use of defense mechanisms or alterations in the
release of neurotransmitters and neuroactive peptides; and they can cause
maladaptive and anti-social behaviors. Thus, solidarity and cohesion cannot
be built on fear and aggression alone.

Once it is recognized that selection worked to create more associative or
positive emotions to build sociality and solidarity, some of the rewiring of
the amygdala for pleasure, and the septum as well, makes sense. Moreover,
the expansion of the anterior cingulate gyrus, as the center for playfulness
and mother–infant bonding, may also have been rewired to produce a more
generalized source for happiness and propensities for bonding, altruism, and
reciprocity. Add to these the possible reconfiguration neurotransmitter,
hormones, and neuroactive peptides to generate more pleasurable emotional
responses, and we can see that much of the rewiring of the human brain
is the result of selection creating centers for associative emotions. Such
emotions are the backbone of positive sanctions which are much more
likely to produce solidarity than negative sanctions because the former acti-
vate pleasure, satisfaction, happiness, and other variants and combinations of
the satisfaction-happiness emotions listed in tables 1.2 and 1.3. Yet, at the
same time, we must recognize that these are a late evolutionary add-on,
working around more primal emotions of fear and anger. Thus, more posi-
tive emotions are, I argue, always layered over potentially negative ones; and
so, positive sanctions always contain the implicit threat that if these do not
work more negative ones will follow.
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Moreover, to the extent that positive emotions come from neuroactive
peptides and hormonal circulation in the blood stream they will tend to
work less rapidly, even if only a few seconds slower than fear and anger
responses mobilizing musculoskeletal and neurotransmitter responses; and
while this may not seem like much time, it is an eternity in neurological
time and even in interpersonal real time where individuals read and respond
to gestures in milliseconds. Thus, fear and anger are much more likely to
emerge rapidly, moods of happiness and its variants will take a bit more time,
although neurotransmitter activation can also occur rapidly. Moreover, fear
and anger will immediately activate the musculoskeletal body systems long
before happiness will have done so. A smile takes a bit longer to form than a
frown, and the reasons for this is that the latter is being activated by the
amygdala whereas the former is the product of several neurological systems,
some of which take more time.

 As implied in the above remarks, the four body systems work at different
speeds, and this fact has implications for how people role-make and role-take.
The musculoskeletal system is the fastest; although neurotransmitters like
ACh must be released to contract muscles; in milliseconds, the striated
muscles can contract under stimulus, move an organism, and in the case of
humans and higher primates become an emotional response and, perhaps in
humans alone, a conscious feeling. Thus, the first and fastest signals that
individuals mutually send out and receive are musculoskeletal, particularly
the muscles of the face. Thus, we first seek, if only subcortically, information
about the operation of the musculoskeletal system, and the effects of neuro-
transmitters on that system. The other emotion systems take longer, again
sometimes less than a second but often several seconds to much longer time
spans. Aside from the neurotransmitters facilitating motor responses, they
can also have mood-enhancing effects in “as if” feeling, but these must often
become involved in iterations of bodily feedback to exert their full effect.
The hormone-peptide system can also work fairly rapidly, especially under
stimulation for fear by the amygdala, but the opioid hormones producing
pleasure appear to take longer to generate their effects. The ANS system is
primarily a fear system, working as rapidly as smooth muscles can under
stimulation by the amygdala and release of neurotransmitters affecting
stimulation of muscles, although more pleasurable states of the ANS take
longer, especially when other body systems must also be activated. More-
over, ANS activation for more associative emotions often involves conscious
interpretation of what is occurring and, as a consequence, this process takes a
considerable amount of time, again neurologically speaking. Thus, outside of
“as if” neurotransmitter effects, contentment and happiness require longer
to form in humans; and we all implicitly recognize this in our role-taking
where we initially scan, usually subcortically, for aggression-anger, while
waiting a bit for more associative responses to form (if the situation dictates
that they should). Augmenting Collins’s (1975, 1988, 2004) theory, I would
also venture the speculation that rituals are often necessary to kick-start
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positive emotional energy because the human emotion system is still trying
to work around the more ancient fear-aggression systems.

Sadness is the last of the primary emotions listed in Table 1.2. And, in
many ways, it is the most complicated because no clear center for this
emotion exists in the human brain, although recent evidence indicates the
amygdala in its integration functions and the subgenual area of the pre-
frontal cortex appear to bring on clinical depression when damaged
(Drevets et al., 1997; Damasio, 1997). Yet, even with recent findings of
hard-wired centers, sadness may still be an emotion that comes from con-
figurations of neurotransmitters, neuroactive peptides, and other hormones,
or, more typically, from a lack of such activity in neurotransmitters like
serotonin, dopamine, norepinephrine and from endocrine processes that
work through the blood circulation system. It thus takes longer to form,
especially if it also involves stress hormones or the suppression of hormones
involved in the production of more positive emotional states. Also, defense
mechanisms are often implicated as individuals consume emotional and
physical energy through repression or otherwise dealing with highly
unpleasant emotions such as anger, fear, guilt, and shame (see chapters 3
and 4). Thus, while sudden disappointment may operate very rapidly on
the musculoskeletal system, as facilitated by neurotransmitters like ACh
responding to stimulation by the amygdala, the “mood” of being sad takes
considerably more time to form, anywhere from a few seconds to hours as
neurotransmitter release is suppressed and as hormones/peptides operate
through the bloodstream to dampen emotional energy.

We might ask a further question: Why would there be selection for
sadness beyond mild disappointment? One answer is that sadness is simply a
by-product of depression of neurotransmitters, neuroactive peptides, and, as
recent imaging studies reveal, underactivation of the subgenual prefrontal
cortex as well (Drevets et al., 1997). Another answer is that sadness is a very
effective mechanism of social control. For example, guilt and shame are
often the outcome when a person senses that they have made others
unhappy or sad by not meeting expectations; and so moral codes and con-
formity to them are built not just on positive and negative sanctions but also
more complex sanctioning practices that avoid the full mobilization of
anger. Sadness is a very effective negative sanction because it does not con-
tain the volatility of anger-based negative sanctions; and it is effective as a
direct sanctioning technique by others, while, at the same time, often evok-
ing sadness in the person who feels that they have failed to meet others’ or
their own expectations (recall from Table 1.4 that sadness is the dominant
emotion in guilt, shame, and alienation). Thus, guilt, shame, and other emo-
tions like alienation where sadness is a dominant component are probably
more than a by-product of suspension of other emotional responses; sadness
is a key to social control revolving around negative sanctioning that avoids
the volatility of anger and fear, although these latter emotions are part of
complex second-order elaborations like shame, guilt, and alienation.
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Thus, this provisional list of implications should arouse sociologists’ inter-
est in the neurology of emotions. Much remains unknown about emotions,
but over the next decade advances in neurology will come very rapidly; and
it is important for sociologists to be on the ground floor of future break-
throughs. We cannot simply see the brain as a black box, because to do so
limits our understanding of face-to-face interaction. So many concepts in
sociology are vague, metaphorical, and perhaps wrong because we operate
in ignorance of biology. If micro sociology is not to be left behind, it needs
to become more neurologically informed. In the above, I may have certain
things wrong, but the critical point is that sociologists studying emotions
cannot ignore their biological basis, nor (in my view) the selection forces
that wired hominids to be so emotional.
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3 Social structure, culture,
and emotions

Just as emotional dynamics are embedded in human biology and the selec-
tion processes that generated this biology, so emotions are embedded in
social structure and culture. We are now on more familiar terrain for soci-
ologists, but surprisingly, sociology in general and the sociology of emotions
in particular reveal relatively little consensus over the nature of culture and
social structure. Most approaches in the sociology of emotions view struc-
ture in relatively narrow terms, typically as status (prestige) and power
(authority) within a group or relatively small network. In contrast, the
incorporation of culture is somewhat more expansive, focusing upon emo-
tion ideologies and vocabularies, feeling and display rules, expectation states,
and norms of justice. Still, even though conceptualizations of culture are
more macro, most work in sociology on emotions is decidedly micro in
emphasis and pays comparatively little attention to the meso- and macro-
level forces and structures that determine the distribution of power and
status or the emotion vocabularies, ideologies, and rules that govern
encounters in small groups.

Indeed, in a good portion of empirical studies, the groups themselves are
virtual, with individuals interacting with computer algorithms rather than
real people face to face. This emphasis on the micro is, of course, not entirely
misplaced since it is generally at the level of the encounter that emotions are
aroused, but if we are to have a more robust sociological theory of emotions,
we need to pay attention to the broader context in which encounters are
embedded. Moreover, if we are to fully understand the effects of emotional
arousal at the micro level on meso and macrostructures, we need a broader
vision of the conduits by which emotions affect meso and macrostructures
(and their respective cultures), and vice versa. Thus, emotions are systematic-
ally generated under sociocultural conditions and, once aroused, they have
effects on these conditions. We require, therefore, a conceptual scheme on
which we can hang a theory.



A simplified conceptual model of social structure
and culture

In recent years, I have been working with the model portrayed in Figure 3.1.
This model reflects two general assumptions with which I begin most
analyses of social processes. Let me briefly enumerate these assumptions.

Levels of social reality

In my view, social reality unfolds at three levels: (1) the micro level of
the encounter, (2) the meso level of corporate and categoric units, and
(3) the macro level of institutional domains, stratification systems, whole
societies, and systems of societies. This tri-part division of reality is an ana-
lytical distinction, to be sure, but it is also the way that social reality itself
unfolds.

Figure 3.1 Levels of social reality.
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Micro-level social reality

I follow Erving Goffman’s (1959, 1961, 1963, 1967, 1971, 1983) view of
encounters as episodes of face-to-face interaction; and I also accept his
division of encounters as being of two basic types: focused and unfocused.
The properties of focused encounters are a single visual and cognitive focus
of attention, mutual and preferential openness to verbal communication,
heightened mutual relevance of acts, eye-to-eye ecological huddle coupled
with mutual perception and monitoring of behaviors, ritual and ceremonial
punctuation of openings, closings, entrances, and exits, an emergent “we”
feeling, emotional arousal, and procedures for corrective compensation
of deviant acts (Goffman, 1961, 1967). In contrast, unfocused encounters
revolve around mutual monitoring and the avoidance of eye-to-eye contact
as individuals move about in public space (Goffman, 1963, 1971).

Meso-level social reality

At the meso level of social organization are two basic types of structures:
corporate and categoric units. This distinction is one that I borrow from
Amos Hawley (1986). A corporate unit is a structure revealing a division of
labor organized to pursue goals, no matter how ephemeral the goals may be.
There are only three basic types of meso-level corporate units: organiza-
tions, communities, and groups. A categoric unit is a social distinction that
affects how individuals are evaluated and treated by others. The only uni-
versal categoric units are age and sex/gender, but as societies become more
complex and differentiated, new kinds of categoric units emerge – social
classes and ethnicity, for example. This conception of categoric units is
much the same as Peter Blau’s (1977, 1994) view of graduated (income, age,
education) and nominal (gender, ethnicity) “parameters” and compatible
with Miller McPherson’s conception of “Blau-space” in which social struc-
tures are conceptualized by the number of parameters defining ecological
niches, the distribution of people across these parameters, and the networks
among individuals in Blau-space (McPherson and Ranger-Moore, 1991).

The macro level of social reality

The macro level of social reality is composed of institutional domains
and stratification systems, societies, and inter-societal systems. Institutional
domains are those society-wide structures – economy, polity, kinship,
religion, law, science, medicine, education, and the like – that have evolved as
adaptations to external and internal environmental contingencies. Stratifica-
tion systems revolve around the unequal distribution of resources among
members of a population, the formation of subpopulations or classes on
the basis of individuals’ respective shares of resources, and the differential
evaluation of individuals by virtue of their respective shares of resources.
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Societies are geo-political units composed of institutional domains and
stratification systems, while inter-societal systems are relations between
societies, generally through interactions between key institutional domains
such as economy and polity and, at times, through the stratification systems
of interconnected societies.

Social forces

A second assumption that I make is that there are forces systematically
generating social structures and their cultures. These forces are summarized
in Table 3.1. At the macro level, these forces drive the formation and oper-
ation of institutional domains and stratification systems, as well as the soci-
eties and inter-societal systems that house them. The key forces at the macro
level are population, production, distribution, regulation, and reproduction
(see Turner, 1995, 2002, 2003 for a review and theory of these forces). At
first, it may seem odd to conceptualize the social world in terms of forces,
but if we are concerned with how social structures at the macro level are
generated, there must be forces that push individual and collective actors to
create particular kinds of structures. Actors are always responding to selec-
tion pressures, or needs to adapt to contingencies, and these selection pres-
sures come from forces. For example, population growth generates selection
pressures to find new modes of production or new forms of political gov-
ernance; and as actors respond to these pressures they create or change
institutional domains and stratification systems. My view of forces is very
similar to how they are conceptualized in biology (e.g. the forces of evolu-
tion) or physics (e.g. gravity, electromagnetism); these are properties of the
social universe that push actors to organize in particular ways, or face the
disintegrative consequences.

As actors seek to respond to selection pressures, they generally build
meso-level structures, or corporate and categoric units. To respond to par-
ticular problems or contingencies generally requires a new kind of structure
to organize collective action. Thus, at one time in hominid or human evolu-
tion, selection pressures for production and reproduction prompted hunter-
gatherers to create (1) bands composed of (2) nuclear families – two types of
corporate units – to replace what I visualized as the pre-kinship horde in the
last chapter. In so doing, distinctions between gender and age – as the first
two categoric units – were organized by the division of labor in family and
band. In more complex societies, the same basic processes are at work. For
example, population growth generated selection pressures for new forms of
community, new patterns of regulation through the consolidation of power,
new productive units beyond kinship, new forms of distribution, and even-
tually, new reproductive units outside of kinship; at each step along the way,
additional corporate and categoric units have emerged – thereby increasing
the overall level of differentiation in human societies. Today, in the post-
industrial world, corporate units and many kinds of categoric units are
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Table 3.1 Forces driving the formation and operation of the social universe

Macro-level forces
Population The number, rate of growth, composition, and distribution of people in a

society.

Production The gathering of resources from the environment, their conversion into
commodities, and the creation of services to facilitate gathering and
conversion in a society.

Distribution The construction of infrastructures to move resources, information, and
people in space as well as the use of exchange systems to distribute
resources, information, and people with and between societies.

Regulation The consolidation and centralization of power to coordinate and control
among members and the units organizing members’ activities in a
society.

Reproduction The procreation of new members of a population and the transmission
of culture to these members as well as the creation and maintenance of
sociocultural systems that sustain life and social order in a society.

Micro-level forces
Emotions The arousal of variants and combinations of satisfaction-happiness,

aversion-fear, assertion-anger, and disappointment-sadness in individuals.

Transactional
needs

The activation of needs to verify self and identities, to receive positive
exchange payoffs, to sense group inclusion (in the ongoing interpersonal
flow), to achieve a sense of trust (predictability, respect, and sincerity)
from others, and to achieve a sense of facticity (intersubjectivity and
sense that things are as they appear).

Normatizing The application of culture so as to categorize others and the situation,
develop frames delimiting and specifying what is to transpire in the
situation, use rituals (open, close, form, and repair interactions) to
regulate the flow of interaction, establish forms of communication (talk
and body language) in the situation, calculate and assess just shares of
resources in a situation, and establish feelings to be experienced and
displayed by persons in a situation.

Roles The presentation of sequences of gestures marking a predictable course
of action (role-making) by an individual as well as the reading and
interpreting of the gestures emitted by others to understand the course
of action of others in a situation (role-taking).

Status The placement and differential evaluation of individuals in positions
vis-à-vis other positions occupied by others in a situation.

Demographic The number of people co-present, their characteristics, density, and
movements in a situation as well as the meanings associated with number,
characteristics, density, and movement.

Ecological The boundaries, partitions, and props organizing the space among
individuals in a situation as well as the meanings of these boundaries,
partitions, and props.
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systematically generated as actors respond to the selection pressures imposed
by the macro-dynamic forces listed in Table 3.1.

At the micro level are the forces of emotional arousal, transactional needs,
symbols, status, roles, demography, and ecology; and these forces drive the
formation and operation of encounters. They can also shape the formation
and operation of meso-level corporate and categoric units. On the one
hand, these micro-level forces shape the flow of interpersonal behavior in
encounters; and in so doing they reproduce or, potentially, change the div-
ision of labor of corporate units or the distinctions and evaluations of cat-
egoric units. As people interact face to face, they arouse emotions as they
build up cultural symbols, create positions and develop roles to be played in
these positions, organize actions in space using various props (ecology), and
create new categoric distinctions (demography); and as these micro-level
forces are played out, encounters create, sustain, or change corporate and
categoric units. On the other hand, as I will emphasize in a moment, the
dynamic forces of encounters are constrained by existing corporate and
categoric units.

Thus, the macro and micro levels of reality have their own unique sets of
forces that drive the formation and change of the structures unique to these
two levels. At one time, I posited meso-level forces (Turner, 2002, 2003), but
I have come to view the structures of the meso level – that is, corporate and
categoric units – as standing at the intersection between macro and micro
forces. They are the place where macro and micro forces meet, and their
structure and operation will be a joint outcome of the forces operating at
the macro and micro levels. For example, a class categoric unit is generated
by all of the forces at the macro level of social organization, while being
sustained or potentially changed as individuals respond to members of
categoric units (or to “diffuse status” characteristic in expectation-states
theory) in face-to-face encounters. Similarly, a corporate unit, such as a
company in the economy, is driven by at least the macro-dynamic forces of
production and distribution, while the division of labor is sustained or
changed by micro-level forces – say, patterns of emotional arousal or failure
to meet fundamental transactional needs.

Embedding of social structures

A third assumption that follows from the above is that structures are embed-
ded inside of each other. Encounters are embedded in corporate and cat-
egoric units which are embedded in institutional domains and stratification
systems that are, in turn, embedded in whole societies and systems of socie-
ties. Embedding imposes constraints from the larger to smaller structure.
Thus, institutional domains and stratification systems are constrained by
the structure and culture of whole societies or systems of societies; corporate
units are constrained by institutional domains and, at times, by the stratifica-
tion system in which they are lodged; categoric units are constrained by the
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stratification systems and, often, by institutional domains as these generate
categoric distinctions; and encounters are constrained by the culture and
structure of the corporate and categoric units in which they are embedded.
Thus, the dynamics of any structural unit will revolve around: (1) the macro-
and micro-dynamic forces that drive a unit’s formation and operation; and
(2) the constraints imposed by the structure and culture of the units within
which a smaller unit is embedded. For example, an episode of face-to-face
interaction will be driven by micro-level forces listed in Table 3.1 and by the
division of labor of the corporate unit and the properties of the categoric
units in which this episode of face-to-face interaction is embedded.

As we will see in later chapters, a theory of emotions needs to take
account of the specific properties of corporate and categoric units in which
emotion-arousing encounters are embedded. The emotions aroused are
constrained by the structure and culture of these meso-level units; and it is
through these meso units that the structure and culture of macro-level social
reality – that is, institutional domains, stratification systems, societies, and
systems of societies – impinge on people in face-to-face interaction. The
structures of the meso level are, in essence, conduits for the culture and
structure of the macro realm as it filters down and constrains the forces
driving micro-level encounters.

The constitution of reality

A fourth assumption is that meso-level units are ultimately built from the
bottom up by encounters, while at the macro level, institutional domains are
constructed from networks of corporate units and stratification systems are
assembled from categoric units. This constitutive aspect of social reality
operates much like embedding because forces of the micro realm, as they
affect the formation, reproduction, or change of corporate and categoric
units, can have more distal effects on the macro-level structures that are built
from corporate and categoric units. For example, high levels of emotional
arousal at the micro level in iterated encounters over “racism” (the negative
evaluation and treatment of members of a categoric unit) can cause the
formation of a social movement organization (a corporate unit) that exerts
pressure on the political, legal, and economic institutional domains to
change their culture and structure which, in turn, places pressures for change
on the stratification created by institutions as they distribute resources
unequally. If successful, this movement may change the structure and cul-
ture of a whole society and, potentially, a system of societies. Indeed, as we
will see, emotional arousal is the most powerful force in these kinds of
bottom-up dynamics by which the micro alters the meso and macrostruc-
tures of a society.

Most of the time, however, embedding imposes powerful constraints on
micro-level processes. As a result, the dynamics of encounters work to repro-
duce corporate and categoric units and, hence, the macro-level structures
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built from meso-level structures. But at times, under conditions that a
theory should be able to specify, emotional arousal at the level of iterated
encounters spreads through networks of meso structures, changing key cor-
porate and categoric units or perhaps creating new meso-level structures,
that change macro-level structures. If this kind of process did not occur,
societies would be stagnant, which obviously they are not.

Culture and social structure

A fifth assumption, which perhaps does not need to be mentioned because it
is so obviously true, is that all social structures evidence culture. From a top-
down vantage point, culture flows down from macro to meso, and then from
meso to micro. Thus, the process of “normatization” at the level of the
encounter will be constrained by the ideologies, norms, symbolic media,
and technologies of corporate units and the ideologies used to make evalu-
ations of categoric units. Similarly, the culture of a corporate unit will
generally represent an adaptation to a particular environment of the insti-
tutional domain in which it is embedded and, at times, by the culture of the
social classes and class factions of the stratification system from which the
personnel of a corporate unit are drawn. In the same vein, a categoric unit
will be defined and evaluated by the culture of key institutional domains
(ideologies, symbolic media, and norms) that influence resource distribution
in a society and by the culture of the stratification system as a whole as well
as by the culture of classes and class factions within the stratification system.

Figure 3.2 outlines my general view of the levels of culture that corres-
pond to the levels of social structure. From a top-down perspective, general
values, technologies, and texts are adapted to institutional spheres in the
form of ideologies (evaluative standards about what should and ought to
occur in a domain), institutional norms about how individuals are to behave
when acting in a domain (e.g. norms for mother, father, worker, politician,
scientist, teacher, and the like), generalized symbolic media of exchange and
discourse (e.g. power, money, love, knowledge) within a domain. Similarly,
ideologies, norms, and generalized media also direct behaviors of individuals
at different class or class-faction locations in the stratification system. In turn,
these ideologies, norms, and media are used to structure the division of labor
of corporate units and the definitions, relative evaluations, and expectations
for individuals who are members of categoric units. And, all of these
become the cultural resources that are used to normatize encounters.

Reciprocally, from a bottom-up perspective, encounters can challenge,
reinforce, and, potentially, change the culture of corporate and categoric
units; and if sufficient change occurs at the meso level, then the culture of
institutional domains, stratification systems, and the society as a whole can
be also altered. As we will see, it is the emotions aroused at the level of the
encounter that ultimately are the fuel driving these bottom-up forces of
change in the culture of meso and macrostructures. For most encounters,
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Figure 3.2 Culture and levels of social reality.
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however, the culture of mesostructures is reinforced and reproduced which,
in turn, sustains culture at the macro level of social organization.

Keeping conceptual schemes simple

The conceptual schemes in figures 3.1 and 3.2 are obviously very simple. It
is important, I believe, to keep the conceptual scheme this simple and, then,
introduce complexity in the form of propositions or principles describing
key dynamics. When schemes become too complex, theorizing becomes
excessively concerned with sustaining the architecture of the scheme, as was
the case for Talcott Parsons’s (1968 [1937], 1951, 1978) ever-evolving action
theory. Moreover, when the conceptual scheme is complex, it becomes
necessary to make commitments to the vision of the world denoted by the
scheme – something that people may not be willing to do. The scheme that
I have offered in figures 3.1 and 3.2 only commits the reader to a view of the
universe as unfolding at three levels, with levels embedded in each other
while, at the same time, providing the building blocks for each successive
level of reality. In fact, no commitments to the scheme are essential because
the theory will be stated as propositions and use much of the vocabulary of
existing theories, rather than the distinctions marked by the conceptual
scheme in figures 3.1 and 3.2.

I am not out to vindicate my scheme; it is only a device for getting started.
The power of the theory will reside in propositions and principles rather
than in analytical distinctions made by a conceptual framework. The goal
of my theory is to explain how specific properties of corporate and cat-
egoric units, as they constrain encounters, influence the arousal of specific
emotions that have effects on meso and macrostructures and culture.

The importance of a comprehensive conceptual scheme

As I noted earlier, the sociology of emotions reveals a clear micro bias which,
from one perspective, is appropriate because, as outlined in Table 3.1, I see
emotions as one of the micro-dynamic forces shaping the flow of inter-
action in encounters. Moreover, most theories of emotions examine the
effects of status, roles, transactional needs (like the need to verify self and
identities), and expectations on emotional arousal – again an appropriate
emphasis. For, as Table 3.1 documents, the forces driving the formation and
operation of encounters correspond to many of the points of emphasis in
various theories – status, roles, self, norms, expectations, diffuse status charac-
teristics. But, if we are to understand the sociology of emotions, we must
recognize that encounters and the forces driving them are embedded within
meso-level corporate and categoric units that, in turn, are embedded in
institutional domains and stratification systems within whole societies and
perhaps even systems of societies. The distribution of power and prestige
in status, the culture that is brought to bear, the emotion ideologies, the rules
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and vocabularies, the ecology of space, and the demography of the situation
are all constrained by specific properties of corporate and categoric units. The
structure of the division of labor within corporate units (e.g. size, hierarchy,
boundedness, formality) and the properties of categoric units (e.g. discrete-
ness, differential evaluation) load the values for the forces driving encounters;
and so, if we are to develop a sociological theory of emotions, we must
understand how embedding has these effects.

Conversely, the emotions aroused within encounters can target a rela-
tively small range of potential objects: self, other(s), encounter, corporate
unit, categoric unit, institutional domain, stratification system, society, and
system of society. A sociological theory needs to be able to explain not only
the kinds of emotions aroused under specific sociocultural conditions, but it
also must explain which emotions with what level of intensity and with what
degree of persistence will be directed at what potential targets. Some
emotions stay local, circulating in self-appraisals, reactions to others, or feel-
ings about the encounter; other emotions target the structure and culture
of corporate and categoric units and even beyond to the institutional
domains, stratification system, society, and, potentially, system of societies. A
sociological theory should be able to explain such diverse processes as self-
loathing and depression, anger at others, vengeance on institutional struc-
tures, anger over the injustices in the distribution of resources with the
stratification system, social movements fueled by anger and injustice, or acts
of terrorism driven by righteous anger; and, conversely, a theory should
explain commitments to meso and macrostructures.

The simple conceptual scheme in Figure 3.1 gives us a roadmap as to the
immediate structures that constrain the arousal of emotions in encounters
and the range of potential targets of emotions, once aroused. This is, of
course, a tall order and a large terrain to cover, but the goal of theory is to
simplify matters by presenting very abstract principles that are not tied to
specific empirical cases. Thus, in the pages to follow, I will use the con-
ceptual roadmap outlined in this chapter to chart my course, but the power
of the theory will inhere in many specific propositions and hypotheses
consolidated into a relatively small set of very abstract principles. If the
theory is useful, it should not have too many propositions, but it should have
enough to cover the terrain that the conceptual scheme covers.

Causal effects within and across levels of
sociocultural reality

The theory to be developed will specify in greater detail the connections
among the forces and the structures that they generate at each level of
reality. Before moving into the theory itself, let me pause for a moment
to summarize in somewhat more detail causal connections denoted by
the arrows connecting the boxes in the conceptual schemes presented in
figures 3.1 and 3.2.
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Societal and inter-societal systems

Societies are composed of their institutional domains and stratification sys-
tems that are built, respectively, from corporate and categoric units which in
turn are built and sustained by encounters. A society will evidence a cultural
system, composed of texts (traditions, modes of discourse, language), tech-
nologies (knowledge about how to manipulate the environment), values
(moral codes of good and bad). These elements of culture are, in turn,
translated into the cultures of institutional domains and stratification systems
and the corporate and categoric units from which these domains and strati-
fication systems are built (and, of course, ultimately into the norms of the
encounter). More specifically, macro-level cultural values become ideologies
of particular institutional domains (e.g. economy, polity, kinship, religion,
law, science, medicine, education, etc.) that specify what should and ought to
occur in each domain. Similarly, the ideologies legitimating the unequal
distribution of resources and overall stratification system (e.g. income and
wealth should come “from hard work,” or to those who “make contribu-
tions” to society) as well as specific classes or class factions in this system are
typically drawn from the value premises of the society and the ideologies of
institutional domains that distribute resources. When whole societies are
part of a system of societies, it is typically corporate units within institutional
domains that become the conduit for moving information, people, and
resources across the borders of one society into another. Thus, conquest and
political subjugation of one population by another are primarily the result
of coercive mobilization of power within the corporate units comprising
the institution of polity; or trade is most typically conducted by the corpor-
ate units of each nation’s economy. Migration patterns across borders of
nation states are often families moving from one society to the location of
extended kin in another society. Stratification systems also can be involved
in inter-societal relations as when, for example, lower class migrants leave
one nation for opportunities in another. As relations among societies are
developed, their respective cultures are often exported or, as is often the case,
a more general set of inter-societal values and ideologies is created that feeds
back and affects the institutional domains and stratification systems of each
society.

It may be difficult to see how causal effects at these most macro levels
have consequences for emotional arousal at the micro level of the encounter.
Yet, a moment’s reflection signals that many emotions aroused in encounters
are indeed related to these macro-level processes. For instance, anger over
outsourcing, needs to vent righteous anger by terrorists on the people and
institutions of another society, fears about the consequences of migration
patterns, and many other emotional states are ultimately connected to soci-
etal and inter-society dynamics. Social movements, riots, terrorist attacks,
and other volatile processes are thus often fueled by emotions that have been
generated in iterated encounters lodged in macro structures.
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Institutional domains and stratification systems

The arrows connecting these two macro-level structures indicate that the
same forces drive the formation of each – that is, population size and com-
position, production, distribution, regulation and power, and reproduction.
For instance, power involves not only the formation of polity, but once
polity exists it has large effects on the distribution of valued resources such as
power, money, and prestige. Or, production as it generates a division of labor
at the level of corporate units determines how much income and wealth
individuals and families can accumulate. The same is true of distribution as a
force. Reproductive structures determine the credentials that can be mar-
keted in labor markets and in the corporate units of the economy; and in
capitalist economies, reproductive institutions like education also determine
people’s access to jobs, income, and prestige. Thus, as the forces of the macro
realm generate and sustain the operation of institutional domains, these
domains determine the nature of the stratification systems and the categoric
units from which such systems are ultimately constructed.

The converse is also true. The distribution of income and wealth, the
formation of classes, and the distribution of categoric units across classes
(ethnicity and gender, for example) have effects on the operation of each
institutional domain. For example, a large low-wage, lower-class pool of
ethnic labor changes the labor market (and hence distributive dynamics) as
well as the division of labor in corporate units within the economy, or it
may pose a threat to the legitimacy of the political system that leads to
centralization of coercive power in the polity.

This dynamic interplay between institutional domains and stratification
systems occurs at the level of corporate and categoric units, and hence, it
will affect the arousal of emotions in encounters within these units. Thus,
even though this interplay operates at a macro level, embedding insures that
it will also play itself out at the meso and micro levels of social reality.

Institutional domains and corporate units

An institutional domain is the set of corporate units that deals with funda-
mental problems facing populations as these problems generate selection
pressures. The culture of a domain is tailored to the specific goals and
division of labor of corporate units, and if this culture proves viable at the
level of the corporate unit, then the ideologies, symbolic media, and insti-
tutional norms of the macro-level domain are reinforced. If this culture
proves less viable, it will generally arouse negative emotions at the level of
the encounter within the corporate unit, and if these negative emotions lead
to collective mobilization, then both the division of labor and culture of
the corporate unit will be changed, and ultimately, if key corporate units in
a domain change their structure and culture, these changes will alter the
culture and structure of the institutional domain.
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Stratification systems and corporate units

The distribution of resources across a population and the formation of
categoric units around this distribution have large effects on corporate units
in various institutional domains. The incumbents of corporate units are
ultimately drawn from diverse social classes and categoric units (e.g. gender,
age, ethnicity) as these intersect with class. For example, if an ethnic minor-
ity is disproportionately lower class, this intersection of class and ethnicity as
categoric units will have effects on such diverse structures as neighborhoods
in communities, labor pools used by corporate units in the economy,
adherents to specific churches, parties in the political domain, or school
systems in the educational domain. In one sense, as is emphasized by organ-
izational ecology, the distribution of people across categoric units and their
various patterns of intersection create resource niches for corporate units
(McPherson and Ranger-Moore, 1991) and, as a consequence, determine
the culture and structure of these corporate units. In turn, this line of causal-
ity from stratification system to corporate units to encounters has effects on
emotional arousal in encounters, and vice versa.

Corporate units and categoric units

Some categoric units are determined in part by the division of labor and
culture of corporate units. Thus, at times positions in the division of labor
become a categoric unit that is evaluated. For example, the category of
student, worker, mother, or slave can serve as categoric units generated from
the division of labor in corporate units. The converse is also true, categoric
units can have effects on the division of labor in corporate units, as I noted
above. A corporate unit that is disproportionately composed of one ethnic
or class category will be different than one composed of another ethnic or
class category. An organization that is mostly female will have a different
culture and structure than one that is composed of males. As we will see,
when the division of labor in corporate units is correlated with categoric
unit membership, both the division of labor and the differential evaluations
across categoric distinctions have more power over what occurs at the level
of encounters.

Corporate units and encounters

The forces of the micro level of social reality are affected by the culture and
structure of corporate units. The kinds of emotions that can be aroused, the
way in which transactional needs are to be met, the normative expectations
that apply, the distribution of status and the roles associated with status, the
demography, and the props and ecology of the encounter are almost always
determined, to a high degree, by the culture and structure of the corporate
unit within which an encounter is embedded. As a result, the nature and
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intensity of emotional arousal in encounters is highly constrained by the
structure and culture of corporate units. A theory of emotions must link
specific kinds of emotions to specific properties of the division of labor in
corporate units and the culture of this unit, and conversely, we will need to
specify the likely effects of emotional arousal on corporate unit structure
and culture (and, potentially, on a macro-level institutional domain).

Categoric units and encounters

At first, it may be difficult to visualize encounters as being embedded in
categoric units, but the long research tradition within expectation-states
theorizing should help confirm this view of encounters (Berger, 1988;
Berger et al., 1977, 1980; Webster and Foschi, 1988). Diffuse status character-
istics, such as gender, ethnicity, and age, are what I term categoric units; and
there is ample literature documenting that how people interact at the level
of the encounter, how they evaluate each other, and how they react emo-
tionally are very much influenced by the differential evaluations of categoric
units or diffuse status characteristics (e.g. Wagner and Berger, 1997). An
encounter composed of all women or men, members of only one ethnic
population, or incumbents in one social class will reveal dynamics that are
very different than those involving both women and men, diverse ethnics,
and several social classes. What occurs in the encounter is thus determined
by the configuration of categoric units in which it is embedded. Conversely,
the dynamics of what transpires in the encounter – and for our purposes, the
emotional dynamics that occur – will have an affect on the salience of
categoric units and potentially on the macro-level stratification system in
which many categoric units are embedded (e.g. Ridgeway, 2000, 2006;
Ridgeway and Correll, 2004; Ridgeway and Erikson, 2000; Ridgeway et al.,
1998). Thus, we need to know what properties of categoric units have what
effects on emotional arousal, and vice versa.

Conclusion

The scheme that I have outlined in this chapter can be used to study much
more than emotions; and, indeed, I have sought to do so (Turner, 1985,
1995, and 2002) and will continue to pursue these more general theoretical
interests in the future. Perhaps I have presented more detail than necessary,
but I think that it will become clear that some sense for the connections
among the structural units at each level of social reality is necessary in
developing general sociological theory. At the level of the encounter, where
emotions are an important force, the structure and culture of corporate and
categoric units is immediate and generally relevant, loading the values for
the forces that shape the flow of interaction. Because corporate and cat-
egoric units are the building blocks of all macro-level structures, while
serving as the conduits of these macrostructures and their cultures down to
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the level of the encounter, it is critical to understand how the diversity of
emotions outlined in Chapter 1 is influenced by mesostructures and mac-
rostructures in which they are embedded. A sociological theory must always
emphasize social structure and culture – this is, after all, the defining charac-
teristic of our field – as these affect interpersonal behavior. This focus assures
that we will seek to determine how corporate and categoric units constrain
emotional arousal and, conversely, how emotions reproduce or change the
structure and culture of corporate and categoric units and, potentially, the
macrostructures and cultures in which these meso-level social units are
embedded. This is the promise of a sociological approach; now, let us see
how well I realize this promise.
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4 Emotional arousal
Basic principles

Human emotions constitute a primal language system in which emotional
phonemes are strung together into sequences by implicit rules of syntax that
communicate affect. If only by watching a soap opera with the sound turned
off, the emotional language of a culture becomes immediately evident. It
may be, as Ekman and associates have long argued (Ekman, 1973a, b, 1982,
1984; Ekman and Friesen, 1971; Ekman et al., 1972), that the syntax of the
most primary emotions is universal, with perhaps certain refinements added
by the emotion culture of society. But the key point is that individuals learn
the emotional language of their culture, and they do so almost immediately
out of the womb and long before they begin to learn the auditory language
of their culture. This capacity for language, as Chomsky (1965, 1980) has
argued for all these years, is innate; the human brain is pre-wired and recep-
tive to learn language, at least until about the age of 11. After this point,
language acquisition becomes much more difficult.

It has always seemed remarkable to me that most scholars see “body
language” as an adjunct to spoken language when, in fact, just the opposite is
the case: the language of emotions is more primal and primary because
it evolved earlier than auditory language (Turner, 2000a). Evolutionary
sequences are often repeated as developmental stages in organisms; and such
is certainly the case for emotions because the capacity to use the language of
the face and body emerges earlier than the ability to use auditory languages.
Indeed, if we simply observe how adults interact with newborn babies, we
can see the imprinting of the emotional language through smiles, acts of
touching, and verbal cooing that communicate emotions. In fact, adults
generally make a special point of aligning their faces to those of infants to
communicate their positive affect, and it is very clear that infants are highly
receptive to these facial gestures and verbal fillers communicating affect.
Thus, long before an infant’s left temporal lobe is activated to a significant
degree, the right side of the brain in conjunction with subcortical emotion
centers is very active in infants.

For a process that is so essential to humans, we should be able to enumer-
ate a few simple principles on emotional arousal. Later, we can add to these
principles and refine them in order to account for the fact that emotions are



aroused in embedded social contexts. Encounters are lodged in corporate
and categoric units that, in turn, are the conduits for the structure and
culture of macrostructures as they impinge on the face-to-face dynamics of
encounters. I see two basic processes responsible for emotional arousal in
humans: (1) expectations and (2) sanctions. Thus, we need to begin by
enumerating elementary principles on these two processes.

Expectation states and emotional arousal

There is, of course, a large literature on expectation states in sociology
(Berger, 1958, 1988; Berger and Conner, 1969; Berger and Zelditch, 1985,
1998; Berger et al., 1972, 1977; Webster and Whitmeyer, 1999; Webster and
Foschi, 1988; Ridgeway, 1978, 1982, 1994; Ridgeway and Walker, 1995).
Most of the research in this area is conducted in small task groups, with
special emphasis on the expectation states that are associated with status
(prestige) and power (authority). At times, the prestige and power structure
is a given to members of task groups (as a proxy for the fact that many real-
world task groups are embedded in corporate and categoric units); and at
other times, research examines the emergence and change of expectation
states during the course of interaction. This entire theoretical research tradi-
tion has produced incremental and cumulative knowledge, but I want to
expand considerably the range of such theories by emphasizing that expect-
ation states exist for much more than status and power. Although expect-
ations from status and power are crucial to the flow of interaction, they are
not the only source of expectations. And, in some contexts, they are not
even the most important.

Individuals almost always enter encounters with expectation states. Indeed,
it is rare for a person to go into a situation with no knowledge of what to
expect. And, if a person is not sure of what to expect when entering an
encounter, this person will generally experience mild negative emotions
such as anxiety, shyness, or hesitancy. As soon as expectation states emerge,
however, individuals will feel much more comfortable, as long as these
expectations are confirmed by the actions of others. There is, then, a
very basic process at work here. Expectation states exist for virtually all
encounters and, as the research literature documents for prestige and power,
emerge rather quickly if expectations do not already exist. The expectations
come from a variety of sources, as I will document later, but they typically
revolve around characteristics of self, others, and situation. They are often
codified into what Affect Control Theory calls “fundamental sentiments”
(Heise, 1979; Smith-Lovin and Heise, 1988) or what some researchers (e.g.
Ridgeway, 2001) term “status beliefs”; and individuals are motivated by
gestalt propensities to see congruence between their expectations for the
actions of self and others as well as their expectations for the properties
of the situation. When individuals’ expectations for self, other, and situation
are realized, they will experience mild positive emotions (see Table 1.2),
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and if they had experienced some fear about whether or not expectations
would be realized, they will experience more intense variants of positive
emotions when expectations are met (see middle and right side of Table 1.2,
and first-order elaborations like pride under emotions arising from combin-
ations of satisfaction-happiness and other primary emotions portrayed in
Table 1.3).

The converse of this generalization is that when the actions of self and
others, or situation in general, do not measure up to expectations, indi-
viduals will experience negative emotional arousal. There are, however,
more options for negative emotional arousal because three out of the four
primary emotions are negative (and if we add other emotions to the list
of primary emotions (see Table 1.1), most of these are also negative – e.g.
disgust). Persons can experience fear, anger, or sadness; and a theory will
need to address which of these emotions in what combinations will arise.

There are several general conditions that have large effects on expectations.
One is the clarity of expectations. If expectations are clear and unambiguous,
then individuals have realistic understandings about what is likely to occur;
and, as a result, they are more likely to meet these expectations and experi-
ence positive emotions. If expectations are unknown, ambiguous, or contra-
dictory, then individuals will enter interaction with negative emotional
arousal, revolving around mild variants of fear; and depending upon what
transpires in the situation, they will experience a variety of potential emo-
tions on either the positive or negative side. If expectations become clear,
removing ambiguity and contradictions, individuals will experience a first
round of positive emotional arousal which will be augmented by a second
round of positive arousal when self, other, and situation all continue to act or
operate in ways that meet expectations. If expectations remain unclear or if
they go unmet, then individuals will feel negative emotions, mostly variants
of fear or anger (although sadness is also a possibility).

Another condition affecting expectations is the degree to which indi-
viduals in a situation employ the same emotional language. There are cul-
tural variations in the phonemes and syntax of emotional languages – by
class, ethnicity, gender, age, or subculture. When interactions are conducted
with the same emotional language, expectations are much more likely to be
clear; and if expectation states do not exist at the beginning of the inter-
action or if they are ambiguous or contradictory, a common emotional
language increases the probability (though, not the certainty) that they will
be clarified and, when clarified, met.

The next question follows from the above considerations: What increases
the chances that expectations will be clear and unambiguous and that in-
dividuals will “speak” or signal with a common emotional language? In
general, embedding, per se, will increase clarity of expectations but, as we
will see in chapters 6 and 7, the specific properties of corporate and
categoric units and their respective cultures also have large effects on clarity.
Thus, embedding in general increases clarity but the structure and culture of
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meso units in which encounters are embedded have further effects on
clarity. Moreover, the degree to which mesostructures are embedded in the
structure and culture of institutional domains and stratification systems at
the macro level of social organization is also critical to the clarity of expect-
ations. The more an encounter is embedded in successive layers of social
structure and culture, then, the more likely are expectations in encounters to
be understood by all participants in the encounter.

Another force influencing expectations is what I term transactional needs.
As is summarized in Table 3.1, I see certain need-states as universal among
humans in interaction. These need-states also establish expectations, and
they will generate emotions of varying types and levels of intensity when
these expectations are realized. The most powerful need-state is for verifica-
tion of self; the next most powerful is receipt of profits in exchanges of
resources, followed in order of their relative power by needs for group
inclusion, trust, and facticity. Individuals are motivated to meet these needs,
and they almost always have a set of expectations for: (1) what aspects of self
can be verified (need for self-verification); (2) what exchange payoffs will
yield (needs for exchange payoffs); (3) what level of involvement in the
interpersonal flow is possible (needs for group inclusion); (4) how predict-
able, how sincere, how much respect, and how in synchronization others
will be vis-à-vis self (trust); and (5) what degree of reality is obdurate and
common to self and others (facticity). When these need-states are realized,
individuals will experience positive emotions; and when they are not, they
will experience one or all of the negative emotions in various elaborations
(see tables 1.2, 1.3, and 1.4). Moreover, as we will see in Chapter 5, the
specific need-states that are met, or go unmet, determine the specific
emotions aroused.

Need-states are often ambiguous to the person, thereby increasing the
ambiguity of expectation states. For example, a person may not know which
identity will be salient in a situation, what resources are relevant, or what
signs would mark group inclusion, trust, and facticity. With this kind of
ambiguity over fundamental needs, a situation will be approached with
some degree of negative emotional arousal. And, if needs go unmet for
whatever reason, negative emotional arousal will continue and indeed inten-
sify. Conversely, when needs become clear and are realized, initial levels of
negative emotional arousal will give way to more intense forms of positive
emotional arousal.

All of these forces – common emotional language, embedding of social
structures and their cultures, and transactional need-states – influence the
nature and clarity of expectation states. They will thus be part of my theory
of emotional arousal. In later chapters, I will work to sort out the complex
interplay of these forces because each affects expectations and emotional
arousal in somewhat different ways, once we move beyond simple portrayals
of emotions as either positive or negative. For the present, let us keep matters
simple with the following basic principles:
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1 When expectations for self, other, and situation are met in an encounter, indi-
viduals will experience mild positive emotional arousal and will be more likely to
give off positive sanctions to others (see principle 4 later in this chapter); and if
they had some fear about expectations being met, they will experience more
intense variants and elaborations of positive emotions.

2 The likelihood that expectations will be met in an encounter is a positive function
of the degree of clarity in expectations, which, in turn, is a positive and multiplica-
tive function of:

A The degree to which participants to an encounter use the same emotional
phonemes and syntax.

B The degree to which an encounter is embedded in corporate and categoric units.
C The degree to which the meso-level corporate and categoric units are embedded

in macro-level institutional domains and stratification systems.
D The degree to which the cultural symbols of meso- and macro-level structural

units are explicit and consistent.
E The degree to which transactional needs generate expectation states that are

consistent with A–D above.

3 When expectations for self, other, and situation are not met in an encounter,
individuals will experience one or more negative emotions. The likelihood that
expectations will not be met in an encounter is a positive and multiplicative
function of:

A The degree to which participants to an encounter do not use the same
emotional phonemes and syntax.

B The degree to which an encounter is not embedded in corporate and categoric
units.

C The degree to which an encounter is not clearly embedded in an institutional
domain or a location in the stratification system.

D The degree to which divergent or ambiguous cultural symbols are invoked by
participants to an encounter.

E The degree to which transactional needs are unclear, ambiguous, or unattain-
able in an encounter.

These simple principles leave all of the interesting sociological questions
unanswered. For instance, what properties of corporate and categoric units,
what elements of their cultures, and what aspects of transactional needs
influence the clarity of expectations? These and other questions will need to
be addressed if we are to have a robust sociological theory of emotions. But,
for the present, we can simply state that individuals’ emotional reaction to a
situation is related to whether or not they realize expectations that, in turn,
is partly a function of the clarity of expectations. The key to a sociological
theory is to explain the psychological, social structural, and cultural condi-
tions that increase or decrease clarity of expectations. In later chapters, we
will explore all of these forces.
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Sanctions and emotional arousal

The flow of interaction in encounters is also a process of mutual sanctioning.
Individuals provide varying degrees of support (or lack of support) for what
others are doing and saying. To some degree, sanctions are in the eye of the
beholder because what another does can be perceived differently, as either a
negative or positive sanction. Moreover, when individuals meet, or fail to
meet, expectations, they may perceive either outcome as a sanction. Yet, for
all the potential complexity, the basic relationship between emotions and
sanctions is straightforward. When individuals see others as supporting their
actions, they will perceive that they are being sanctioned positively and
will, as a result, generally feel positive emotions. Conversely, when they
believe that others are not supporting their actions, they will see this lack of
support as a negative sanction and, as a consequence, experience one or
some combination of negative emotions.

There is a clear relationship between expectations and sanctions. When
expectations are unambiguous, individuals are more likely to act in ways that
allow them to realize expectations. When they meet expectations, others
are likely to give off positive sanctions. When expectations are not clear,
however, individuals are less likely to know how to behave and, as a likely
outcome, will emit behaviors that bring negative sanctions, thereby arousing
negative emotions. The same conditions that increase the clarity of expect-
ations thus operate to increase the chances that individuals will be positively
sanctioned.

If individuals use the same emotional phonemes and syntax, they can
role-take more effectively and calibrate their responses so as to receive
positive sanctions from others. If they interact in embedded encounters with
consistent cultural symbols and with explicit structures defining their place
in the division of labor or their membership in categoric units, they are more
likely to know how to behave in a manner engendering positive responses
from others. Similarly, the more embedded corporate and categoric units
are in an institutional domain or in a class position in the stratification
systems and the more the culture of these macro-level structures constrains
the culture and structure of meso-level corporate units and categoric units,
the more likely are individuals to know how to behave in encounters and,
hence, the more likely will they be positively sanctioned. Finally, if indi-
viduals are able to understand how transactional needs can be met in
encounters, their efforts at meeting these needs can be orchestrated so as
to bring positive sanctions from others. The obverse of these conditions
will increase the likelihood that individuals will not fully understand how
to respond in an encounter, with the result that they may breach the
interpersonal flow and bring forth negative sanctions.

When individuals experience positive sanctions, they will generally con-
tinue a given course of action vis-à-vis others in a situation and, equally
significant, they will typically give off positive emotions that serve as positive
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sanctions to others. As Randall Collins (2004) has emphasized, a process of
“effervescence” can begin to cascade as positive sanctions and emotions feed
off of one another – as Durkheim (1965 [1912]) emphasized long ago. For
Collins, positive emotional arousal leads to an entrainment of emotional
responses that operate as a positive sanction, leading to escalated positive
emotional arousal, rhythmic synchronization of talk and body gestures,
heightened flow of positive sanctions, increased sense of social solidarity,
symbolization of this sense of solidarity, ritual enactments (as overt behaviors
and/or covert thoughts) toward these symbols, and emerging particularized
cultural capital that enhances the sense of shared symbols and solidarity.
Collins’s model is outlined in Figure 4.1.

Collins conceptualizes interaction rituals at two levels: (1) the “stereo-
typed formalities” that arouse transient emotions at the beginning of the
encounter, and (2) the more inclusive ritual sequence of the entire encounter
(outlined in Figure 4.1). The former are rituals with a small “r”, while the
latter or the whole sequence of events in Figure 4.1 is the more inclusive
ritual with a big “R.” Co-presence, common actions, and ecological bar-
riers all contribute to a mutual focus of attention, which is furthered by
greeting rituals that create transient emotions leading to a shared mood that
helps sustain the focus of attention. As individuals interact with a shared
mood and mutual focus of attention, their emotions become entrained and
rhythmic synchronization of talk and body occurs, creating the collective
effervescence described in Durkheim’s rendering of Australian aborigines
in The Elementary Forms of the Religious Life (1965 [1912]). These processes,
as they feed off each other, work to raise the level of emotional energy

Figure 4.1 Collins’s elaborated model of interaction rituals.
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which, in turn, increases group solidarity. And, like Durkheim’s portrayal
of how a sense of “mana” leads to creation of totems toward which
emotion-arousing rites are directed, Collins argues that solidarity generates
a tendency for individuals to symbolize the group. This symbolization is
more likely when rituals (with a big “R”) are iterated, increasing the flow of
positive emotions and the circulation of symbols in thought and actions.
The result is the emergence of particularized cultural capital (symbols
unique to the group and its members’ experiences in the encounter). Thus,
once positive emotions are aroused, they tend to circulate in terms of the
dynamics originally outlined by Durkheim and, more recently, elaborated
upon by Goffman (1963, 1967) and Collins (1975, 2004).

Thus, as we will come to see, the flow of positive sanctions in an
encounter tends to circulate among the participants to the encounter, with
individuals mutually sanctioning each other in ways that build up local
solidarities, although at times this flow of mutual positive sanctioning can
work its way up to mesostructures and macrostructures. A sociological the-
ory of emotional arousal will need to explain the conditions under which
positive sanctioning and the ritual dynamics that it unleashes stay local in the
face-to-face encounter and, alternatively, when these positive emotions are
transferred to mesostructures and macrostructures.

In contrast to positive sanctioning, negative sanctions stall an interaction
and work against solidarity. As I noted in Chapter 2, one of the great obs-
tacles to building social solidarity among humans’ hominid ancestors was the
fact that three of the four primary emotions are negative. Although the use of
negative sanctions may lead individuals to adjust their behaviors and con-
form to expectations, negative sanctions also arouse negative emotions – fear,
anger, sadness, or some combination of these – that work against solidarity.
When individuals are angry, fearful, or sad and when these negative emo-
tions are combined to form second-order elaborations (see Table 1.4) like
shame, guilt, or alienation, social bonds are disrupted, and solidarity declines.
Even if second-order elaborations do not emerge, sanction will often
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generate first-order elaborations of emotions that do not promote solidarity
– emotions such as revulsion, dislike, antagonism, righteousness, melancholy,
misery, aggrieved, and other emotions listed in tables 1.2 and 1.3.

One way to visualize this flow of negative emotions is to examine Collins’s
model presented in Figure 4.1, where I have drawn out in more elaborate
form the elements in his theory and signed the arrows connecting these
elements. If negative emotions enter this model at any point, these positively
signed arrows become conductors of negative emotions. For example, if the
initial stereotyped formalities (rituals with a small “r”) go poorly and arouse
negative emotions, this negative charge will travel down the model, disrupt-
ing mood, focus, rhythmic synchronization, collective effervescence, positive
emotional arousal, group solidarity, and its symbolization. Or, if rhythmic
synchronization breaks down, even after a good beginning, collective effer-
vescence, positive emotional arousal, and other elements of the interaction
ritual (with a big “R”) turn negative as the positively signed arrows in
Figure 4.1 conduct the negative emotions aroused.

Equally important, negative sanctions dramatically increase the likelihood
that individuals will employ defensive strategies, and defense mechanisms,
all of which revolve around varying levels of repression of the negative
emotions aroused by sanctions. When needs for self-verification are intense,
it becomes even more likely that a person will experience intense second-
order emotions like shame or guilt from negative sanctions; and, as a result,
this person will be more likely to invoke defense mechanisms. Once nega-
tive emotions are repressed, they become more intense, often erupting in
sudden spikes of the negative emotions that have been repressed, leading to
more negative sanctions from others, as well as self-sanctioning by a person
for their inappropriate behavior, which may then be repressed in a cycle that
can perpetuate itself over a lifetime.

Another effect of repression is that the negative emotions are often trans-
muted into new kinds of mostly negative emotions. For example, shame can
become overt anger directed at others (Lewis, 1971); guilt causes people to
experience anxiety and fear; or alienation is often filled with anger at the
persons or structures from which a person has withdrawn. At times, defense
mechanisms like reaction-formation can transmute negative emotions – say,
hatred of father – into a positive emotion in which the person professes
great love for (the hated) father. Or, sublimation may occur in which
repressed negative self-feelings are transformed into positive energies in
socially acceptable, if not worthy, activities. Yet, intensifying and/or trans-
muting negative emotions into new and/or more intense negative or, in
some cases, into positive emotions does not operate to build secure bonds of
solidarity. Thus, negative sanctioning unleashes a whole set of psycho-
dynamics that affect the emotional experiences of individuals and the targets
– self, others, social structures – of their emotions. Indeed, defense of self is a
powerful dynamic that, save for a few scholars (e.g. Scheff, 1988; Scheff and
Retzinger, 1991), sociologists have tended to underemphasize.
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Sanctioning can thus be a potentially volatile force in human interaction
when it turns negative, while being the primary force by which positive
emotions are built up to create the conditions that promote social solidarity,
as outlined in Figure 4.1. Sanctioning itself is a simple process but it gener-
ates new complexities that a sociological theory must explain. For the pre-
sent, let me simply get the basic principle down, with an understanding that
we will need to extend and amplify on the dynamics of sanctioning in later
chapters.

4 When individuals perceive that they have received positive sanctions from others,
they will experience positive emotions and be more likely to give off positive
sanctions to others in an escalating cycle that increases rhythmic synchronization
of talk and body language, heightened mutual flow of positive sanctioning,
increased sense of social solidarity, representation of this solidarity with symbols,
and overt as well as covert ritual enactments toward these symbols. The likelihood
that positive sanctions and these interaction rituals will occur is a positive function
of the conditions listed under 2A–E above.

5 When individuals perceive that they have received negative sanctions from others,
they will experience negative emotions; and the more negative these emotions, the
more likely are defensive strategies and defense mechanisms revolving around
repression, intensification, and transmutation to be unleashed, and the less will be
the degree of solidarity in the encounter and, potentially, the less will be the
commitments to the meso and macrostructures (and their respective cultures) in
which the encounter is embedded. The likelihood that negative sanctions will
have these effects is a positive function of the conditions listed under 3A–E
and the intensity of transactional needs for self-verification.

The activation of defensive strategies and mechanisms

The cybernetic control system and emotions

With a few exceptions (e.g. Scheff, 1979, 1988, 1990a, b, 1997; Turner,
1999b, 2002, 2006), sociological theories of emotions reveal a gestalt bias.
Persons are conceptualized as a kind of cybernetic control system that when
cognitions are inconsistent operates to bring them back into congruity
(Powers, 1973). For example, Identity Control Theory (Burke, 1980, 1991,
1996; Burke and Stets, 1999) argues that individuals orchestrate behavioral
outputs in accordance with an identity standard; they then engage in
“reflective appraisal” of the responses of others to these self-presentations,
and when the responses of others confirm the identity standard, behaviors
continue along the same lines that brought verification of self. Conversely,
when the responses of others indicate in reflected appraisals that behavioral
outputs have not met the identity standard, individuals will experience dis-
tress and other negative emotions that lead them to adjust behavioral out-
puts, identity standards, or identities in order to bring identities, identity
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standards, behavioral outputs, and reflected appraisals into congruence.
Similarly, Affect Control Theory argues that individuals make comparisons
between their fundamental sentiments or beliefs about actor, behavior,
other(s), and situation with their transient impressions. When sentiments
about these elements – that is actor, behavior, other, and situation – are not
consistent with their transient impressions, they will experience negative
emotions that motivate them to engage in behaviors or cognitive manipula-
tions to bring them into line (see Heise, 1979; Smith-Lovin and Heise,
1988). These approaches do capture a very important cognitive propensity
in humans, as I emphasized in Chapter 2; humans are, I believe, hard-wired
to search for consistency among cognitions (or, in my view, the consistency
among the emotions accompanying cognitions). There is a great deal of
empirical support for the theories in these two traditions and other gestalt
research traditions, and so we must conclude that these dynamics are central
to understanding emotions.

Yet, there is a methodological problem in most of these studies: they collect
data on relatively low-intensity emotions (indeed, they would not be allowed
by federal law to arouse intense emotions in the laboratory experiments).
When emotions are of relatively low intensity and where needs for self-
verification are also not intense, these cybernetic processes may indeed be the
way emotions operate to bring cognitions about self, other, behaviors, and
situations into line or congruence. When the emotions are more intense and
when needs for self-verification are very high, however, these cybernetic
control processes for cognitive consistency may be disrupted by the activation
of defensive strategies and mechanisms, revolving around varying degrees and
patterns of repression. Congruence is achieved not by reshuffling cognitions,
behaviors, and identities, but instead by denying the emotions that signal
incongruence, with the result that the cybernetic control system is set off
course. Indeed, repression often leads to behaviors that are increasingly out of
line with expectations for the situation and for what others demand.

When self is highly salient in an encounter – that is, a person has powerful
needs to verify self – negative sanctioning from others and/or failure to
meet expectations for self attack the viability of self or identity. Some people
may be able to see these negative sanctions and failure to meet expectations
for what they are and, as a result, make the necessary cognitive and behav-
ioral adjustments, although the negative emotions that are aroused about
such an important cognition as self do not easily dissipate. In fact, even as the
person faces up to what has been done and makes the necessary cognitive
and behavioral adjustments, these readjustments do not necessarily reduce
the anger, fear, sadness, shame, guilt, or other powerful emotions directed at
self. If these negative emotions linger, even after the behavioral adjustments
have been made and accepted by others, they may be eventually repressed
as a way to bring cognitive balance and closure; and so, the smooth oper-
ation of the cybernetic control system will, in the end, be disrupted by the
lingering sting of negative feelings about self.
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Individuals are thus not only motivated to have consistency among cogni-
tions; they are also motivated to protect self. Apes can see themselves as
objects in their environment, as the mirror studies mentioned in Chapter 2
document (Anderson and Gallup, Jr., 1999; Gallup, Jr., 1970, 1979, 1982;
Hyatt and Hopkins, 1994; Lin et al., 1992), but only humans can attach to
these cognitions very intense emotions about who they are and how they
should be treated. Since self is one of the most powerful gyroscopes direct-
ing human behavior, it should not be surprising that humans also try to
insulate self from the pain of the emotions that come from negative sanctions
and failures to realize expectations. How, then, are we to get a handle on
these dynamics and incorporate them into a sociological theory of emotions?

Repression and the breakdown of the cybernetic control system

We need to begin by recognizing that the psychodynamics of repression are
important to sociological theorizing. When emotions are repressed, they
intensify and often transmute. And, when the cortical censors break down,
and the repressed emotions are expressed, they target varying objects.

If self is the target, then the repressed emotions are generally not trans-
muted but, instead, come out as more intense forms of the emotions that
were repressed. What typically emerges are variants and combinations of
emotions like sorrow, depression, and anguish as intense forms of sadness,
self-loathing as an intense form of anger at self, high anxiety as a more
intense form of fear. Often these emotions seem “to come out of nowhere”
because repression has been effective in masking from others and person the
intensity of negative self feelings.

When self is protected by repression, the list of potential targets expands
to include other(s), encounter, categoric unit, corporate unit, institutional
domain, and stratification system, whole society, or even system of societies.
Thus, people’s hostility toward, anger at, and alienation from social struc-
tures and the cultures that they embody are often very much an outcome of
repression at the level of the face-to-face encounter. Defensive strategies
and mechanisms have, therefore, great relevance for understanding dynamics
that are central to the sociological enterprise; and it is for this reason that I
emphasize them here.

Defensive strategies

Individuals protect self to varying degrees; and depending upon the degree
and persistence of repression, the emotional dynamics will vary. There are, at
the low end of repression, defensive strategies (McCall and Simmons, 1978).
One of these defensive strategies is selective perception of the negative
sanctions from others and/or the degree to which behaviors have not met
expectations; another is selective interpretation of sanctions as positive and
behaviors as meeting expectations; still another strategy is to withdraw from
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a situation where sanctions work against self-verification and/or where
expectations cannot be met; and yet another is use of “short-term credit” or
a past legacy of positive sanctioning or success in meeting expectations to
ride out what is perceived to be a momentary lapse in self-verification.
Another set of defensive strategies revolve around disavowal of a perfor-
mance as a measure of one’s true self, thus deflecting negative sanctions or
failings as a temporary aberration; and, alternatively, a more intense strategy
is to disavow the audience of others who have delivered negative sanctions
or indicated to a person that he or she has not met expectations.

These kinds of defensive strategies are often temporary and are invoked
during a particular episode of interaction. The person protects self and
moves on, although others in the encounter may experience frustration and
anger that may lead them to offer additional sanctions, including withdraw-
ing from the interaction. If use of these defensive strategies is chronic, being
invoked just about every time a person feels that self is being negatively
sanctioned and disconfirmed, then they signal a more intense form of repres-
sion. To consistently misperceive, reinterpret, and habitually invoke any of
the other defensive strategies becomes a form of repression that intensifies
the emotional dynamics. Others become angry at a person, and this person
no longer feels the emotions appropriate to the receipt of negative sanctions
or the failure to meet expectations. As a result, the repressed emotions
intensify and potentially become transmuted into new kinds of emotions
that are directed outward toward others and social structures.

Repression of negative emotional arousal

Full repression generally occurs when self is highly salient and negative
sanctions and/or failures to meet expectations make a person feel shame.
Shame is a particularly powerful emotion because it makes a person feel
“small” and “unworthy.” It is an emotion that arises when an individual
feels incompetent in the eyes of others; and negative sanctions from others
are one route to arousing shame, although a person can also self-sanction
by imagining the sanctions of others. While shame often emerges from
sanctioning, either by others or self, it can also arise when people feel that
they have not lived up to expectations, and if these feelings are intense
and make self feel small and inadequate, then they operate much like
self-sanctions.

Guilt can also be repressed if it is sufficiently intense and chronic. Guilt
emerges when persons feel that they have “done a bad thing,” but unlike
shame which often is repressed, guilt can lead to proactive behaviors as
individuals seek to make amends (Tangney and Dearing, 2002). Still, when
individuals have long biographies of feeling guilty, especially over powerful
moral codes and taboos, this accumulated guilt begins to attack a person’s
more global sense of self-worth (rather than a particular “bad behavior”);
and when guilt becomes more diffuse in this manner, it too can be repressed.
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There are many names given to repression in the literature. For example,
Helen Lewis’s (1971) analysis of transcripts of her own and others’ psycho-
therapy sessions led her to conclude that what was often seen as guilt by
therapists is, in reality, shame. She concluded that shame can manifest itself
as either “undifferentiated shame” in which the person has painful feelings
but hides the shame by words and gestures denoting other emotions or as
“bypassed shame” in which the emotion is not allowed to emerge fully
because rapid speech and actions keep the person from actually experi-
encing the shame. Thomas Scheff (1979, 1988) borrowed this distinction
and, later, relabeled it as “underdistancing” and “overdistancing” of shame,
with the former corresponding to Lewis’s undifferentiated shame and the
latter to her bypassing of shame. In underdistancing of shame, the person
feels emotional pain but does not acknowledge that it is shame, whereas in
overdistanced shame the person does not even acknowledge emotional pain,
much less the shame.

These kinds of distinctions can be useful, but in my analysis I see repres-
sion and denial as the master defense mechanisms. Through a variety of
potential routes, individuals do not feel nor do they possess cognitive aware-
ness of painful negative emotions, whether shame, guilt, anger at a loved
one, jealousy, or any emotion that will lead to a negative evaluation of self.
Negative sanctions in encounters are, of course, a very rapid route to nega-
tive evaluation of self, and so, it is not surprising that individuals may repress
the shame or any other self-feeling arising from negative sanctions. Similarly,
a person may experience shame when they have not realized expectations
but, rather than face this self-evaluation, the shame is repressed; and, of course,
if others negatively sanction a person for failing to realize expectations, then
the likelihood of repression is that much greater because the pain is given
focus by the sanctions from others.

Once repression is initiated, a variety of other defense mechanisms can
be activated. These are listed in Table 4.1 as displacement, projection, sub-
limation, reaction-formation, and attribution. What is particularly impor-
tant about the specific mechanisms used to repress negative emotions is that
each leads to different types of transmutation of the repressed emotion and
to different targets for the emotions that surface in a person’s cognitive
assessments and behaviors.

Down the left column of Table 4.1 are the negative emotions that can be
aroused with negative sanctioning: anger, sadness, and fear individually or in
second-order elaboration of these three emotions like shame and guilt. It is
also possible to have first-order emotions arise, but these are not portrayed
in Table 4.1. The second column denotes the particular defense mechanism
by which repression works, while column three summarizes the likely
transmutation that will occur. Finally, the last column on the right summar-
izes the likely targets of the repressed and transmuted emotions when they
are expressed and when they guide overt behaviors. I should emphasize
again that repression also tends to increase the intensity of the emotions that
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have been pushed below the level of consciousness; and, as a result, the
transmuted emotion is often more intense than when repression does not
intervene.

I should also note that the dynamics of repression may cycle before
transmutation of the repressed emotions occurs. A person may repress any of
the negative emotions – fear, anger, sadness – but eventually this repressed
emotion will erupt in sudden and intense spikes of anxiety, rage, and depres-
sion. When these kinds of eruptions occur, a person may then begin to
experience shame and guilt, which will also be repressed, only to erupt in
sudden spikes of shame and guilt or in intense eruptions of any of the three
emotions that make up these two second-order emotions (see Table 1.4). A
person may never repress beyond this point, but I would predict that, over
time, repressive censors will become more complete and, as a result, the
emotion will increase not only in intensity but also be transmuted into a
new emotion, most typically anger which is then directed away from self.

Let me now review each of the defense mechanisms that route repressed
emotions. Displacement almost always transmutes (whatever the negative
emotions repressed) into anger at safe targets that cannot easily fight back:
others who are not powerful, corporate and categoric units, and at times, the
macro-level institutional domain and stratification system in which corpor-
ate and categoric units are embedded. Displacement, then, will generate
tensions and conflict because anger is targeted outward, and this anger is
often highly intense. Projection involves much less transmutation because the
emotion about self is simply imputed to another – whether fear, sadness,
anger, shame or, guilt. Projection is less volatile but it will generally generate
anger in those who are imputed to have emotions that they do not feel.
Sublimation and reaction-formation both reverse the polarity of negative emo-
tions, with sublimation generally converting negative emotions into positive

Table 4.1 Repression, defense, transmutation, and targeting of emotions

Repressed emotions Defense
mechanism

Transmutation
to

Target of

anger, sadness, fear, shame,
and guilt

displacement anger others, corporate units, and
categoric units

anger, sadness, fear, shame,
and guilt

projection little, but
some anger

imputation of anger, sadness,
fear, shame, or guilt to
dispositional states of others

anger, sadness, fear, shame,
and guilt

sublimation positive
emotions

tasks in corporate units

anger, sadness, fear, shame,
and guilt

reaction-
formation

positive
emotion

others, corporate units, and
categoric units

anger, sadness, fear, shame,
and guilt

attribution anger others, corporate units, or
categoric units
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emotional energy toward tasks in corporate units, while reaction-formation
converts often very intense emotions, particularly anger, into positive emo-
tional energy directed at others and, potentially, corporate and categoric
units. These kinds of emotions are not as disruptive because the negative
emotions turn positive, activating the processes reviewed in principle 1 sum-
marized earlier. The last defense mechanism is attribution which, I believe, is
the most important sociologically and, thus, requires some extra attention.

Attribution is a process originally highlighted by gestalt psychology; and
within psychology proper, this emphasis on the cognitive side is still retained,
although the dynamics of attribution and emotions have been explored in
great detail by more recent approaches (see, for example, Weiner, 1986,
2006). Within sociology, there is an attribution dynamic in a number of
theories (e.g. Kemper and Collins, 1990; Ridgeway, 1994; Ridgeway and
Johnson, 1990; Lawler, 2001; Turner, 2002). However, I conceptualize
attribution processes somewhat differently than in psychological approaches
and more in line with Edward Lawler’s (2001) approach. Internal attribu-
tions are those causal assessments directed at self; that is, an individual sees
self as responsible for particular outcomes. External attribution is an assess-
ment that others or social structures are responsible for outcomes. Thus,
when individuals blame self for negative emotions from sanctions or failure
to meet expectations, they are making an internal attribution or, as I will use
the concept, self-attributions; and when persons blame others, categories of
others, the structure of a corporate unit, or a macrostructure for negative
emotional arousal, they are making an external attribution.

Attributions are often accurate and, hence, do not involve activation of
defense mechanisms. For example, another person may indeed be respon-
sible for some outcome, or the structure of a corporate unit may be accur-
ately blamed. But, and here is the critical point, attributions can also operate
as defense mechanisms because they are frequently made to protect self from
negative feelings.

The reason that I think attributions are so important in sociological
analysis is that individuals are constantly making causal attributions as to
the sources of various outcomes. This cognitive process is, as I noted in
Chapter 2, probably hard-wired into ape and, thus, human neuroanatomy.
Moreover, given humans’ greatly expanded brains compared to our ape
cousins, individuals can construct long chains of causal effects and store
memories of past causes of outcomes. There is then an in-place biological
propensity to make causal attributions. And so, this capacity can also operate
to push below the level of consciousness negative emotions that attack self;
and perhaps as part of an effort to restore cognitive consistency, individuals
will then blame others, encounters, mesostructures, and macrostructures for
negative outcomes, once they have cognitively taken self out of the calcula-
tions of causality. Attributions thus become a principal route for attaching
emotional reactions to others and social structures, with the consequence
that social structures (and the cultures that they embody) are potentially
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targeted with repressed anger, fear, sadness, shame, or guilt that has been
transmuted into negative emotions that are directed outward. With attribu-
tions, negative emotional arousal becomes a heat-seeking missile, with a
guidance system provided by external attribution dynamics.

Edward Lawler (2001) has noted that the arousal of positive emotions
reveals a “proximal bias” in that individuals are likely to see self as respon-
sible for rewarding outcomes and, thereby, to make self-attributions for
these outcomes. Thus, positive sanctions or meeting expectations are likely
to be seen as the result of the person’s own actions, with the result that this
individual will direct positive emotional arousal toward self and then give off
positive sanctions to others in the encounter which, as principles 1 and 4
above emphasize, set into motion those ritual processes that increase the
flow of positive emotions in the local encounter. A person will also see
others as helping in the receipt of positive outcomes, especially if others are
the ones giving positive sanctions, thereby accelerating the processes out-
lined in principles (1) and (4) as the individual gives off positive emotions
like happiness and gratitude to others who reciprocate in kind.

In contrast to positive outcomes, negative emotional arousal reveals a
“distal bias,” with individuals making external attributions as to the causes
of these outcomes (Lawler, 2001; Turner, 2002). In this manner, self avoids
blame for failing to meet expectations, for negative sanctions, and for any
negative outcome. Once repression becomes organized around external
attributions, the emotions aroused are generally transmuted into more
intense forms of anger which is then directed at a limited number of objects:
other(s), micro-level encounters, meso-level corporate and categoric units,
macro-level institutional domains, stratification system, societies, and even
system of societies.

There is a further aspect of this distal bias: external attributions will
generally jump over local encounters because to vent anger in the local
encounter composed of other(s) invites negative sanctions which further
attack self and force renewed repression and activation of defense mechan-
isms. As a result, it is generally easier to blame meso-level structures because
they are still immediate, but cannot so easily strike back and bring self into
focus. Since encounters are embedded in these mesostructures and, hence,
are immediate to the person, the targeting of mesostructures provides a
sense of efficacy and power, without risking direct negative sanctioning
from others. Indeed, there are fewer emotional risks in assigning blame to
entities that are not persons and that cannot retaliate in very personal ways.
Yet, once anger begins to flow outward, there are conditions under which
this anger targets ever more macrostructures; and as we move into the details
of the theory that I propose, we will have to take account of this outward
movement of anger.

Together, the proximal and distal biases generate some interesting
dilemmas for the stability of social structures. If positive emotions stay local
and circulate in terms of the processes summarized in principle 1, the
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emotional energy is not directed outward at macrostructures; and if positive
emotions are not so directed, then commitments to, and the legitimacy of,
meso and macrostructures become more problematic. It is for this reason
that legitimacy of macrostructures is often a most tenuous process. For
commitments to, and legitimacy of, mesostructures and macrostructures,
along with their attendant cultures, are ultimately generated and sustained
by positive emotions directed outward; and if positive emotions have a
proximal bias, these emotions will have a tendency to stay local at the micro
level as individuals make self-attributions and, at best, give off positive emo-
tions to others in the encounter. And so, we can ask: How are macro-level
structures ever legitimated? As I will outline in later chapters, the conditions
under which attribution dynamics push positive emotional energy outward
toward meso and, eventually, to macrostructures can be theorized.

The negative side of emotions leading to external attributions presents
the same dilemma. If negative arousal reveals a bias to bypass others in order
to avoid breaching the encounter and incurring the risks of negative sanc-
tions toward self, then negative emotions about self will move outward and
reduce commitments to, and erode the legitimacy of, mesostructures and
macrostructures as well as the cultures of these structures. In social systems
where shame and other negative emotions are consistently activated in
embedded encounters, we can predict that commitments to and legitimacy
of meso and macrostructures become ever more difficult to sustain, given
the distal bias of attributions. Of course, other defense mechanisms such as
sublimation and reaction-formation can work to overcome this distal bias of
negative emotional arousal (reversing the polarity of the emotions and creat-
ing their opposite), but, as I will argue, the questions of most interest to
sociologists are more likely to be answered by attribution dynamics than by
invoking the operation of other defense mechanisms that reverse the polar-
ity of negative emotions. Such is not always the case, of course, but I believe
that an emphasis on external attributions is more likely to provide the best
answers to sociological questions.

And, it is for this reason that attribution is an important sociological
process because social structures and cultures are only viable in the long run
when individuals develop positive emotions toward them, while at the same
time muting the arousal of negative emotions targeting social structures.
The sixth and final of the basic principles in the theory thus concerns the
activation of defensive strategies and defense mechanisms:

6 When individuals experience either positive or negative emotional arousal, they
will make attributions about the cause of their emotional experiences to one or
more of the following objects: self, others, structure of encounter, structure and
culture of corporate unit, members of categoric units, institutional domain, stratifi-
cation system, society, or system of societies. (a) Positive emotional arousal reveals
a proximal bias, with individuals making self-attributions for meeting expect-
ations and receiving positive sanctions, thereby initiating the ritual dynamics that
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sustain the flow of positive emotions (propositions 1 and 4), whereas (b) negative
emotional arousal evidences a distal bias, with individuals making external
attributions for the failure to meet expectations or for the receipt of negative
sanctions, with a propensity to bypass others and the local encounter and target
the structure and culture of corporate units and members of categoric units.

Conclusion

These six principles form the core of my theory but, as will become ever
more evident, other principles will need to be added to take account of
(1) the structural, cultural, and psychodynamic forces that arouse specific
emotions in encounters, and (2) the effects of these emotions on reproduc-
tion of, or change in, varying levels of social structure and culture. For, in the
end, a sociological theory of emotions must specify in some detail what
conditions generate what emotions to what effects on what levels of culture
and social structure. As we will see, the conditions that generate emotions
inhere in the structure and culture of corporate and categoric units in which
encounters are immediately embedded as well as the institutional domains
and stratification systems in which these meso-level structures are embed-
ded. The effects of emotions radiate out from self to others to encounter to
mesostructures and, potentially, to macrostructures; and a sociological theory
needs to explain which emotions target what levels of social structure. It is
evident, then, that these six very simple principles only get us started, but the
basic dynamics that they highlight will remain central to the theory that
unfolds in the following chapters.
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5 Transactional needs and
emotional arousal

The notion of universal human need-states does not enjoy great currency in
sociology. Yet, a quick appraisal of existing sociological theories documents
that most posit need-states that motivate individuals to behave in certain
ways. For symbolic interactionists, it is the need to verify self; for the
exchange theorist, it is the need to derive profits in exchange payoffs; for
expectation-state theorists, it is the need to meet expectations; for ritual
theorists, it is the need to derive positive emotional energy; for ethno-
methodologists, it is the need to sustain a sense of a common reality; and so
it goes for virtually all micro-level theories. The same can be said for more
macro-level theories. For instance, Émile Durkheim (1951 [1897]) posited a
human need to feel integrated in the group and to be regulated by cultural
norms in order to avoid the pain, respectively, of egoism and anomie; Marx
argued that humans have a need to avoid alienation and determine what
they produce, how they produce it, and to whom they distribute the results
of their labor; and, more recently, Niklas Luhmann (1988) implies a psycho-
logical need to reduce complexity, while Anthony Giddens (1984) argues for
a need to achieve ontological security. Thus, we do not have to look very
hard to see that sociologists theorize need-states for humans and, to some
degree, these needs motivate individuals to behave in certain ways and,
thereby, channel energies in face-to-face interaction. In turn, this channeling
of interpersonal energies can have effects on the formation of culture and
social structures, and vice versa.

It is unlikely that a force like need-states so central to humans and their
sociocultural creations would not arouse emotions. When needs are realized,
people experience variants of satisfaction-happiness; whereas when they
are not met, they will experience negative emotions of potentially many
varieties – primary, first-order, and second-order (see tables 1.2, 1.3, and
1.4). My goal in this chapter is to lay out what I see as universal human needs
in all encounters and, then, to develop some simple principles on how they
generate and channel emotional arousal.



Universal human needs

As is outlined in Table 3.1, I conceptualize these universal needs as transac-
tional needs because, each and every time individuals interact in face-to-face
encounters, these need-states are activated and direct the flow of interaction.
When these needs are consummated, positive emotions are aroused and
generate the processes summarized in principles 1, 4, and 6a; and, conversely,
when they are not realized, the processes summarized in principles 3, 5, and
6b are activated.1 There are, I believe, at least five fundamental transactional
needs: (1) needs for self-verification, (2) needs for profitable exchange payoffs,
(3) needs for group inclusion, (4) needs for trust, and (5) needs for facticity.
This listing of needs is also intended as a rank-ordering of their relative
power, with (1) being the most powerful force on the interpersonal behavior
and the others pushing the course of interaction to the degree suggested
by their respective numbers. Let me outline in more detail just what each
need-state entails (Turner, 1987, 1988, 1994a, b, 1999b, 2002, 2006; Turner
and Boyns, 2001).

Needs for self-verification

Like all great apes, humans can see themselves as an object in their environ-
ment; and because of their large brain and expanded emotional capacities,
self becomes more persistently salient in all interactions with others. Self
is both a set of cognitions and emotional valences about a person that is
mobilized in face-to-face interaction; and because interaction is so mediated
by the give and take of gestures (rather than being driven by “group
instincts”), interaction involves a considerable amount of negotiation.
During these negotiations, individuals mutually communicate not only who
they are but also their willingness to accept the self-presentations of others.
With a sense of self on the line during interaction, the emotional states
are dramatically raised because individuals want to have their views of
themselves verified. Indeed, interaction is dominated by the reciprocal
presentation of self and the willingness of audiences to verify this self.
There is, of course, a long tradition in psychology (e.g. James, 1884, 1890),
philosophy (Mead, 1934), and sociology (Cooley, 1902; Simmel, 1955
[1890]) that argues for the central place of self in human affairs, and this
tradition has been carried forward by contemporary symbolic interactionists
(e.g. Stryker, 1980, 2004; R. H. Turner, 1962; Burke, 1991; McCall and
Simmons, 1978) and by dramaturgical approaches to interaction (e.g.
Goffman, 1959).

1 For convenient reference, these and other principles are listed in Chapter 9.
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Levels of self

Self is, as noted above, a cognitive and emotional force in human interaction.
Humans carry cognitions about themselves that are emotionally valenced;
and because these cognitions are emotionally charged, they are more salient
and more likely to elicit further emotional responses during the course of
interaction. No other animal, I am sure, has the propensity to see self as an
object in virtually every interaction, to store memories and emotions about
self from past interactions, to see self in imaginatively rehearsing future lines
of conduct, and to see and evaluate self when thinking about the past, present,
or future. Moreover, humans are probably unique in that self operates on at
least three levels, as outlined in Figure 5.1.

The first level is the core self-conception that persons have about who they
are in all situations. These are cognitions about the characteristics of self, as
well as powerful emotions evaluating self, that persons carry from encounter
to encounter. Moreover, this core self is typically the basis for thought and
reflection about self outside of encounters. This core self is built up through
role-taking with others and seeing their responses to self presentations in
what Cooley (1902) termed “the looking glass” provided by others’ gestures.
As individuals gaze into the looking glass, they also derive self-feelings; and
for Cooley the central feelings were pride and shame. That is, individuals are
always in a state of low-level pride or shame as they record others’ responses
to self and generate self-evaluations. I do not, however, limit the range of
emotions to only pride and shame that can be felt in role-taking with others
and in deriving self-feelings, but the key point is that over time a more stable,
trans-situational self emerges by adulthood and becomes the principle
gyroscope directing an individual’s behaviors. The core self is thus relatively
stable, and it represents the basic collage of feelings that persons have about
who and what they are, and what they deserve from others in encounters.

Figure 5.1 Levels of self.
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As the arrows in Figure 5.1 denoting emotional intensity and cognitive
awareness emphasize, the core self is the most emotionally valenced aspect
of self, and yet, people often have difficulty putting into words just what
this core self entails. Indeed, I would argue that the dynamics of emotion,
memory, and repression often create unconscious emotions about self to
which an individual does not have easy access (see appendix to Chapter 2 for
a review of the neurology involved in unconscious emotional memories).
The core self is, therefore, a mixture of conscious and unconscious feelings
that have been built up over a lifetime and, by late adolescence, coalesce into
a stable self-conception that resists change over an adult lifetime.

The structure of the core self presents profound methodological prob-
lems of how it can ever be measured. Most tests of self in sociology are,
ultimately, paper-and-pencil tests that ask people to write down or to check
off words describing themselves. My view is that these kinds of tests do not
adequately measure the core self because much of this level of self remains
unconscious. Moreover, individuals do not always have words to describe
the emotional valences of who they are; and given that repressed emotions
and/or unconscious emotional memories may also be part of these valences,
it is always difficult to get an accurate description of core self. At some
point in the future, other measures through brain imaging technologies
may give us better access to the core self, but to argue that such a self does
not exist because it cannot be easily measured is to define away in terms
of sociology’s limited research methodologies a crucial force in human
interaction.

The next level of self is what I term sub-identities (Turner, 2002). These
are emotionally valenced conceptions that individuals have about them-
selves in institutional domains and stratification systems. For example, a
person will have a sense of themselves as a father, mother, son, daughter,
worker, religious worshiper, resource-holder; and each person will attach
evaluations to conceptions of themselves in the macrostructural domains
and class positions that are salient to them. A person might, for instance, see
self as a negligent father but a hard worker who brings home resources that
assure high rank in the stratification system. Each of these emotionally
valenced cognitions – father, worker, place in class systems – constitutes a
sub-identity, and together they lead individuals to see and evaluate them-
selves as a particular kind of person. Individuals have a much clearer concep-
tion of their sub-identities than their core self-conceptions; and, indeed, if
we ask an individual about how they see themselves as husbands and fathers,
we can usually get more precise information than if we ask them about what
kind of person they are in general. The more differentiated a society is at the
macro level of organization, the greater will be the number of sub-identities
possessed by a person.

A role-identity or situational-identity is the conception that a person has
of self in a specific role within a particular social structural context. To some
degree, role-identities fade into sub-identities, but role-identities are more
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situational: What kind of student am I in this specific school, or in this specific
class? What kind of mother am I when providing affection, or in helping
children with homework? Indeed, in almost all sets of iterated encounters in
corporate and categoric units, individuals develop relatively clear cognitions
and evaluations of themselves in specific roles. As Figure 5.1 emphasizes,
individuals have the most cognitive access to role-identities, but these
identities are less emotionally valenced than either sub-identities or core
self-conceptions.

If, however, a person feels that a particular role is crucial to verification
of a sub-identity or the core sense of self, then the emotional stakes will
be raised when a person presents this identity to others. Indeed, during
the course of interaction in an encounter, we seek to determine implicitly
which level of identity is wrapped up in a particular role; and if we sense that
a core self-conception or sub-identity is salient in a particular role, we will
generally try to verify the identity, if we can. To not do so invites powerful
emotional reactions that breach the encounter and, hence, are best avoided.

Thus, in most interactions, individuals present a differentiated self and,
depending upon which self is being presented, the emotional reactions of
persons will vary. In general, the more self-presentations reflect the core
self-conception, the more intense will be the emotional reactions of an
individual to verification and, in particular, failure to verify this self. At the
other end of the continuum, role-identities will generate the least amount
of emotion; and sub-identities carry more emotional potential than role-
identities but less than a core self-conception. Moreover, some sub-identities
and role-identities are of greater salience to a person and, thus, will arouse
more intense emotions. For instance, a person may believe that he is an
average worker and not attach great emotional significance to this view
of self; as a result, confirmation or disconfirmation of this view of self will
not have the same power compared to the role-identity of a father. Should
this latter identity not be confirmed, the emotional reaction will be much
more intense. Generally, those sub-identities and role-identities that are
highly salient to a person are also those identities in which a person’s more
global self-conception is invested; successful verification of these identities is
seen as a marker of who and what individuals implicitly feel about them-
selves as persons. As a result, the emotional potential is increased when either
sub-identities or role-identities embody a more general self-conception.

This layering of self presents another kind of methodological problem:
most studies measure role- or, at best, sub-identities which will elicit much
less emotional arousal than core self-conceptions. As long as research focuses
on those layers of self that generate the least amount of emotion, they will
end up studying relatively mild emotions – mild satisfaction-happiness or low
levels of assertion-anger or any other set of emotions. What will be missed
in these studies are the dynamics that are unleashed when deeper and more
emotional layers of self are on the line – dynamics such as repression, emo-
tional intensification, transmutation, and targeting of negative emotional
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energy. The cognitive bias of most studies of identities, especially the view
of self as a cybernetic control system, makes a great deal of sense for the level
of self and emotions aroused in these studies; role-identities will generate the
least emotion and, hence, will be the least likely to become tied up in the
dynamics revolving around repression. As a result, individuals can simply
make behavioral or cognitive adjustments to bring presentations of self,
reactions of others to these presentations, and identity standards into incon-
gruence. When core self is on the line, however, “congruence” is often
achieved by defensive strategies or repression, neither of which is likely to
sustain cognitive balance over the long run as repressed emotions increase in
intensity and become transmuted into new kinds of emotions that often
disrupt social relations.

Self, expectations, and sanctions

Whatever level of self is presented to others, it carries expectations that
it will be verified. Thus, core self, sub-identities, and role-identities are a
major source of expectation states in encounters; and to the degree that
they are realized, the more likely are the processes in principles 1, 4, and 6a
to be activated,2 whereas to the extent that these self-related expectations
are not met, the dynamics summarized in propositions 3, 5, and 6b will be
unleashed.

Individuals constantly scan the gestures of others to see if their self-
presentations have been accepted and verified, and the information gleaned
is constantly compared to the expectation states that configurations of selves
generate in a situation. Again, individuals’ access to these expectation states
corresponds to the level of self that generates them. Individuals will be most
conscious of expectations associated with role-identities, still somewhat
aware of the expectations that come from their sub-identities, and only
partially cognizant of the expectations that are created by their core self-
conception. Indeed, people are often amazed at their emotional reaction in
some situations because they were not fully aware of the degree to which very
salient expectation states – those revolving around their core self-conception
– were operative in an interaction. Moreover, when a role-identity also
carries the burden of being the principle conduit by which the core self-
conception is verified, the emotional reaction can often seem dispropor-
tionate because powerful subcortical emotions about self are setting up
expectation states, some of which a person may not fully understand
at a conscious level. Only when the expectations are not met do these
expectations reveal themselves.

When individuals fail to signal that they verify self, these signals operate
much like a negative sanction, even if they did not intend such to be the

2 Again, Chapter 9 lists all of the principles in the theory for quick reference.
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case. And, when individuals use negative sanctions more consciously and
deliberately to inform a person that the self presented will, or will not, be
accepted, the emotional reaction will be even greater. Thus, the responses of
others to self-presentations can double up, as it were, and signal to a person
that expectations about self have (or have not) been met and, moreover, that
efforts to meet these expectations will be (or not be) accepted by others
as they mete out sanctions. The more the core self is presented, the more
emotional potential when expectations associated with this self are met
(or go unmet) and when others sanction this presentation of self, either
positively or negatively. As the self presented moves through sub-identities
to role-identities, the emotional reactions will correspondingly decline.

Self and intensity of emotional arousal

When individuals confirm self by meeting expectations associated with self
and when others offer positive sanctions for individuals’ self-presentations
in an encounter, they will experience variants of satisfaction-happiness;
and if they had some fear about meeting these expectations and/or being
positively sanctioned, they will experience first-order emotions like pride
(happiness + lesser amounts of fear). And, the more self-presentations are
guided by core self-conceptions, the more the emotions experienced move
to more intense variants of satisfaction-happiness, setting into motion the
dynamics summarized in principles 1, 4, and 6a.

If these emotions are experienced across a variety of encounters embedded
in diverse corporate units lodged in institutional domains or class positions
in the stratification system, these emotions will be more likely to circulate
beyond the local encounters in which they are generated and cause indi-
viduals to direct positive sentiments toward macrostructures, thereby giving
these structures legitimacy while creating commitments to the corporate
and categoric units from which these macrostructures, and their culture, are
constructed. For example, those individuals who have self verified in a range
of encounters within corporate units that distribute resources – say, educa-
tion, economy, and polity – will generally develop positive emotions for the
institutional domains and stratification systems of a society, for the ideolo-
gies of these macrostructures, and for the structure and culture of a society as
a whole.

Thus, while positive emotions will tend to circulate within the encounter,
they will migrate out to mesostructures and macrostructures when indi-
viduals consistently meet expectations and receive positive sanctions across
the encounters in diverse corporate and categoric units embedded in those
macrostructures distributing valued resources. This movement of positive
emotional energy outward is particularly likely when expectations for
core self are met and when sanctions verifying this deeper level of self are
received. Under these conditions, positive emotions become even more
likely to move outward from the encounter through corporate units to
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macrostructures. Self-verification is the most powerful transactional need,
and when it is consistently confirmed, the positive emotional energy
generated becomes sufficiently great to target macrostructures. It is perhaps
obvious, but nonetheless fundamental, that successful people in a society
are also those most likely to give the macrostructures and culture of these
macrostructures legitimacy and to become committed to them; they are
willing to do so because all levels of self have received consistent support
across diverse encounters embedded in corporate and categoric units that, in
turn, are embedded in institutional domains and classes in the stratification
system.

The failure to verify self leads to the more interesting outcomes. When
individuals perceive that they have not met expectations associated with self
and/or have been sanctioned negatively for presenting this self, they will
experience any or all three negative primary emotions: anger, fear, sadness.
And, if they experience these emotions simultaneously, they will likely feel
shame; and if moral codes were salient and part of self-evaluations, they may
experience guilt as well. If they experience these emotions consistently
in iterated encounters, they will withdraw from the encounter and the
corporate unit in which it is embedded, if they can. If they cannot withdraw,
the activation of the three negative emotions may transmute to alienation,
as the most likely second-order elaboration (listed in Table 1.4).

Attribution processes intervene to affect the emotions experienced and
the intensity of the affect aroused. If a person makes a self-attribution, this
individual can experience each of the three primary emotions separately.
The person can feel sad, be angry at self, or be fearful of the consequences to
self. If this individual experiences these emotions simultaneously, he or she
will feel shame and, if moral codes were salient, guilt as well. And, over time,
this shame and/or guilt may shift to alienation, an emotion that is built from
the three negative primary emotions but an emotion that is far less painful to
self than either shame or guilt.

When shame is experienced, however, individuals will often repress the
shame. In turn, it becomes more likely that individuals will make external
attributions. Moreover, the emotions will become more intense and trans-
mute into anger that will target either other(s), encounter, corporate units,
members of categoric units, institutional domains, stratification systems,
whole societies, or systems of societies. If others in the encounter are power-
ful, if the encounter is iterated over time, and if a person cannot withdraw
from the encounter and the meso-level units in which the iterated
encounter is embedded, then it is likely that the anger will be directed at the
culture and structure of the corporate unit. If categoric unit memberships
are correlated with the division of labor in the corporate unit – that is,
positions in the division of labor of the corporate are held disproportion-
ately by members of discrete categoric units – the anger may be directed at
these categoric units, with individuals developing negative prejudicial beliefs
about the characteristics of people in a categoric unit. Once these prejudices
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develop, the categoric unit, per se, may become a more generalized target of
shame (transmuted into anger) that is aroused in encounters.

When individuals consistently experience shame in a wide variety of
encounters embedded in the corporate units of institutional domains that
distribute resources, such as economy, education, and polity, and when they
have a long biography of shame experiences in these domains, it becomes
more likely that the shame, if repressed, will be transmuted into intense
anger that will be directed outward beyond the meso level to the culture
and structure of institutional domains, stratification systems, societies, and
systems of societies. If this shame is experienced collectively, the anger may
be codified into ideologies that justify protest and potential violence against
meso and macro units of a society or those of another society; and it
becomes more likely that individuals will mobilize into corporate units
that attack the institutional domains and stratification systems of their own
societies or those of another society (see Chapter 8 for an elaboration of this
point).

Needs for profitable exchange payoffs

All interactions involve an exchange of resources, in which one person
gives up resources in order to receive resources provided by other(s). The
nature of the resources available and their value to persons vary enormously,
but the critical point is that interaction always revolves around an exchange
of resources. Individuals have needs, I argue, for earning a “profit” in the
exchange of resources. Profit is, however, a complex cognitive and emo-
tional process but, at its core, individuals are motivated to receive resources
that exceed their costs and investments in securing these resources. Costs
are the resources forgone to receive a given resource from others as well
as the resources that must be “spent” to receive resources; investments
are accumulated costs over time that a person has incurred to receive a
particular resource. When individuals make a profit in their exchanges with
others, they experience positive emotions and initiate the processes described
in principles 1, 4, and 6a; and when they do not receive a profit, they
experience negative emotions in line with principles 3, 5, and 6b.3

The process of resource seeking

When individuals enter an encounter, they typically have expectations for
the nature and level of resources they can gain, as well as what it will cost
them to secure these resources. Such is not always the case, and when it is
unclear what resources exist in a situation, individuals will experience mild
forms of aversion-fear. There is, I believe, a sequence to resource seeking

3 Again, consult Chapter 9 to review these propositions.
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which is more costly when individuals are not sure of what resources are
available and when they are uncertain about what resources they will have
to give up during the course of the encounter.

The first step is a scan for the available resources. If a person has expecta-
tions for what resources are available, then scanning of the situation revolves
around affirming these expectation states. When expectations are not clear
or do not exist, then this scanning process will be more involved and take
more time. The individual will need to assess all aspects of the encounter –
the corporate units in which the encounter is embedded and the resulting
distribution of power and prestige, the available roles and positions for self and
others, the emotional mood, the needs of others and self, the demography
and ecology of the encounter, and the relevant cultural symbols – before
determining the nature and levels of resources available, as well as what
resources will need to be given up to secure these resources. The second step
in this scanning process – often entailed in the first step – is to determine
which resources in a situation can verify self, and the level of self (core, trans-
situational; sub-identity; and role-identity) that is salient. For, just “how
much” a person is willing to “spend” securing resources is very much
related to the degree that the resources available will allow for verification of
self, at any or all three levels. A third step in an encounter involves the
resources available for meeting other transactional needs – above and beyond
needs for self-verification and profits in exchanges. Individuals will search
for the resources marking group inclusion, trust, and facticity; and on the
basis of their assessment, they will implicitly determine their possibilities in
securing these resources and the costs involved.

Most of the time, individuals perform this scanning operation without
actively thinking about the distribution of resources. Past experiences
and other processes that have loaded up humans’ implicit stocks of know-
ledge (Schutz, 1967 [1932]) generally contain information about available
resources and the costs to be incurred in securing these resources in basic
types of situations. The stocks of knowledgeability become part of the
expectation states that individuals have for what will occur in an encounter.
Expectation states about exchanges revolve around two related forces:
(1) the reference points used to determine what a “just share” of resource
for a person is and (2) the moral codes specifying what is fair and just, or
unfair and unjust. Let me explore these in more detail (Turner, 2007a, b). In
general people will experience positive emotions when expectations are
met, and negative emotions when they are not realized, but which emotions
they experience and how they target these emotions are influenced by these
two related dynamics – that is, reference points and moral standards.

Reference points and expectations

There is a large literature on “justice” in exchange relations. George
C. Homans (1961) was the first to bring such considerations back into
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sociology in his analysis of “distributive justice.” For Homans, calculations
of distributive justice revolve around assessments of one’s own costs and
investments relative to rewards received, compared to the cost, investments,
and rewards received by others. When individuals perceive that the resources
received are proportionate to their costs/investments, they will perceive that
distributive justice prevails if the resources received by others in the situation
are proportionate to their respective costs/investments. In Homans’s early
approach, then, there is both a comparison process (self’s rewards, costs, and
investment relative to those of others) and a congruence dynamic (rewards
should be proportionate to, and consistent with, investments and costs for
self and others). Homans argued that people will experience positive emo-
tions when distributive justices prevails, and when distributive justice is not
perceived to be operative, persons will feel angry. There are two routes to
this anger because a person may perceive that his or her rewards do not
exceed costs/investments or that the rewards of others are too high relative
to their costs/investments. Later, Homans (1974) moved to an approval-
aggression argument that emphasized expectations: when individuals do not
receive rewards that are expected, they become angry; and when they receive
expected rewards, they experience positive emotions, although if they per-
ceive that they are over-rewarded (relative to expectations, plus costs and
investments), initial pleasure may eventually give way to guilt.

Subsequent sociological theorizing on justice has elaborated upon this
early formulation by Homans ( Jasso, 1993, 2001, 2006; Markovsky, 1985,
1988). Guillermena Jasso has presented a theory of justice in highly formal
terms, arguing that individuals compare their shares of resources to their
conception of what a “just share” would be, with justice being the loga-
rithmic function of the ratio between a person’s actual shares to just shares
and with the further proviso that it takes more of an over-reward than
under-reward to generate a sense of injustice. Jasso also introduces the notion
of expectations by arguing that individuals assess rewards and punishments
relative to expectations for rewards and punishments, with a smaller amount
of punishment generating as much injustice as will greater amounts of
punishment (even when punishments are expected). A final element in
Jasso’s formulation is that individuals’ calculations of justice also involve
comparisons with others; persons will experience positive emotions when
their rewards exceed those of others and negative emotions when their
rewards are less than others.

Jasso’s and others’ analyses of justice lead me to view that a person’s
conception of “just shares” is related to the reference points that they use in
developing this conception of just shares and the ideologies and norms
about what is fair in a situation (Turner, 2007a). Together these two forces –
reference points and ideologies – generate an expectation state for what
resources are available and what would constitute a “just share.” And, to
the degree that actual shares correspond to conceptions of just shares, a
person will experience positive emotions; and to the extent that there is
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incongruence between actual and just shares, negative emotions will be
aroused, although it will take much more of an over-reward (above what is
considered a just share) to produce a negative emotion like guilt than under-
reward to generate emotions like anger. Thus, it is useful to determine what
factors go into people’s formulation of just share; for, as I will argue, the
emotional reaction varies with which reference points are part of this formu-
lation and what moral codes for justice and fairness generate the general
expectations for the resources that a person should receive in a situation.

In an encounter, the most immediate reference point is another person or
others in the encounter. The characteristics of others are often used to
determine what would be a just share for them and for the person making
the calculation. There is a large literature within the expectation-states
theoretical research program that documents the effects of status character-
istics of persons in determining expectation states for their performances;
and it is just a short conceptual step to note that these expectation states also
contain cognitions about the type and amount of resources that they should
receive. Often it is not even particular persons who are used as a reference
point because individuals often use abstract others – who represent an aver-
age of what would constitute just shares for this type of person. This average
becomes the just shares for all others, and it is used as a basis for comparison
of actual shares to just shares.

These considerations reinforce my view that categoric units serve as
reference points. In virtually all encounters, the categoric unit membership
of others is noted, at least implicitly. Moreover, members of categoric units
are differentially evaluated, with this evaluation also operating to provide a
reference point for what would be a just share for members of this category
vis-à-vis the categoric membership of the person making the justice assess-
ment. Thus, a person who is a member of more valued categoric units (say, a
white male with many years of education) will perceive that his just share is
greater than the just shares for a person who is a member of less highly
valued categoric units (black female with few years of education); and if it
turns out that his rewards meet expectations for his and her relative rewards,
then this male will feel that justice prevails. If, however, either his rewards do
not meet expectations for what a just share means for him, or even if his
rewards meet his just shares while the female’s shares exceed what would be
a just share for her, this male will experience negative emotions, mostly
revolving around variants of first-order elaborations of anger.

Expectation-states’ theorizing has emphasized individuals’ relative power
and prestige in the division of labor as influencing expectations for perfor-
mance and, by extension, for rewards relative to others (Berger et al., 1972, 1977,
1992). My view is that in the real world, outside the experimental laboratory,
individuals make more global calculations about what would be just shares
for individuals at different locations within the division of labor of a corpo-
rate unit. These calculations may indeed be those of power and prestige at the
level of the encounter, but I think that individuals also make assessments
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about the division of labor as a whole and the subsets of persons at different
places in the division of labor. For example, professors make assessments
of their shares of resources relative to those at ranks above and below
them rather than the specific rank of a person in a particular encounter. The
just share is thus an average of what variously ranked professors should
receive in general within a particular corporate unit, and the assessment of
fairness uses as a reference point these averages for the just shares of subsets
of persons at different points in the division of labor. Moreover, individuals
often compare corporate units to each other in their assessments of justice.
For example, a top-level professor at a small liberal arts college may feel that
his just share of resources is different than the just shares for a high-level
professor at a prestigious research university. People thus not only use the
relative status and prestige of persons (or average of persons in structurally
equivalent positions) in a specific encounter as a reference point, but they
also use subsets of persons in the larger division of labor or even the relative
prestige among corporate units as a whole to establish what is a just share of
resources.

Another kind of reference point is abstracted distributions. Individuals
often formulate what would be a just share of resources in reference to more
meso- and macro-level distributions of resources. The extreme case would
be an implicit sense of the Gini coefficient for income distribution in which
a person uses the degree of deviation from the straight line of perfect equal-
ity to determine what would be a just share, or alternatively, the person may
use the line of perfect equality to establish what a just share is. For example,
poor individuals often feel that injustice prevails because their place in this
larger distribution of resources compares so unfavorably with those who are
at higher points in this distribution; and when they feel angry, they are using
not only the shares of resources of those in their local encounters but also
the general level of inequality in a society or some subunit, implicitly believ-
ing that the rich get more than their just share and that poor persons do not
get their just share.

Yet another kind of comparison point is what Thibaut and Kelley (1959)
termed the “comparison level of alternatives.” People will often use their
alternative sources of resources and what they might expect from these
alternatives as the reference point in determining what is their just share of
resources in their current situation. Often, this comparison level is inflated,
with a person believing unrealistically that they would secure a certain level
of resources in exchanges with alternative others and, under these condi-
tions, they are more likely to inflate their just shares in the current situation.
For instance, a college professor may feel that she could earn more at
another university, even though no job offer has been tendered, and be
angry that current shares do not correspond to the shares perceived to be
available elsewhere. Should a job offer from another university be lower than
expected, this professor may be angry at this university not only because it
has not lived up to her expectations for a just share but also because the less
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than expected offer will force her to recalibrate what is a just share in her
current position.

In sum, then, the various reference points that I have listed – others,
categoric units, corporate units, abstracted distributions, and comparison
levels of alternatives – can all be part of the expectation states that a person
has for resources in an encounter. Depending upon which configuration of these
reference points is invoked, individuals will establish different formulations
of what constitutes a just share and, in turn, the specifics of the configuration
will influence emotional arousal. If others are used as a comparison point in
establishing expectations as to the just shares for both self and other, the
result will be high salience of justice calculations. Under these conditions,
under-rewards for a person will generate envy, whereas over-reward will lead
to guilt, especially if self’s over-reward is perceived to cause other’s under-
reward. When the reference point is the division of labor or corporate unit
as a whole (perhaps in comparison to other similar corporate units), the
emotional reaction to under-reward will involve anger, fear, and sadness that
eventually coalesce into the second-order elaboration leading to alienation
from the culture and structure of the corporate unit. If this alienation is
experienced collectively by individuals at the same place in the division of
labor of a corporate unit, the anger in this alienation may emerge as collec-
tive anger at the injustice of the division of labor. If the reference point is an
abstracted other or a categoric unit, anger is the likely response, with this
anger developing in a more diffuse anger at, and negative prejudices toward,
members of categoric units. If an abstracted distribution, and especially one
that is society-wide, becomes the reference point, then diffuse anger at the
institutional domains involved in resource distributions (e.g. economy,
polity, education) and upper classes in the stratification system will emerge.
If an alternative source of resources is used as the comparison point, then
the person experiencing injustice will feel angry at others at key positions
in the division of labor of corporate units who are perceived, by virtue of
their place in the division of labor, to be responsible for under-reward
relative to perceived just shares. Moreover, because it is persons within the
division of labor of the corporate unit who are targeted, the structure and
culture of the corporate unit may also be targeted; and when individuals
feel angry at this structure, sad about its effects on them, and fearful of
the consequences to them, they will generally experience alienation from
the culture and structure of the corporate unit in which this perceived
under-reward occurs.

Thus, somewhat different emotions are aroused by invoking varying
reference points to formulate a conception of just shares and expectations
for rewards in encounters. This combination of diverse reference points
and arousal of different emotions leads individuals to target different objects
as attribution processes play out. I will need to return to these consider-
ations later but, for the present, let me outline the other key ingredient of
expectation states: moral codes.
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Moral codes and expectations

There are many potential rules of justice, but they fall into two basic cate-
gories: (1) those about distributions of resources among individuals and
(2) those about the procedures by which these distributions are made.
Among distributive rules are two subtypes: (1a) rules of equity stating that
resources should be distributed on the basis of individuals’ respective con-
tributions to outcomes and their relative costs/investments and (1b) rules
of equality asserting that resources should be divided up equally. These rules
are “moral” in the sense that they state what should be the basis for indi-
viduals’ rights to resources; and in most encounters these moral codes are part
of the expectations that individuals have for resource distribution. Moreover,
the broader culture of corporate units and macrostructures often enshrines
justice rules in more general justice ideologies. For example, in American
society people firmly believe that income should come from work and that
shares of resources should roughly correspond to the distribution of indi-
viduals’ talents, abilities, and contributions to society; or the culture of most
business corporations at the meso level emphasizes that resources – such as
money – should go to those who make the key decisions. When the culture
of institutional spheres in a society reveals powerful ideologies about distri-
butions of resources, these filter down into the ideologies and norms of
meso-level structures, thus generating expectations states for the encounters
embedded in these structures (see Figure 3.2).

When distributions conform to the moral rules, procedural rules are
generally considered fair, or at least they do not arouse a powerful sense of
injustice, as long as the actual distribution corresponds to what is seen as each
individual’s “just share.” When, however, the distribution is viewed as unjust,
procedural rules will also be considered unfair, even if they are the same rules
that operated to produce “fair” distributions in the past. The general reaction
to perceptions that the moral rules of distribution and procedures have been
violated is variants of anger and first-order elaborations of anger such as
righteousness (anger mixed with happiness). Moral codes add an extra
potential for extreme emotional responses because morality is something
that people tend to hold as an absolute expectation that must be met. Anger
at moral injustice is a heat-seeking missile, to borrow the metaphor from the
last chapter, but just how this emotional missive is targeted depends upon
the reference point(s) used to establish just shares and upon attributions for
why justice does not prevail. An additional complication is that any moral
code that is violated in a situation – even if it is not part of the normal
calculation of just shares – will generally lead individuals to see both the
distribution of resources and the procedures by which this distribution
occurs as unfair (Mullen and Skitka, 2006; Skitka, 2002). Moral codes in
general, then, have broad powers to distort justice calculations.

The relationship between emotional arousal and moral codes is compli-
cated by a number of factors. One is that a person’s existing “mood”
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(low-key, diffuse affective state) has large effects on the distributive norms
invoked and to perceptions of whether justice or injustice is seen to prevail
(Mullen, 2007). There are data documenting, for instance, that positive
moods lead individuals to invoke norms of equality over equity, at least in
some circumstances (Sinclair and Mark, 1991, 1992), whereas a negative
mood causes them to use equity rules in calculating just shares (O’Malley
and Davies, 1984; Sinclair and Mark, 1991). Moreover, negative moods cause
persons to perceive differences between social categories (i.e. categoric unit
membership and status differences become more salient); and this cognitive
tendency reinforces the propensity of negative moods to arouse rules of
equity. Similarly, as is the case for diffuse moods, discrete emotions such as
anger, sadness, happiness, shame, guilt, and other affective states also influence
people’s perceptions of justice, in much the same pattern as moods influence
perceptions of justice.

Diffuse moods versus specific states of emotional arousal lead to very dif-
ferent cognitive processes revolving around attributions (Forgas et al., 1990),
memory (Adolphs and Damasio, 2001; Bower, 1991; Eich and Macaulay,
2000), attitudes (Petty et al., 2001; Ito and Caccioppo, 2001), interpretations
of behavior, assessing performances, and making judgments (Forgas, 1992,
1995, 2000). Anger will generally lead individuals to see any distribution
of resources as unjust and to make external attributions for this injustice,
whereas negative moods or emotions like sadness cause persons to be more
deliberative and to seek out the causes of injustice (Bless, 2000; Bless and
Schwarz, 1999; Isen, 1984).

There is, then, “a priming effect” of existing emotional arousal on the
justice rules invoked and the reactions to violations in these rules (Mullen,
2007). There is also a complex feedback effect. The data show that indi-
viduals make moral evaluations very rapidly (Haidt, 2001; Damasio, 1994;
Greene and Haidt, 2002) and, hence, experience immediate emotional
arousal that then becomes the emotional prime for all subsequent moral
assessments. There is some controversy over whether people become
cognitively aware of injustice and then emit the appropriate emotion or
experience emotional arousal that prompts cognition. In either case, the
emotional arousal biases cognitions that, in turn, affect which moral codes are
invoked and how they are interpreted. Thus, people who are in a constant
state of anger, shame, alienation, guilt, happiness, or sadness will literally see
the world somewhat differently, invoke potentially different moral rules of
justice, and react both emotionally and cognitively to justice and injustice in
somewhat different ways. Similarly, if emotions are aroused before cognition
or in concert with cognitive appraisals, the initial emotion that is aroused –
anger, sadness, fear, shame, guilt – will have effects on which moral codes
become salient and how evaluations of justice proceed. How, then, are we to
get a handle on these complex interaction effects between moods, emotions,
justice rules, and cognitions?

Sadness, shame, and guilt are self-referencing emotions; and if repression is
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avoided, these emotions will lead individuals to reflection and assessment
over the train of events that led to the failure to meet expectations for
resource shares; and once this path of assessment is undertaken, the likelihood
of self-attributions increases. If, however, shame and guilt are repressed, then
the anger portion of these emotions will generally intensify and lead to
external attributions. Whether as the by-product of repression and trans-
mutation or as simply the mood or the discrete emotion aroused, anger
inevitably leads to external attributions because it is not an emotion of
reflection but of action outward, away from self. If anger becomes suf-
ficiently intense, it will often become a first-order elaboration like righteous
anger or a desire for vengeance which are typically directed even further
outward, beyond the encounter to mesostructures and potentially mac-
rostructures. If shame and anger play themselves out, the emerging emotion
is often alienation; and, under these conditions, the target of alienation is
typically the structure and culture of the corporate unit in which iterated
encounters are embedded.

Any form of negative emotional arousal from the failure to meet expecta-
tions for exchange payoffs escalates the costs of the exchange, thereby adding
yet another source of negative emotional arousal. Thus, even if a person
realizes a profit in an exchange, but does not realize expected profit, the
narrowing margin of profit is made even more narrow or transformed into a
loss as negative emotions are aroused over the less-than-expected payoff. As
profit declines, whatever negative emotions are aroused will lower commit-
ments to the exchange; and if individuals can leave the exchange they will. If
they must remain in the exchange for lack of alternatives, negative emotions
will gravitate toward alienation, but at times more intense variations of anger
are sustained. Under these conditions, individuals will increasingly blame
corporate units or members of categoric units, developing diffuse anger
toward the latter often as a form of displacement of anger at self.

On the positive side of the emotional spectrum, the fact that positive
moods and emotions tend to prime moral judgments toward equality over
equity has interesting implications. Equality in resource distribution increases
the likelihood that all participants to an encounter will meet expectations
and be positively sanctioned which, in turn, activates the processes described
in principles 4 and 6a. And once interaction rituals generate increased soli-
darity, the positive emotions themselves become yet another resource to
be exchanged; and, to the degree that emotions are distributed equally,
the emotional energy behind solidarity encourages the symbolization of
this mood in totems toward which rituals can be directed in actions and
thoughts. And, if this process is repeated across encounters in diverse cor-
porate units within different institutional domains and across social classes,
then the positive emotions aroused will begin to migrate out from local
encounters to corporate and categoric units and, potentially, to macrostruc-
tures, thereby increasing commitments to, and the legitimacy of, institutional
domains and the stratification system.
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If, however, considerations of equity are invoked, for any reason, in
encounters, they can have the effect of increasing the salience of differences
and unequal distributions of resources – including the positive emotional
energy aroused from interaction rituals. Once equity rules emerge, indi-
viduals will shift gears, with differences becoming more salient and with
calculations of just shares using not only moral codes of equity but also
reference points that emphasize differences among others, positions in the
division of labor within corporate units, categoric unit membership, and even
society-wide abstract distributions. In the context of previously equal dis-
bursements of resources, and the positive interaction rituals that are thereby
set into motion (and that increase the emotional profits for all participants to
an encounter), it is inevitable that some will feel that they have not received
their just share when new reference points and moral codes are invoked; and
when expectations, particularly morally charged expectations, are not real-
ized, emotions can quickly turn negative, activating one of the outcomes
described above.

In general, embedding of encounters in corporate and categoric units,
particularly units clearly embedded within the institutional domains and the
stratification system of a society, will increase the clarity of expectations for
resources and the consensus over just shares for individuals at different places
in the division of labor of corporate units and for members of differentially
evaluated categoric units. Most of the dynamics that follow from embedding
are captured in the large literature from the expectation-state theoretical
research programs. When diffuse status characteristics are discrete and dif-
ferentially evaluated (in my terms, discrete categoric units) and when posi-
tions in the division of labor reveal hierarchical lines of power and prestige,
expectation states are generally clear and, moreover, the dynamics of expecta-
tion states will generally work to sustain the status system. At the same time,
there will generally be consensus over perceptions of what is a just share for
individuals in various positions or for individuals revealing diverse diffuse
status characteristics, with actual distributions of resources corresponding to
these perceptions. If, however, status is ambiguous or if some challenge the
status order, then so are the rules about procedures and distributions chal-
lenged, as are perceptions of just and actual shares. And, when this situation
prevails, negative emotional arousal will unleash the dynamics summarized
above and in principles 3, 5, and 6b.

Needs for group inclusion

Humans have needs to feel part of the ongoing interpersonal flow in encoun-
ters. Feeling included is very different, however, from having high levels of
interpersonal solidarity. Solidarity generates positive emotions and thereby
increases the likelihood that self will be verified and that each person will
receive profits in exchanges of resources; and so, it should not be surprising
that people are drawn to encounters where interaction rituals generate these
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effects (see principles 1, 2, and 6a in Chapter 9). Still, as a number of theorists
have pointed out (e.g. Markovsky and Lawler, 1994), people also recoil from
engulfment whereby self is overwhelmed and subordinated to the collective
goals of the group.

Humans are, after all, still an ape; and, as I emphasized in Chapter 2, apes
do not reveal propensities for strong ties and high levels of group solidarity.
There is, in fact, a constant tension among humans that is the result of the
cross-wiring in their neurology. On the one hand, natural selection worked
to enhance needs for strong group bonds through increasing hominids’
and then humans’ emotional capacities but, on the other hand, this neu-
rology is laid over the wiring for individualism, mobility, and weak-tie
behavioral tendencies (Turner, 2002; Maryanski and Turner, 1992; Turner
and Maryanski, 2005). The conflict that we often see in ideologies – e.g.
collectivism vs. individualism – is a conflict that simply mirrors what occurs
in our neurology.

If humans sought high solidarity in every encounter, they would be disap-
pointed, especially in complex differentiated societies where mobility across
a larger web of affiliations is common. Moreover, because humans use emo-
tions to build solidarities, the energy needed for ritual practices building up
solidarity and group symbols would lead to exhaustion, if these extended
rituals were necessary in every encounter. Instead, as a basic strategy, humans
are highly selective as to which encounters embedded in which corporate
units and which categoric units will be worthy of a full ritual response. Most
of the time, individuals only need to feel included – that is, as part of the
interpersonal flow. When individuals do not sense that they are part of the
flow, they will experience negative emotions. They may feel sad; they may
become angry; they may feel fearful about what being excluded means. And,
if they experience all of these emotions together, they may feel shame. They
may also experience guilt if group inclusion is defined in moral terms. Over
time, if they continue to experience all three negative emotions together
and if they cannot withdraw from encounters where they do not feel fully
engaged in the interpersonal flow, the three negative emotions will trans-
mute to alienation from the encounter and, in all likelihood, the corporate
and categoric units in which it is embedded.

Embedding generally works to increase a sense of group inclusion in
encounters because embedding increases the likelihood that people will
know what to expect and how to receive sanctions marking inclusion.
However, inequalities can reduce this sense of inclusion, particularly for
members of devalued categoric units but also for individuals at lower levels
in the hierarchical division of labor. Typically, there are interpersonal rituals
that smooth over inequalities (Collins, 1975) and, at the same time, provide
a sense that each person is part of the interpersonal flow, but inequalities
also increase distances between high-ranking and low-ranking persons.
Moreover, if high-ranking individuals use their advantages to exclude low-
ranking persons from the interpersonal flow, then needs for minimal levels
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of group inclusion may not be met, thereby increasing negative emotional
arousal among the low-ranking.

Less embedded encounters make it even more likely that needs for group
inclusion may not be realized because expectations are often ambiguous
about what will transpire in the encounter. Since people will first pay atten-
tion to self-confirmation and profits from the exchange of resources, some
may overlook the needs of others to feel included in the group. Moreover,
ambiguity about status can set off status competition among individuals in
these amorphous encounters; and if status competition causes individuals
to raise their status by dominating conversations, some individuals will
inevitably feel left out as they sink to the bottom of the status hierarchy.
While virtually all studies on the emergence of expectation states for per-
formance are conducted on task groups (in order to provide a clear marker
of performance), the same dynamics occur in non-task groups. In fact, they
are more likely to result in some being left out of the interpersonal flow
when status competition occurs over issues beyond simple task performance.

If self is highly salient in an encounter and a person feels “left out” of the
interpersonal flow, the negative emotions aroused will be that much more
intense. And if certain resources marking group inclusion and hence self-
verification are not received, the failure to verify self will be compounded
by the inability to receive what a person may have come to expect as a just
share. This person may feel only sad, mad, or fearful, but once self is highly
salient, especially as deeper levels of self become salient, shame and perhaps
guilt (if the situation is defined as moral) will be more likely to emerge. If the
individual does not repress the shame and makes accurate attributions for
the sense of being excluded, then this individual will feel sad if self-
attributions are made and mad at specific individuals if external attributions
are made. Individuals may also be fearful and anxiety-ridden if they feel that,
no matter what they do, the experience of feeling excluded will be repeated
as the encounter is iterated; and, if they can, excluded persons will seek to
leave the encounter and the units in which it is embedded.

If a person who feels excluded does not repress this emotion, perhaps he
or she can make adjustments, leave the group, or find an alternative group.
However, if this person must experience a chronic sense of being excluded
from groups, then shame may emerge; and if the shame is sufficiently pain-
ful, the individual will activate defense mechanisms and thus change the
emotional dynamics. Any one of the emotions that make up shame – that is,
sadness, anger, fear – can emerge in intensified spikes which generally breach
the interaction and make the person feel even more excluded and hence
shameful.

Group inclusion as a need operates somewhat differently than other needs
in that repression intensifies the emotions and can transmute them into any
of the three constituent emotions of shame. Sadness is the most likely emo-
tion to emerge because sadness is already the dominant emotion of shame,
whereas anger is the least likely to emerge because to vent anger only
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breaches the interaction further and makes one feel even more marginal.
Anxiety is also likely because, if individuals cannot escape interactions, they
will be fearful. Shame is more likely, I believe, to transmute into alienation
which is composed of sadness, anger at others or social units, and some fear;
in a sense, alienation allows for the anger to be quietly “expressed” in a
passive-aggressive way: through a blasé attitude toward the group and its
members, through role-distance, or through a feigned unwillingness to seek
its approval from others.

Thus, the failure to meet needs for group inclusion does not have the
same volatile consequences of intensifying the anger alone, or pulling out
the anger component of shame in acts of direct aggression. Achieving a
sense of group inclusion generates mild positive emotions, while failing to
feel included leads to less aggressive negative emotions like sadness, anxiety,
and alienation. Failure to meet needs for group inclusion does not, therefore,
rip apart social relations, nor does this failure pose threats to social structures.
Yet, the emotions aroused lower commitments and decrease the willingness
of individuals to invest self and resources in the interpersonal flow and, hence,
in the social structures in which the encounter is embedded. And, failure to
realize needs for group inclusion motivates individuals to leave the struc-
tures in which they feel unappreciated and, if alienated, to withdraw from
these structures and the institutional domains in which they are embedded
(as is the case when devalued ethnic categories drop out of high school).
The failure to meet needs for group inclusion can, therefore, have large
effects on mesostructures and macrostructures when larger numbers of indi-
viduals potentially experience this sense of exclusion from mesostructures
that are used to build institutional domains.

Needs for trust

I have grouped under the rubric of trust need-states that appear in a number
of general sociological theories. Humans have a set of needs that, in the end,
generates a sense of trust in others and the encounter. One need is for
predictability of behaviors; humans need to feel that, through role-taking
and through consensus over expectations, that the behaviors of others can
be understood and anticipated. Another related need is for rhythmic syn-
chronization of talk and body language; the rhythmic flow of interaction is
critical to sustaining a sense of predictability and, more generally, that others
can be trusted (Collins, 2004). Finally, humans need to feel that others are
being sincere and honest, while at the same time respecting one’s dignity
(Habermas, 1970), thereby enabling a person to trust others.

These sub-needs all coalesce around a basic need to trust others; and
when a person cannot derive this sense in an encounter, negative emotions
will emerge. If a situation is important to a person, the negative emotions
will revolve around variants of fear, coupled with anger. Without trust, other
transactional needs cannot be realized. We cannot trust others to verify self,
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now and in the future, nor can we be assured that the exchange of resources
will meet expectations for just shares, now and in the future. And, if we
cannot trust others, our sense of group inclusion will be, at best, tenuous.
When we experience trust, other needs are more readily met, thus ratch-
eting up the positive emotions that come from not only trusting others but
also from feeling that self will be verified, that exchanges of resources will
realize a profit, and that a sense of group inclusion will be achieved, and that
the situation is as it appears (facticity).

Embedding has large effects on trust because the structure and culture of
corporate and categoric units generally make expectations more explicit
and, thereby, allow individuals to act in predictable, rhythmic, and sincere
ways. Still, trust can be easily broken if others are not predictable, are not able
to rhythmically synchronize talk and body, and are not able to appear sin-
cere. No amount of structure can overcome a lack of trust at the face-to-face
level; and when individuals do not meet this need, they become fearful and
angry, seeking to leave the encounter and avoid future encounters if they can.
Because a sense of trust is generated in the immediate, moment-by-moment
interactions of individuals reading face, body, and voice, attributions for the
failure to meet this need are generally external and are directed at others
who are perceived to be unpredictable, out of rhythmic synchronization,
or insincere. At times, individuals will blame categories of others as
untrustworthy, experiencing anger and perhaps some fear about members
of these categories and almost always developing negative prejudicial beliefs
about the characteristics of members in untrustworthy categories.

If individuals cannot leave encounters where others or categories of others
act in ways to thwart meeting needs for trust, then interaction with others
will become highly ritualized and stilted. Often, negative personality charac-
teristics will be imputed to others who are unpredictable, out of rhythmic
synchronization, or insincere; and if these individuals are members of
categoric units, negative prejudices toward such members may intensify if
the correlation between categoric unit membership and failure to achieve
trust is sustained over time and across diverse encounters. Moreover, if indi-
viduals feel sadness along with their anxiety and anger, they will become
alienated from these others and, typically, from the encounter as a whole as
well as the structure and culture in which this encounter is embedded. For
once all three negative emotions are operative, and with the anger portion
of alienation becoming more active, individuals will typically generalize
their failure to achieve a sense of trust to the culture and structure of the
corporate unit.

Needs for facticity

As part of what Alfred Schutz (1967 [1932]) termed intersubjecivity is the
need for people to feel that they and others in an encounter are experi-
encing a common world. Ethnomethodology (Garfinkel, 1967) picked up
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on this basic idea, emphasizing that individuals employ folk methods to
create accounts of reality. Anthony Giddens (1984) added to this point of
emphasis an idea borrowed from philosophy in his view that humans seek
ontological security that allows them to feel that “things are as they appear.”
These diverse approaches all converge on a view of humans as needing to
sense that (1) they share a common world for the purposes of an interaction,
(2) they perceive reality of the situation as it appears, and (3) they assume
reality has an obdurate character for the duration of the interaction. I
term these related need-states “facticity” because for an encounter to flow
smoothly its participants must sense that they experience and share a sense
of a common factual world (Turner, 1987, 1988, 2002:133–5).

Ethnomethodologists’ (Garfinkel, 1967) early use of “breaching experi-
ments” gives us data on the emotions aroused when people do not meet
needs for facticity. Individuals would become angry at experimenters who
had deliberately breached the interaction and forced others to use folk
methods to try and reconstruct assumption of a shared reality. Like needs for
trust, meeting needs for facticity is highly contingent on what transpires in
the immediate situation, as individuals mutually role-take and present self.
When needs are not met under these conditions, individuals are most likely
to make external attributions to others in the encounter and direct variants
of mild-to-moderate anger at these others.

Embedding increases the likelihood that individuals will meet needs for
facticity because the culture and structure of corporate and categoric units
provide guidelines for what is real, with individuals simply filling in needed
details in encounters. If, however, an encounter is not embedded or if the
structure and culture of the units in which an encounter are embedded is
ambiguous, then individuals will have to work very hard at establishing a
sense of a common reality. For example, an interaction among individuals
from diverse but not clearly demarcated categoric units (high and moderate
levels of education, for example), or who are members of several categoric
units (e.g. poor white male and educated African American female), will
usually have to devote considerable interpersonal energy to establish a sense
of common reality. Initial interactions will be highly ritualized and stilted,
with individuals probing each other as they try to build up a sense of a
common world.

When individuals cannot achieve a sense of facticity, meeting other trans-
actional needs becomes more problematic. It is difficult to feel that self has
been verified when participants do not sense a common reality; it is equally
difficult to know what resources are in play and whether or not people have
received their just shares; it is hard to achieve a sense of group inclusion
when the very nature of the common reality is up in the air; and trust is not
likely to occur when questions about the nature of the reality in the situa-
tion are unresolved. This is why, I believe, individuals get frustrated (a mild
variant of anger) in interactions that do not establish a sense of facticity; a lot
more is on the line than just a common sense of what is real. Meeting other
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needs is being thwarted, and those who seem to be in the way invite anger
from others.

If the situation is important to individuals and if needs for facticity are not
met, then other emotions like fear can also emerge. Negative emotions work
to make the situation even more problematic because, however these emo-
tions are expressed, they will tend to breach the interaction and create an
even more acute sense that needs for facticity have not been realized. Thus,
what can sometimes seem like trivial occasions can become highly charged
emotionally when individuals sense that they do not experience, even for
the purposes of a short encounter, a common external world.

Conclusion

I have offered many propositions in this chapter that follow from those in
the last chapter. I could present the full package of generalizations here, but
the inventory of propositions would be long and complex, as it has been in
other works on micro-social processes (e.g. Turner, 2002). This time around,
my goal is to sustain the main line of theorizing, and so I will conclude with
two relatively simple propositions that summarize the general thrust of
my argument. Each transactional need has somewhat different emotional
effects on individuals, but there is a general pattern to these effects that is
summarized in principles 7 and 8 below.

7 Humans possess at least five transactional needs for verification of self, profitable
exchange payoffs, group inclusion, trust, and facticity, all of which generate
expectation states in an encounter; and the more these expectation states
generated by transactional needs are met, especially needs for self-verification and
profitable exchange payoffs, the more likely are individuals to experience positive
emotions and make self-attributions, while giving off positive emotions to others
that initiates solidarity-generating interaction rituals (as described in propositions
1 and 4).

A The more others are seen as facilitating the meeting of transactional needs,
the more likely will the giving off of positive emotions also involve the
expression of gratitude.

B The more the structure and culture of the corporate unit are seen as facili-
tating the meeting of transactional needs, the more likely will individuals
develop commitments to this culture and structure.

C The more members of categoric units are seen as facilitating the meeting
of transactional needs, the more likely will individuals develop favorable
prejudices toward members of these categoric units.

8 The less expectation states generated by transactional needs are met in an
encounter, and especially needs for self-verification and profitable exchange
payoffs, the more individuals will also perceive this failure to meet expectations
as negative sanctions from others and, hence, the more intense will be their
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negative emotional arousal; and the more intense is the level of negative emo-
tional arousal, the more likely will defense mechanisms be activated and lead to
external attributions (see propositions 3 and 6b).

A To the degree that individuals make self-attributions for failing to meet
transactional needs in an encounter, the more likely will they experience all
three negative emotions; and the more they experience these emotions simul-
taneously, the more likely are they to experience shame; and if moral cultural
codes are invoked to evaluate self under these conditions, the more likely will
they experience guilt as well.

B The more individuals consistently experience shame and, to a lesser extent,
guilt in iterated encounters, the more likely are they to employ defensive
strategies and defense mechanisms, and the more they activate defense
mechanisms, the more likely are external attributions revolving around
transmuted and intensified negative emotions to be made.

1 If others are targeted, individuals will experience and express anger
toward these others; and if shame is the repressed emotion, the more
intense will this anger be.

2 If corporate units in which an encounter is embedded are targeted,
individuals will experience and express anger toward this unit, thereby
reducing commitments to the structure and culture of this unit; and if
repressed shame and, to a lesser extent, guilt are fueling this anger, the
more likely will this anger transmute further into alienation from the
culture and structure of the corporate unit and, potentially, the culture
and structure of the more inclusive institutional domain as well.

3 If categoric units in which an encounter is embedded are targeted, indi-
viduals will experience and express anger at, and develop negative
prejudices toward, members of these units and, potentially, the more
inclusive institutional domains or locations in the stratification system
generating these categoric units.
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6 Social structure and
emotional arousal

At the level of face-to-face encounters, social structure impinges on
individuals via the micro-dynamic forces of status, roles, ecology, and demo-
graphy (see Table 3.1). Individuals generally occupy status positions that
carry varying levels of resources, such as power and prestige; and by virtue of
status and the resources associated with status, people seek to play particular
roles; and, conversely, individuals seek to claim or affirm status through role-
making efforts. Encounters are also driven by ecological forces revolving
around the physical space, partitions, and props available as well as by the
demography of space concerning the number of persons co-present, their
memberships in categoric units, and their movements in and out of the
encounter. Much of the effect of corporate and categoric units on the
dynamics of encounters thus revolves around how these meso-level units
structure (1) the vertical and horizontal divisions of labor as these affect
status and role dynamics, (2) the amount and configuration of space as
well as the props available to individuals, and (3) the number and nature of
the people present as well as their movements in space. As might be
expected, a considerable amount of sociological research and theorizing
has been conducted on these micro-dynamic forces, particularly status, but
surprisingly little work has been done on how the corporate and categoric
units in which encounters are embedded determine the nature of status,
roles, ecology, and demography. Similarly, comparatively little research and
theory exists on how institutional domains and stratification systems exert
effects on micro encounters via corporate and categoric units.

Status, roles, ecology, and demography are the conduits by which mes-
ostructures and macrostructures exert pressure on encounters; and so, if we
are to analyze how these micro-dynamic forces drive the formation and
operation of encounters, we must also recognize that these micro-level
forces are the contact points between individuals, on the one side, and the
larger-scale structures of society, on the other side. As these forces operate,
the emotions aroused have consequences not just for the interpersonal
flow in the encounter but also for the mesostructures and, potentially,
macrostructures in which the encounter is embedded.



Mesostructures and clarity of expectations

The operation of micro-dynamic forces is, as I have emphasized, constrained
by embedding. As principle 2 B outlines,1 encounters embedded in cor-
porate and categoric units (which, in turn, are embedded in institutional
domains and stratification systems) are more likely to generate clearer
expectations than those which are not embedded (principle 3 B). These
two principles are, however, rather general; and it is time to add some neces-
sary detail about what specific properties of corporate and categoric units
generate clarity of expectation states for individuals. I am pausing to add this
specificity here because structural forces in encounters revolving around
status, roles, ecology, and demography are directly affected by key structural
conditions in corporate and categoric units that increase the clarity of
expectations.

Specific structural conditions increasing clarity of expectations in
corporate units

Certain conditions increase the degree of coherence in the structure of
corporate units and, hence, in the expectations that they generate. A concise
list is given in Table 6.1 for easy reference. One condition is the visibility of
the boundaries of a corporate unit and the existence of “entrance and exit
rules,” as Niklas Luhmann (1982) has called them. When units are bounded
and when individuals understand when and how they are to enter or exit
the corporate unit, they also bring with them understandings about the
culture, structure, and expectations on them. In contrast, corporate units that
do not have clear boundaries, along with entrance and exit rules, can be
ambiguous and amorphous, with individuals not entirely sure if they are in
or out of the unit and unclear as to what expectations are salient and when
they are to be invoked.

Table 6.1 Conditions in corporate units increasing clarity of expectations

1 Visibility of boundaries of a corporate unit and existence of entrance and exit rules.
2 Explicitness of goals of the corporate unit.
3 Embedding of a corporate unit in clearly differentiated institutional domain with an

explicit ideology.
4 Explicitness of the vertical and horizontal divisions of labor within the corporate unit.
5 Formality of the structure within the corporate unit.
6 Explicitness of norms attached to positions in the division of labor as well as consistency

between norms and corporate unit ideologies.
7 Degree of correlation between positions in the division of labor of a corporate unit and

the distribution of members of discrete categoric units in these positions.

1 The complete list of theoretical principles is given in Chapter 9.
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A second condition is the explicitness of the goals of the corporate unit.
When goals are clear and, indeed, when the unit is focused on these goals,
this focus will be evident in an explicit division of labor and in the ideolo-
gies and norms designed to realize the unit’s goals. Again, when goals are
amorphous or vague, they cannot provide guidance in how to structure
the division of labor or in the formation of cultural codes. Without clear
guidance by structure and culture, individuals are left to work matters out
at the level of the encounter. The result is that expectations will be unclear,
ambiguous, or even in conflict.

A third condition increasing the clarity of expectations is, as principle 2 C
emphasized, the embedding of a corporate unit in a differentiated macro-
level institutional domain revealing an explicit ideology. When an insti-
tutional domain is separated from other institutional systems and when it
has clear beliefs about what should and ought to occur in this domain, the
structure and culture of this more autonomous domain constrain to a high
degree the structure and culture of corporate units. The specific organiza-
tional ideologies will represent applications of the broader institutional
ideology; the unit will be more likely to have boundaries as well as rules for
entering and exiting; and it will be more likely to have clear goals to secure
resources within the resource niches generated by the institutional domain.

A fourth condition is the explicitness of the vertical and horizontal divi-
sions of labor within a corporate unit, which is more likely under the above
conditions. When the status structure is unambiguous, then expectations in
general and, more specifically, the expectations attached to norms and roles
will also be clear. Individuals will know what positions they can occupy and
what range of roles they can play; and they are more likely to understand the
expectations on them and others in the division of labor.

A fifth condition is the formality of the structure in a corporate unit. In
general, vertical divisions of labor increase formality as they generate rela-
tions of authority; and while authority often creates tensions associated with
inequalities, the clarity of expectations is nonetheless increased. Those in
superordinate and subordinate positions are more likely to understand what
they are to do and how they are to perform their tasks.

A sixth condition is the clarity of norms attached to positions in the
division of labor within the corporate unit as well as the degree of con-
sistency between corporate unit ideologies and norms. When ideologies are
implemented through norms that are consistent with the mandates of the
ideologies, then expectations are not only more explicit, they are also given
a moral character which raises their salience and power.

A final condition increasing the clarity of expectations in corporate
units is the degree of correlation between positions in the division of labor,
on the one side, and membership in discrete categoric units, on the other.
If structurally equivalent positions in the division of labor are occupied
disproportionately by members of a discrete categoric unit (e.g. women are
secretaries, men are managers; slaves are black, owners of plantations are
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white), then the norms (and the underlying ideology) attached to positions
in the division of labor and the differential evaluations of incumbents in the
division of labor and of members in categoric units generate convergent sets
of expectations that specify how people are supposed to behave. Conversely,
when there is a low or no correlation between categoric unit memberships
and location in the division of labor, expectations can work at cross-purposes
and indeed can generate ambiguity over expectations (e.g. the burdens of
women managers having authority over men).

Each of these conditions, alone, increases clarity of expectations, but
a corporate unit revealing all of these conditions will have very explicit
expectations which individuals will understand and try to meet, as long as
the inequalities in the division of labor and its correlation with memberships
in discrete categoric units do not systematically generate negative emotions
that cause conflict and change the division of labor, goals, and culture of
the unit. In fact, at times the conditions increasing clarity can also work to
increase inequalities that, in turn, produce negative emotions that mobilize
individuals to change the culture and structure of the corporate unit.

Conditions increasing the clarity of expectations for categoric units

In Table 6.2, the conditions increasing the clarity of expectations attached
to categoric units are listed. One condition is the discreteness of the bound-
aries defining categoric unit membership, or what Peter Blau (1977) termed
“nominal parameters.” Discreteness draws a line; one is either in or out of
the categoric unit. For example, people are denoted as either male or female
(true, even this line can become fuzzy) or as black or white (even when
the line between “black” and “white” is vague). At times, discreteness is lost
as markers become more continuous or, in Blau’s terms, “graduated parame-
ters.” For instance, skin color is treated as a graduated parameter in Brazil,
while in the United States it still remains a nominal parameter (despite the
wide variations in pigmentation of those categorized as “black”). Graduated
parameters generally create more ambiguity of expectations because it may
be difficult to determine where a person should be placed along the parame-
ter. For example, age often creates a problem in categorizing individuals and,

Table 6.2 Conditions among categoric units increasing clarity of expectations

1 Discreteness of boundaries defining categoric unit membership.
2 Degree of consensus over relative evaluations of categoric units in broader society.
3 Embeddedness of categoric units within macro-level stratification system.
4 Homogeneity among members of a categoric unit.
5 The degree of correlation between membership in one categoric unit with memberships

in other categoric units.
6 The degree of correlation of categoric unit membership with positions in the vertical and

horizontal divisions of labor of corporate units within clearly differentiated institutional
domains.
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hence, in determining the expectations on them and those responding to
this person. The extremes of the distribution – very old and very young –
are clear enough and, in fact, can operate more like discrete categoric units
with unambiguous expectations; moreover, there can be markers along the
scale that re-categorize individuals, as is the case on their twenty-first birth-
day in the United States. Still, there will always be some ambiguity when
people are arrayed across a graduated parameter, thus decreasing the clarity
of expectations.

A second condition increasing clarity of expectations for categoric units is
degree of consensus over the differential evaluation of categoric units and
the ideologies that legitimize this differential evaluation. Thus, black slaves in
the anti-bellum south in the United States were very clearly devalued next
to whites, even poor whites, and there emerged an elaborate ideological
justification for this differential evaluation (an ideology that changed over
time but nonetheless sustained the devaluation of blacks; see Turner and
Singleton, 1978; Turner et al., 1984, for a history of the changing ideology).
When differential evaluations of categoric units are not clear or subject to
contestation, expectations become correspondingly unclear and ambiguous.

A third condition is the degree of embeddedness of categoric units within
the macro-level stratification system and the degree of inequality in the distri-
bution of resources in this system, as was emphasized in principle 2 C. When
there are large differences in the resource levels of different social classes, class
itself becomes a discrete categoric unit. Equally significant, if there are other
categoric units that are over-represented in a class, then this association of
a discrete categoric unit – say, ethnicity – with another discrete categoric
unit – such as lower class – increases the discreteness of both and sustains the
differential evaluation that, in turn, increases clarity of expectations. Because
a stratification system distributes resources unequally, this distribution carries
differential evaluation – i.e. those with resources are more valued than those
without them – and it also creates distinct class cultures which also serve to
demark people as members of categoric units. In contrast, when categoric
units are more embedded within an institutional domain – such as the
category of worker, mother, student, politician – this embeddedness is not so
clearly associated with the differential evaluation associated with inequality
and, as a result, it carries less power. However, to the extent that a categoric
unit is defined by a status and role within a clearly differentiated institutional
domain, the expectations for members of this unit will generally be quite
clear, but they will not carry the same degree of differential evaluation as is
the case when categoric units are generated by the stratification system.

A fourth condition increasing clarity of expectations is the homogeneity
of individuals who are members of a categoric unit. If the lower classes in a
society are all black, this distribution of ethnicity increases the clarity of
expectations for blacks and lower-class individuals, whereas if blacks are
equally spread across the class structure, while members of other ethnic
subpopulations are also widely distributed across social classes, the clarity of
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expectations for both class and ethnicity become more complex and, gener-
ally, less explicit. Once homogeneity of membership declines, individuals
will always need to calibrate expectations for more than one categoric unit
because diversity of membership generally means that individuals will need
to figure out just how to respond to each person by assessing his or her
membership in other categoric units. For instance, in assessing how to
respond to poor persons of both genders, it becomes necessary to have one
set of expectations for poverty categories and another for gender categories.
Or, to take another example, if whites and blacks are equally represented in
the lower classes, then interaction will need to calibrate what it means to be
black and wealthy as well as white and poor.

A fifth condition increasing clarity of expectations associated with cat-
egoric units is the degree of correlation of membership in one unit with
membership in another categoric unit. As the example above of over-
representation of an ethnic subpopulation in the lower class illustrates, the
clarity of expectations increases significantly when the correlation is high.
The expectations, in essence, double up, and specify what persons in this
category are supposed to do and how others are to respond to them.

A final condition increasing explicitness of expectations is the degree of
correlation of categoric unit membership with positions in the vertical and
horizontal divisions of labor of corporate units within institutional domains.
For instance, if all managers in a business corporation are male and all
secretaries are female, expectations are more explicit, whereas when sec-
retaries can be male and managers can be female, this correlation (which
once was very high in most industrial societies) is lowered and, as a result,
expectations will not be so clear for members of categoric units (in this
case, males and females) and will, in essence, need to be calibrated “on the
ground” during the course of an encounter.

Constraints on encounters

The micro-dynamic forces of status, role, ecology, and demography are
all manifestations of the structure and culture of corporate and categoric
units as they constrain the formation and operation of encounters. If the
clarity of expectations emanating from corporate and categoric units is high,
then it is more likely that people can meet these expectations and receive
positive sanctions (principles 1 and 4), while avoiding the negative emo-
tional arousal that comes with not meeting expectations (principle 3) and
receiving negative sanctions from others (principle 5) which, in turn, will
unleash complicated emotional reactions associated with defense mechan-
isms, intensification and transmutation of emotions, and external attribu-
tions (principle 6b). Thus, the more the conditions listed in tables 6.1 and
6.2 are met, the more explicit are expectations and, as a result, the more
the structural forces of role, status, ecology, and demography operate in ways
that increase positive emotional arousal that sustain the encounter and the
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mesostructures in which it is embedded. Conversely, the more these condi-
tions do not exist, the more likely are these structural forces of role, status,
ecology, and demography to arouse negative emotions that can breach the
encounter and, if repressed, intensify and transmute into emotions that can
change mesostructures and, potentially, macrostructures as well. Now, let me
turn to each structural force – that is, role, status, ecology, and demography –
and outline how each affect emotional dynamics in embedded encounters.

Roles and emotional arousal

The concept of role has a variety of meanings. One is that roles are the
expectations for how people should behave in a situation (Moreno, 1953
[1934]); another is that roles are the behavioral component of status positions
regulated by norms (Parsons, 1951); yet another is that roles are bundles of
resources that individuals employ to emit behaviors that gain them access to
status (Baker and Faulkner, 1991); still another is that roles are strategic
presentations of self (Goffman, 1967; R. H. Turner, 1962); and a final view is
that roles are cultural objects that signify who people are, what they are
doing, and how they should be treated (Callero, 1994). These views are not
contradictory, but they do suggest that roles have many facets that need to
be incorporated into a theory of how roles and emotions are related.

The phenomenology of roles

Ralph Turner (1962, 1968, 2002) has introduced the idea that people operate
under a “folk norm of consistency” or an implicit (gestalt) assumption that
the gestures emitted by individuals in an encounter are consistent with each
other and mark an underlying role. Individuals assume, for the purposes at
hand, that gestures constitute a syndrome of signs marking and embodying a
role, and they are motivated to discover each other’s roles. Once role-taking
(Mead, 1934) allows individuals to discover this underlying role, the com-
plementary role is orchestrated (role-making) so that cooperation can ensue.
If, however, an individual cannot discover the underlying role, a person will
experience negative emotional arousal – typically mild anger like annoyance
or, if the other is powerful, variants of fear. Thus, humans are programmed
by their neuroanatomy (by gestalt propensities) to search for the pattern
among gestures and, if they can, to discover the roles being played by others.

Since humans do not have the same level of innate bonding mechanisms
as most other mammals, these phenomenological and gestalt dynamics are
critical to sustaining the encounter. If the underlying role being played by
another cannot be determined early in an encounter, an individual will then
need to work extra hard to discover the role; and if these efforts prove futile,
then it is very likely that the encounter will be breached, setting off a chain
of negative emotional arousal. Breaches become less likely to the degree that
individuals share common languages, particularly the language of emotions.
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Speech does have effects on role-making, but as individuals make a role for
themselves and as individuals role-take in order to discern this role, they rely
more on “body language” and paralinguistic cues (inflections, tones) than on
spoken words. The communication of emotions through gestures becomes
the primary basis by which roles are made, taken, and verified; and even
when social structure defines the range of roles that people can play in a
situation, the language of emotion signals which variant within this range is
being played by a person.

The cognitive basis of roles

Individuals carry inventories of roles in their stocks of knowledge (Turner,
1994a) which they access when role-taking with another. There are, I believe,
four basic types of roles stored in these stocks of knowledge (Turner,
2002): preassembled roles, combinational roles, generalized roles, and trans-
situational roles. Let me briefly discuss each.

Preassembled roles

These are widely known roles that are revealed by sets of gestures that are
readily perceived and understood. When these gestures are observed in an
encounter, individuals can immediately pull from their stocks of knowledge
all elements of the role and adjust their conduct to play complementary roles.
For example, the roles of mother, father, policeman, student, worker, lazy
worker, serious student, and other roles generally associated with an insti-
tutional domain are well understood; and once gestures marking this role are
observed, it is relatively easy for a person to scan stocks of knowledge and fill
in the rest of the role.

Combinational roles

Individuals also carry in their stocks of knowledge conceptions of how roles
can be combined in particular situations. What is involved is a conception of
how two or more preassembled roles can be spliced together in certain
situations. For instance, a woman hosting a family gathering plays both the
role of host and the role associated with her place in the kinship institutional
domain. Individuals already know this combination of roles and, hence,
can easily make the necessary adjustments to the combined behaviors of
both roles.

Generalized roles

Individuals also carry in their stocks of knowledge understandings of what
certain syndromes mean in all types of situations. For example, people
understand what syndromes mark being upbeat, assertive, gracious, shy,
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reserved, serious, and diligent. These generalized roles can be attached to
almost any other role, as would be the case for a serious student, assertive
worker, upbeat mother, and so on. The generalized role is known, and
coupled with another role that is also known, a person easily role-takes
and makes the necessary adjustments in his or her behaviors vis-à-vis
another.

Trans-situational roles

For virtually every categoric unit there is also a set of behaviors that are
expected from individuals in this categoric unit; and these roles are, in
essence, carried from situation to situation and emitted, typically along
with another role. For example, there are expected behaviors associated
with being a woman or man as well as old or young; and the expectations
for behaviors of individuals in these categoric units – that is, female, male,
young, and old – can be easily blended with whatever other roles that
individuals in these categories may be playing. For instance, a woman emits
elements of her gendered role that she always carries and then blends this
role with being a mother or worker; or a male carries the role of maleness
from situation and then mixes this role with being a worker, father, or
athlete. Individuals understand these trans-situational roles and generally
the other roles that people assert in a situation; and on the basis of this
understanding of the ways that these trans-situational roles can be combined
with other roles, it becomes relatively easy to adjust behavior to play the
appropriate complementary role.

Humans carry in their large neocortex vast inventories of these basic types
of roles; and if we think about the process of role-taking for a moment, this
must be the case because individuals ascertain the role of others rather
quickly and without great agony. If we had to search for the unique or
idiosyncratic roles of others in each and every encounter, individuals would
exhaust themselves. Moreover, people would be constantly experiencing
mild fear in all situations as they frantically scanned gestures to see what role
a person might be constructing in a situation. By having a large inventory
of roles already stored in stocks of knowledge, individuals can see the initial
gestures marking a role, quickly scan the inventory, and pick out the role
that is being asserted in a situation. In most situations this process occurs
rapidly and with great ease, but when we cannot “figure out where some-
one is coming from,” negative emotions are aroused because we are
resentful that the other has not played a role that is stored in our stocks
of knowledge. Much of this knowledgeability is implicit and, in fact, it
is often difficult to verbalize just what the syndrome of gestures marking a
role might be; still, most of the time, we have little trouble in discovering the
role in our inventory, even if we cannot fully articulate its components.
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The verification of roles

When individuals present self in a situation, they are also role-making, to
use Ralph H. Turner’s (1962) term; role-taking occurs by viewing the
role-making efforts of others. Individuals always seek to have their roles
verified by others because it is through role behaviors that transactional
needs are realized. Role-identities are tied explicitly to others’ verification
of the role presented, but other levels of self (sub-identities and core self-
conceptions) are also presented via roles; and so, individuals are highly
motivated to have their roles verified because self is on the line. Similarly,
many of the resources given to and received from others come via roles;
and if these roles cannot be mutually verified, the flow of resources will
be disrupted. Group inclusion is often achieved by others accepting
the role being presented in a situation. Trust ensues when others verify a
role because, once verification occurs, behaviors become more predictable
and rhythmically synchronized; and markers of sincerity become clear.
Facticity is achieved by individuals understanding each other’s roles
because, with mutual verification of roles, the situation becomes more
obdurate, giving people a sense that they do indeed share a common
world.

Thus, verifying a role has implications far beyond the role, per se. The
ability to meet expectations arising from transactional needs is, by and large,
achieved when roles are successfully made and verified. Similarly, other
elements of culture and social structure as they set up expectations will also
be realized via role-making and role verification.

In many ways, the expectations that arise from the syndromes of gestures
that constitute a role provide a shorthand way to meet the more complex
expectation states arising from transactional needs. Although roles add yet
another layer of expectation states to the encounter, they also serve notice to
others about the expectations for self, resources, group inclusion, trust, and
facticity that are piggy-backed onto a role. Others see the gestures of a
person, assume that these gestures are consistent and mark an underlying
role, and scan their stocks of knowledge to discover the underlying role; in
so doing, they derive a quick image of, or sense for, the broader array of
expectation states a person carries into the situation.

Moreover, sanctioning generally occurs as others respond to the role-
making efforts of a person. People offer positive sanctions when verifying
a role presented by another and negative sanctions when not accepting or
not understanding a role. An individual thus knows immediately where
they stand when observing the reactions of others to role-making efforts;
and with this implicit recognition comes a sense for whether or not
other expectations are likely to be met (and if forthcoming sanctions will
be positive or negative). The result is that roles provide a kind of early
warning system about expectations and sanctions, allowing individuals a
chance to make necessary adjustments before they become too vested in a
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role and operate under unrealistic expectations that, in the end, will cause
more severe negative sanctions from others.

Because so much is at stake in the process of role verification, it should
not be surprising that emotions can run high when roles are verified; and, of
course, emotions will run even higher when roles are not verified. When a
role is verified, and especially a role where self and critical resources are on
the line, a person will experience variants of happiness and give off positive
emotions (e.g. happiness, pride, gratitude) in accordance with the processes
enumerated in principles 1 and 4.2 The individual will sense that more than
expectations associated with a role have been met; other expectation states
associated with transactional needs, social structure, and culture are also
likely to have been realized. Verification of roles also works as the ultimate
positive sanction because so many expectation states are interwoven with
the role being presented. Conversely, when individuals’ roles are not veri-
fied, the negative emotions aroused can take many turns. The person may
feel sad, angry, or fearful; and if these emotions are experienced simul-
taneously, this person may feel shame, and guilt if expectations from moral
codes were tied up in a role. Over time, this simultaneous activation of all
three negative emotions may shift to alienation, with an individual revealing
distance from the role that this person has been forced to play as a substitute
for the role that was not verified.

Attribution processes become a critical force in mediating the nature of
the emotions aroused and the targets of these emotions. When individuals
make self-attributions for the failure to verify a role, they will generally feel
sad but if self is highly salient, they will probably experience shame. If they
repress this shame, they will be more likely to make external attributions and
display anger toward the objects of these attributions. The anger may target
individuals, if these individuals are not powerful and cannot sanction back,
but there is a general bias for anger fueled by repressed shame to leap-frog
others in the local encounter and target corporate and categoric units (see
principle 6b). The reason for this is that, ultimately, the face-to-face
encounter is where people derive their positive emotions; and to “soil” the
encounter with anger and rage assures that the person will experience nega-
tive sanctions, thus increasing the sense of shame. If, however, others in the
encounter cannot fight back, then repressed shame may indeed target specific
others (an example would be abusive husbands who take out their shame as
rage against wives and children who are not in a strong position to impose
effective negative sanctions). Still, if others in an encounter are important to a
person and/or have some capacity to offer effective negative sanctions, then it
becomes ever more likely that anger will bypass the encounter and move out
to safer targets. It is far easier to protect self by (a) avoiding negative sanctions
and (b) attacking structures that cannot directly “fight back.”

2 See list of principles in Chapter 9.
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If corporate units are targeted, individuals will express anger at the culture
and structure of the corporate unit and, if this anger is experienced over a
long time, the person may also begin to target the institutional domain in
which the corporate unit is embedded. Also over time, this anger toward
corporate units may transmute from shame-based anger to shame-based
alienation, with the person displaying role-distance and low levels of com-
mitment to the corporate unit and, if the alienation is sufficiently great, to
the institutional domain. A person with a biography of shame experiences
in encounters within a diversity of corporate units within an institutional
domain will be increasingly likely to experience alienation not only from
corporate units but from the larger macro-level institutional domain in
which the corporate units generating shame are lodged. At times, however,
shame can lead to reaction-formation and sublimation (see Table 4.1) where
individuals display intense positive emotions toward corporate units that
have brought shame. For example, a mother who has experienced nothing
but failure and shame in school may push her children to do well in school
and extol the ideology of this institutional domain. Such defense mechanisms
are not as frequent, I believe, as repression and external attribution. And,
when shame is chronic and consistently repressed, it generally emerges as
intensified anger at social structures; and it is this tendency of attribution to
direct anger outward that often poses problems in sustaining social structures
and their culture, as will be explored later in Chapter 8 (see principles 6b,
16, and 17 in Chapter 9).

If categoric units are targeted, individuals will express anger toward, and
develop negative prejudicial beliefs about, members of the targeted cat-
egoric unit. Negative stereotypes about members of categoric units have
complicated effects on emotions. One effect is for the anger to become as
persistent as the shame that drives this anger; the more shame a person
experiences in daily routines, the more diffuse is the anger directed at mem-
bers of categoric units. Ironically, as members of categoric units are portrayed
in negative terms, this portrayal reaffirms reasons for being angry at them,
but it also potentially increases the fear element of the shame which only
intensifies the anger. This kind of negative stereotyping, especially when
fueled by the anger arising from repressed shame, can have dramatic con-
sequences for meso and macrostructures when individuals collectively
organize to vent their anger on members of categoric units and the social
structures in which these units are embedded.

Status and emotional arousal

The concept of status has a number of meanings. In some analyses, status
denotes a position within a social structure; for other researchers, status refers
to differences in power and authority; for still others, status only denotes
prestige and honor. These different uses of the concept of status do not
have to be contradictory; each simply emphasizes a particular dimension of
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status, while de-emphasizing other dimensions. For my purposes, status will
be defined as a position in a network of positions, occupied by an individual,
standing in relation to at least one other position, occupied by another
individual (Turner, 2002:192). Status positions evidence many potential
properties, the most important of which, I believe, are: (1) the clarity and
discreteness of the position vis-à-vis other positions; (2) the network proper-
ties of positions, and while there are many possible network properties of
positions, I will emphasize (2a) density or the degree of connectedness of
positions up to the maximum of all positions being connected to each other
and (2b) equivalence or the degree to which positions stand at the same or
equivalent place in a network structure; (3) the level of power/authority
attached to a position; and (4) the amount of prestige, honor, and positive
evaluation associated with a position. Each of these properties has effects on
emotional arousal, as I explore below.

Clarity and discreteness of status

The phenomenology of status

There is a phenomenology of status, just as there is for roles, because indi-
viduals signal to others their status, and especially so when the corporate or
categoric units do not establish individuals’ status relative to each other.
Indeed, as the data from expectation states literature document (Ridgeway,
2001, 2006), individuals determine the status of self and others very rapidly
in an encounter; and they do so through roles. As individuals emit gestures,
they are not only signaling their respective roles, they are also making claims
to status relative to the status of others. In fact, emotions are often used as a
strategy to assert claims to status, as is the case when a person exhibits asser-
tiveness and confidence to make claims to high prestige and/or authority in
an encounter (Ridgeway, 2006). Moreover, as status cues are given off in
role-making, these cues clarify and fine-tune the roles that people are
making for themselves. There is, then, a dynamic interplay between roles
and status; role cues signal not only the role that a person is making for self
but also the status that they claim which, reciprocally, works to provide
additional information about role-making.

Status-making efforts of individuals operate through role-making and
provide critical information to others. Without information on status, it
becomes more difficult to establish expectations for how transactional needs
will be met, for what elements of culture are relevant, and even for what
dimensions of social structure are salient. When individuals understand each
other’s status, they feel more comfortable in their roles; and, as I noted
earlier, when people are able to mutually verify roles, expectations for self-
verification, for profits from exchanges, for group inclusion, for trust, and for
facticity are more likely to be realized, thereby setting off the dynamics of
positive emotional arousal summarized in principles 1, 4, and 6a. Conversely,
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when status cannot be easily determined, or if there is ambiguity or contests
over status, role verification becomes more problematic and sets off negative
emotional arousal, as is summarized in principles 3, 5, and 6b. Moreover,
as we will see in the next chapter, normatizing will also become difficult
because individuals are unclear as to which aspects of culture they are to
invoke and apply to the encounter.

Embedding and status

Embedding dramatically increases the clarity of status, under the conditions
listed in tables 6.1 and 6.2. Within corporate units, hierarchy in the division
of labor increases the clarity of status by establishing the relative amounts of
power and prestige attached to positions in the social structure. Discreteness
and differential evaluation of categoric units work to increase clarity of status
by establishing the diffuse status characteristics of individuals. Under these
conditions, expectation states are clear, increasing the chances that individuals
will meet expectations generated by not only status but also by transactional
needs and culture. When status is established by the hierarchy in the division
of labor, the salience of diffuse status characteristics declines, unless there is
a high correlation between the distribution of discrete categoric units and
particular positions in the status hierarchy. When this latter condition situa-
tion exists, the clarity of both authority system and diffuse status characteris-
tics increases. However, if there are no power or prestige differences in the
division of labor of a corporate unit or if the positions are horizontal and/or
structurally equivalent, then the salience of diffuse status characteristics
increases and has a greater effect on the flow of interaction because these
characteristics will now stand in the absence of inequality (see next section
for a discussion of how time and iteration reduce the salience of diffuse
status characteristics).

When discrete and differentially evaluated diffuse status characteristics are
consistently correlated with locations in the hierarchical division of labor
across diverse corporate units within different institutional domains, status
beliefs emerge and become part of the broader culture that impinges on all
encounters (Ridgeway, 2001, 2006; Ridgeway et al., 1998). When these
beliefs are consistently invoked across encounters, they operate to affirm dif-
ferences between members of discrete categoric units and to codify ideolo-
gies justifying differential evaluation (Ridgeway and Erickson, 2000). When
enshrined in beliefs and ideologies, the power of diffuse status characteristics
is that much greater in any given encounter but, equally significantly,
the differential evaluation of diffuse status characteristics becomes salient in
virtually all encounters across a wide range of corporate units in diverse
institutional domains.
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Iteration, time, and status differentiation

The expectation states literature emphasizes the processes whereby status
differences are affirmed and reaffirmed, but I think that this consistent
finding is partly an artifact of the experimental nature of task groups and the
short duration of the interactions in these groups. In real-world groups that
are built up from iterated encounters over time, the initial effects of status
decline as individuals interact and generate positive emotions. This decline
will be greater for diffuse status characteristics as individuals come to know
each other and discount elements of status beliefs that justify differences in
the evaluation of categoric units.

I must qualify this generalization by emphasizing that the dynamics
summarized in the expectation states literature may work against this lessen-
ing of the differences in status, particularly in highly focused task groups
where variations in performances remain highly relevant. Another force
working against lessening of status differences is the way in which authority
is used. If those in positions of authority frustrate subordinates in meeting
expectations, consistently mete out negative sanctions on subordinates, and
force subordinates to constantly readjust their actions, status differences will
be highlighted. However, this kind of abusive use of authority will also
generate anger that, in turn, may lead subordinates to mobilize and chal-
lenge positions of authority, thus eroding legitimacy of superordinates if not
the authority system itself. Thus, actions by superordinates that arouse anger
in subordinates may highlight status differences, but they may also set into
motion conflicts that erode status differences.

My view, then, is that there is a propensity for iterated encounters, even
those embedded in hierarchically organized corporate units and differen-
tially evaluated (by status beliefs) categoric units to reduce the effects of
status, unless the encounter remains highly instrumental and unless the
holders of authority use their power in abusive ways. There is, however, an
important consequence of reducing status differences, or at least pushing
them to the background: expectations become more ambiguous and
increase the likelihood that individuals will feel mild anxiety about how to
respond appropriately in the encounters. Moreover, breaches become more
likely, thus operating as a negative sanction to others, while inviting negative
sanctions in return from others. One of the few virtues of inequalities in
status – whether from positions in the division of labor or from differentially
evaluated categoric units – is that inequalities increase the clarity of status
and expectations associated with status as well as with transactional needs
and culture. Iterations of the encounter over time reduce the clarity that
comes with inequality and increase, for a time, uncertainty that opens the
door to breaches and negative emotional arousal.

Mitigating this potential is the very process by which status differences
are reduced: interaction rituals generating the reciprocal flow of positive
emotions. As positive emotions flow, in accordance with the processes
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summarized in principles 1, 4, and 6a, new kinds of emotional expectation
states are established; and if the interaction rituals are iterated over time, the
enhanced solidarity and its symbolization with totems (toward which rituals
are directed in thoughts and actions) generate a new set of expectation states
that replace or diminish the salience of those revolving around status
differences.

Once these ritual processes increase solidarity and group symbols, failure
to meet the new emotional expectation states will arouse even more nega-
tive emotions. Individuals will generally be angry at those who breach the
positive emotional flow and mete out negative sanctions, while those who
have breached the encounter will feel sad and fearful. And, if they are also
angry with themselves, they will experience shame and, if they feel that they
have violated the moral symbols of the group, they will experience guilt as
well. If defense mechanisms kick in, however, they may become angry and
make external attributions or, if these only bring more negative sanctioning
from others, they may become alienated and seek to withdraw from the
encounter or, if withdrawal is not possible, to display role-distance. If these
dynamics revolving around negative emotional arousal persist, they will tend
to destroy the solidarity of the group, and indeed the group formed by the
iterated encounters may disband. If this group is lodged inside of a corporate
unit, then the original status differences may once again become salient and
direct the flow of encounters revealing lower levels of social solidarity.

Networks and status

Network density and emotions

The more dense are the ties among positions, the greater will be the effects of
status on the initial flow of interaction. Individuals will be sensitive to differ-
ences in expectation states revolving around variations in authority and
prestige, roles, culture, and transactional needs. Eventually, the effects of itera-
tion on interaction rituals and the flow of positive emotions will kick in and
reduce the salience of status, but when positions are connected to each other
to a high degree, individuals tend to be especially alert to status and particu-
larly to status differences. When positions are not densely connected, indi-
viduals will generally pay less attention to differences. Compare, for example,
how a soldier acts on an army base (where density is high) with behavior off
the base (where density is low), or how a customer treats a clerk in a store
compared to how the clerk acts with fellow employees and managers in the
store. When density is low (soldier off base, customer–clerk), individuals will
only pay attention to status in a perfunctory manner. Similarly, when diverse
categoric units are not related in dense ties, individuals will typically only pay
attention to differences if they are threatened by and, hence, fearful of mem-
bers in a particular categoric unit; otherwise, diffuse status characteristics will
be ignored and not have large effects on interaction.
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The potential for emotional arousal increases with high density because
any breach will radiate across the network, arousing negative emotions at
each node in the network and inviting negative sanctions that reduce soli-
darity and, potentially, break the network apart. If such breaches reduce the
clarity of status and lead to failures to verify roles (and, in turn, to meet
transactional needs), then the negative emotional arousal will be more intense
and activate the processes described in principles 3, 5, and 6b.

Attributions become important once negative emotions are aroused in
dense networks. If self is blamed, then a person will feel sad, but if this person
also experiences fear about the consequences of the breach to self, along with
anger at self for causing the breach, then shame is aroused and, if moral codes
are invoked, so is guilt. If the person does not repress this shame or guilt, then
repair rituals and apologies are likely to be emitted, with the consequence of
restoring the interpersonal flow in the breached interaction and, thereby,
reconstituting the network. If a person blames others for the breach, anger
will cause negative sanctioning; and if a category of others is blamed, then the
breach may initiate new, or reinforce old, prejudices that are part of all status
beliefs. If shame is repressed, then others may become more angry at the lack
of contrition from a person or persons who have breached the encounter,
setting off a conflict spiral in which the repressed shame comes out as anger
and negative sanctions that is matched by increased anger and negative
sanctioning from others who become outraged over the lack of contrition.

If a dense network reveals differences in authority or prestige, these
dynamics are altered somewhat. Higher-status persons will be freer to
express their anger, while lower-status individuals will be reluctant to
express anger toward those with authority or with high prestige. And, fellow
lower-status persons may also sanction a lower-status person who negatively
sanctions a higher-status figure or who fails to meet expectation states for
subordinates in the network. Yet, a subordinate or set of subordinates who
cannot express anger at superordinates are exhibiting fear; and they will
often be sad about their plight, but if anger is combined with this fear and
sadness, shame will be aroused and be repressed, intensifying the anger
component of shame. If superordinates can be placed into a categoric unit,
then negative prejudices will emerge among subordinates toward members
of this categoric unit; and if enough others similarly experience shame and
anger, cliques among subordinates will positively sanction expressions of
anger and prejudice that, potentially, can build up solidarity and symbols
among subordinates and, as one potential outcome, lead to their mobiliza-
tion for conflict that disrupts the corporate unit in which the hostile clique
is embedded.

Structural equivalence and emotional arousal

Individuals standing at the same place in a network will often have high rates
of interaction; or if they stand at structurally equivalent positions in different
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networks they will exhibit relative ease with each other when they meet in
an encounter. The reason for this ease of interaction is that individuals will
have had similar experiences in the larger status system and will have met
expectations in similar ways. Equivalence raises the salience of hierarchy if
those in the same positions are constantly forced to interact with superiors
but, more typically, those in equivalent positions develop beliefs about
superordinates through the process of clique formation described above. But
equivalence, per se, regardless of any relationship to authority, will increase
the flow of positive emotions among those in structurally equivalent posi-
tions. If discrete and differentially evaluated diffuse status characteristics are
salient, however, these diffuse status characteristics will take on greater sig-
nificance at initial phases of interaction, but over time, these differences will
decline as the processes outlined in principles 1 and 4 unfold. If these pro-
cesses revolving around the flow of positive emotions, entrainment of affect,
solidarity, and symbolization of this solidarity are disrupted, the arousal of
negative emotions will be more intense, just as it is for dense networks (since
interaction among individuals who are structurally equivalent tends to
increase clique formation and, hence, density of the clique). As a result the
same emotional dynamics outlined for density are likely to unfold.

Ecology and emotional arousal

Encounters always reveal a spatial dimension, such as the amount of space
available, the partitioning of space by architecture, and the number and nature
of the props (chairs, desks, podiums, benches) that can be used by indi-
viduals. Most of the time, individuals understand what space, partitions, and
props “mean”; and based upon these meanings in their stocks of knowledge,
persons begin to establish expectations for what will transpire in the
encounter. When the meanings of ecology are clear, individuals will better
understand what emotions are appropriate, how transactional needs will
be consummated, how roles are to be played, what status positions can be
occupied or asserted, and how to normatize (bring culture to bear on) the
encounter. If, however, the meanings of space are unclear or if there is
conflict among meanings, then individuals will need to work much harder
in the encounter. They will need to role-take, role-make, and monitor each
other and the situation more closely in order to “figure out” what space,
partitions, and props mean. Moreover, it becomes much more likely that
at least some of the expectations associated with transactional needs, roles,
status, and culture will not be met and that individuals will experience
negative sanctions as they misinterpret the meanings tied to space. As a
result, negative emotions will be aroused.

Most of the time, people know the meanings of the ecology of an
encounter, and they experience mild positive emotions such as satisfaction
when the expectations arising from these meanings are realized. But, lurking
below the surface is the potential for seemingly disproportionate negative
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emotional arousal when these expectations are not realized. For instance, if
you sit at the table in the student union that has been “reserved” by another
student’s backpack (who is off getting food), the negative emotional arousal
will be pronounced when this student returns to find you in “her” space.
Or, to intrude on a table where others are sitting and talking will similarly
invite negative sanctions. The reason that these kinds of breaches of expecta-
tions associated with ecology can generate moderate-intensity negative
emotions and perhaps equally negative sanctions is that ecology is one of the
first forces of an encounter that comes into play.

People, in essence, situation-take before they role-take and role-make;
they size up the meanings of space as a first step in an encounter, and if they
make a misstep at this early stage of the encounter, all other forces driving
the formation of encounters are thrown off. As a result, some expectations
associated with transactional needs, roles, status, and culture will not be met,
while the flow of negative sanctions will increase. And since other forces of
the encounter operate through the ecology of place, making sure that each
person understands the meanings of ecology becomes that much more
critical.

Embedding increases the likelihood that individuals will share meanings
over ecology. Entrance and exit rules, clarity in the division of labor, for-
mality, and other features of corporate units listed in Table 6.1 work to
increase clarity of what space, partitions, and props all mean and, as a result,
what can be expected to transpire in the encounter. Similarly, if the organi-
zation of space is correlated with the distribution of categoric units, the
meaning of both ecology and categoric units takes on greater clarity. In the
old days of corporations, the “secretarial” pool was composed of women
located in a particular place, separated by partitions from other places, and
clearly marked with props such as desks and typewriters; as a result, the
meaning of the ecology of the secretarial pool as well as the expectations
associated with gender as a categoric unit both took on greater clarity and
generated clear expectations for what would transpire. To take another
example, corporations often seek to increase informality and interaction
among workers; and one way they achieve this goal is to break down parti-
tions and give all individuals the same props (desks, computers). Here the
“democratization” of ecology in a corporate unit generates new kinds of
expectations for how transactional needs, roles, status, and culture are to be
realized, even when individuals occupy positions at different places in the
division of labor and are members of different categoric units.

Demography and emotional arousal

Demography is the study of the number, characteristics, distribution, and
movement of people; and so, the demography of an encounter concerns
how many individuals are co-present, their categoric unit memberships and
place in the division of labor, the relative numbers of people in different
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categoric units and status positions, and the movements of individuals in and
out of the encounter. People carry in their stocks of knowledge information
about what the demographic profile of an encounter “means”; and on
the basis of these implicit meanings, they generate expectations for how
transactional needs can be met, what roles can be played, what dimensions of
status can be claimed, and what elements of structure and culture are rele-
vant. Ecology has some effects on the demography of an encounter by
imposing limits on how many people can occupy a space, how easy is it to
move past partitions, and how many and what kinds of props are available for
use during the course of the encounter.

One critical demographic feature of an encounter is the number of people
co-present. Encounters all present a major bottleneck when individuals
speak: speech is slow and sequential, and only one person at a time can speak.
When encounters are small, it is relatively easy for all individuals to turn-
take when speaking and thereby remain focused, but as the number of
people increases, these limitations of encounters become more evident. To
some degree, people can read body language and the emotions communi-
cated through body language to compensate for the inherent limitations of
sequential speech, but there are also limitations as to how many people can
be visually scanned at the same time. As a result, large encounters generally
reveal a pattern of migration in and out of the encounter and of formation
of sub-encounters among subsets of members who can more readily main-
tain focus. Small encounters allow individuals to sustain focus and thereby
activate the processes described in principles 1 and 4; and the more an
encounter can be isolated by physical partitions, the more likely can these
processes be sustained.

Diversity in the characteristics of participants has large effects on what
transpires in an encounter. Diversity comes from varying memberships in
different categoric units or from incumbency in different status positions
in the division of labor of a corporate unit, or both. If location in the
division of labor and the distribution of categoric unit memberships are
highly correlated, it will be easier to establish expectations because place in
the division of labor and categoric unit memberships will reinforce each
other, thereby clarifying expectations. Conversely, if the place in the division
of labor and distribution of categoric unit memberships are not highly
correlated, individuals will need to spend more time and effort establishing
expectations and avoiding inadvertent negative sanctioning in order to meet
transactional needs, verify roles, claim status, and normatize (bring culture
to bear on) the encounter. Moreover, when membership in categoric units
and incumbency in the division of labor are uncorrelated, individuals will
generally rely more upon status (in the division of labor) than diffuse status
characteristics (as a result of categoric unit membership) in establishing
expectations, but they still must work at reconciling any discrepancies
between place in the hierarchical division of labor and differential evalua-
tion of categoric units. Generally, people will use place in the division of
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labor as their “default” program for establishing expectations when the
correlation between the division of labor and categoric unit memberships is
low. As a consequence, it becomes more likely that expectations can be met,
causing positive emotional arousal. And, if the encounter is iterated over
time, the dynamics outlined in principles 1 and 4 will decrease the salience
of categoric unit membership and, to a lesser degree, differences in status in
the hierarchical division of labor.

The division of labor has additional effects on encounters. One effect is to
increase focus of attention. In an encounter between low-ranking and high-
ranking persons, the former will tend to remain focused on those with more
power and be less likely to form sub-encounters or to migrate away from
the encounter while it is still a going concern. Fear of negative sanctions and
the effects that these sanctions would have on meeting transactional needs
(especially verifying self and realizing profits in exchanges) keep people in
line, even if they must “fake” attention. The same effect occurs – for some-
what different reasons – for individuals who are structurally equivalent. Here
individuals share a common set of experiences that enable them to initiate
and sustain interaction rituals that charge up positive emotions and, if suf-
ficiently charged, lead to symbols marking group solidarity – all of which
sustain focus when structurally equivalent individuals are co-present with
each other.

Conclusion

Many of the forces driving the formation and operation of encounters (see
Table 3.1) are structural and are imposed on encounters by virtue of the
embeddedness of encounters in corporate and categoric units. The effects
of status, roles, and ecology on the flow of an encounter is very much
constrained by the properties of a corporate unit summarized in Table 6.1,
while the demography of an encounter is often influenced not only by the
structure of corporate units but also by the distribution of memberships in
categoric units. Moreover, as we will see in the next chapter, the culture of
an encounter as it directs normatization imposes itself via the conduits
provided by social structures. Just what symbols are invoked and used to
establish expectations is filtered by the properties of corporate and categoric
units delineated in tables 6.1 and 6.2.

As I have emphasized, individuals are probably hard-wired to assume that
gestures reveal congruence and mark an underlying role which can be
retrieved from stocks of knowledge; and once retrieved and verified over the
course of an encounter, the more expectations associated with roles will be
realized. To some degree, consensus over the meanings and expectations
associated with the ecology of an encounter (space, partitions, and props)
facilitates processes of role-making, role-taking, and role verification; and
the more unambiguous are the meanings of ecology, the more individuals
will understand what roles can be made and verified in an encounter as
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well as what status can be claimed. Similarly, the demography of an
encounter – the number of people, their positions in the division of labor,
and their membership in categoric units – will create expectations that
guide individuals in role-making, role verification, and status-claiming.

Thus, if roles can be effectively made and verified, then the expectations
arising from transactional needs, status positions, and culture are more likely
to be clear. Roles offer the initial clues to others about what each person
expects in an interaction, and with mutual verification of roles, other
expectations arising from status and culture become clearer. And, when
expectations associated with transactional needs, status, and culture (see next
chapter) are realized as individuals successfully play roles, individuals will
experience positive emotional arousal, as outlined in principles 1 and 4; and
as principle 6a emphasizes, they will be more likely to make self-attributions
and give off positive sanctions to others in an encounter. Conversely, when
ecology and demography do not provide clues about the range of roles that
can be played, and when role-making and role verification do not ensue,
expectations arising from other micro-dynamic forces are less likely to be
met. Moreover, the failure to meet expectations will also involve perceptions
of being negatively sanctioned by others, thus unleashing the dynamics
summarized in principles 5 and 6b. When expectations are not realized,
individuals will experience negative emotional arousal, activate defense
mechanisms, especially when self and identity have been highly salient, and
make external attributions.

As I have emphasized in principle 2 B, C and in more detail in Table 6.1,
embedding increases the clarity of expectations; and the more encounters
are embedded in corporate and categoric units, and the more meso-level
units are embedded in institutional domains and stratification systems, then
the greater will be the clarity of expectations attached to roles, status,
ecology, and demography. And, hence, the more likely will individuals
experience positive emotions and make self-attributions (principle 6a).
Conversely, the less embedded an encounter is in corporate and categoric
units and the less meso-level units are embedded in macro-level structures,
the less clear are expectations for roles, status, ecology, and demography. As a
result, individuals will be less likely to meet expectations and/or receive
negative sanctions, causing them to experience negative emotions, activate
defense mechanisms, and make external attributions.

The more self is salient in an encounter, the more intense will be the
effects of either success or failure in meeting expectations and/or receiving
positive or negative sanctions. Similarly, the more exchanges of resources,
markers of group inclusion, trust, and facticity in an encounter are tied
up in the verification of self (and the roles and status occupied by self ),
the more intense will be emotional reactions, whether positive or negative.
If negative, individuals will experience shame and, if moral codes are
invoked, guilt as well when expectations are not realized or when negative
sanctions are experienced; and the more likely will these persons repress
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their shame and make external attributions revolving around anger. If
the anger cannot be expressed in the encounter, it will target meso-level
units. If the corporate unit is targeted, the anger will be directed at the
culture and structure of this unit and, over time, the anger will be com-
bined with the other negative emotions in shame to produce alienation.
If categoric units are targeted, then anger will be directed at members
of this categoric unit and will lead to the codification of negative
stereotypes and prejudices about members of this categoric unit. When
shame is consistently experienced across a wide range of encounters
embedded in corporate units distributing resources (e.g. polity, economy,
and education), the negative emotions will be ever more likely to target
macrostructures.

This basic line of argument is the complex core of my theory but, in
concluding, I should summarize this argument in relatively simple principles:

9 The clarity of expectations for all dimensions of social structure in encounters –
that is, roles, status, ecology, and demography – is a positive function of the degree
to which an encounter is embedded in corporate and categoric units.

A The clarity of expectations in corporate units is an additive function of:

1 The visibility of boundaries of the corporate unit and the existence of
entrance and exit rules.

2 The explicitness of goals and the degree of focus by a corporate unit on
these goals.

3 The level of differentiation of the institutional domain in which a
corporate unit is embedded.

4 The explicitness of the vertical and horizontal divisions of labor in the
corporate unit.

5 The formality of the structure of the corporate unit.
6 The level of consistency among ideologies, generalized symbolic media,

and norms governing the operation of the corporate unit.
7 The degree of correlation between positions in the division of labor,

particularly in the vertical division of labor, with memberships in
discrete categoric units.

B The clarity of expectations associated with categoric units is an additive
function of:

1 The degree of discreteness of the boundaries defining membership in a
categoric unit.

2 The degree of consensus over the relative evaluation of categoric units
and the ideologies used to form this evaluation.

3 The degree of embeddedness of categoric units in the macro-level
stratification system and the level of inequality in this system.

4 The homogeneity among individuals who are members of a categoric
unit.
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5 The degree of correlation of membership in one categoric unit with
membership in other categoric units.

6 The degree of correlation of membership in categoric units with diverse
positions in the vertical and horizontal divisions of labor in corporate
units embedded in differentiated institutional domains, especially
domains distributing valued resources.

10 The more individuals employ similar languages, particularly the language of
emotions, the more likely will they be successful in mutual role-making, role-
taking, and role verification; and the more they can successfully role-make and
role-take, the more likely are they to communicate the expectations associated
with their respective roles and relative status which, in turn, makes it more likely
that they will understand and meet expectations generated by transactional needs
and culture.

11 The more individuals understand the meanings associated with the ecology and
demography of an encounter, the more likely are they to successively role-make
and role-take, and thereby successfully verify each other’s roles and status
which, in turn, will increase the likelihood that they will understand and meet
expectations generated by transactional needs and culture.

12 The less individuals successfully role-take, role-make, and verify roles, the less
likely are expectations associated with status, ecology, demography, and culture to
be fully understood, thereby increasing the likelihood that individuals will fail
to meet expectations, while increasing the likelihood that they will experience
negative sanctions.

13 To the degree that self is highly salient and to the extent that core self-conceptions
are implicated in efforts to verify a role-identity, the greater will be the potential
for more intense emotional arousal, whether positive or negative.

A The more expectations for self are verified in a role, the more intense will be
the level of positive emotional arousal, and the more likely will the dynamics
outlined in principles 1, 4, 6a, and 7 be initiated.

B The less expectations for self are verified in a role, the more intense will
be the level of negative emotional arousal, and the more likely will the
dynamics outlined in principles 3, 5, 6b, and 8 be activated.
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7 Culture and emotional
arousal

Humans rely upon systems of symbols to direct face-to-face interaction;
and ultimately, larger-scale social structures are constructed from blueprints
provided by cultural symbols. As Table 3.1 summarizes, humans normatize
encounters, creating expectations for how people and the situation are to be
categorized, what frames are to be imposed, how talk is to proceed, what
rituals are to be employed, what constitutes a just share of resources, and
what emotions should be felt and displayed.

Embedding provides the structural conduits for culture to impinge on an
encounter. Conversely, as individuals in face-to-face interaction develop
culture, meso-level structures provide paths for symbols arising from
encounters to have potential effects on mesostructures and macrostructures.
Thus, as individuals normatize an encounter, they draw upon cultural
resources in corporate and categoric units in which the encounter is
embedded; and these resources are, in turn, pulled into mesostructures from
macrostructures. We need, therefore, a simple conceptualization of how
culture travels across these levels of reality.

The culture of macrostructures

Culture and institutional domains

Societies and often inter-societal systems all reveal some basic values,
which are abstract standards of good–bad, right–wrong, and appropriate–
inappropriate. They are abstract because they provide highly general moral
codes that can be applied to many diverse situations. At the level of insti-
tutional domains, values are transformed into ideologies that apply general
values to a specific domain, whether the economy, kinship, polity, religion,
science, education, law, education, or medicine. For example, a general value
of “achievement” becomes in the economy an ideology of just how, within
this domain, individuals and collective actors are to do well and succeed.
Similarly, this value will be an element in another ideology of how to achieve
as a parent or child in the kinship domain. Ideologies thus are moral standards
of what ought to occur within a particular institutional domain.



Institutional norms are the general expectations for individuals occupy-
ing key positions in the corporate units of a particular institutional domain.
For instance, the expectations for how mothers, fathers, and children are
supposed to act are well known in any society (as what Affect Control
Theory terms “fundamental sentiments”), as are other key roles such as
worker, religious worshiper, politicians or voter, teacher or student, and all of
the basic positions and roles that make an institutional domain distinctive.
Institutional norms always carry general cultural values via ideologies to
the specific positions and roles; and it is through institutional norms that
moral codes impose expectations on individuals in corporate units within
a domain. There will, of course, be more specific norms associated with
the division of labor within corporate units, and while these provide
instructions and expectations for what individuals are supposed to do by
virtue of occupying a position in the division of labor, they also carry some
of the moral content of institutional norms as the latter translates ideologies
into concrete expectations for behaviors and performances.

I do not want to connote an overly Parsonsian view that there is a neat
and clear hierarchy of cultural codes; in reality, there is considerable slippage
among values, ideologies, institutional norms, and norms tied to the division
of labor in corporate units. Moreover, these dimensions of culture can often
be in conflict or inconsistent with each other, thereby reducing the clarity of
expectations. But, to the degree that values, ideologies, institutional norms,
and division of labor norms are consistent, expectations for how individuals
should normatize an encounter will be clear and, as a consequence, increase
the likelihood that the processes outlined in principles 1, 4, and 6a will be
activated.

A final dimension of culture within institutional domains is even more
problematic and vague than my portrayal of values, ideologies, and norms.
Despite this ambiguity and imprecision of the concept of “generalized
symbolic media,” I think that this is an important force that must be
addressed. Georg Simmel (1990 [1907]) was perhaps the first to fully recog-
nize the importance of symbolic media in his analysis of how money
changes the orientations, behaviors, interactions, and social relations among
individuals. Later, Talcott Parsons (1963a, b, 1970) introduced the notion of
these media, an idea further developed by Niklas Luhmann (1982). None of
these elaborations of the notion of generalized symbolic media is very precise,
and yet, there is an important set of dynamics denoted by the concept of
generalized symbolic media.

One of the features that differentiates an institutional domain is the
specific generalized symbolic medium that individual and collective actors
use in communication and in exchange relationships. Without providing
a detailed taxonomy of symbolic media, Table 7.1 presents my views of
what the dominant media are for key institutional domains. When insti-
tutional domains are differentiated from each other, they will exhibit a
distinctive symbolic medium or set of media by which communication and
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transactions are conducted. These media will reveal a number of properties.
First, there is always an evaluative element embodied in a medium, an
evaluation that follows from the ideologies of an institutional domain. For
example, the ideology of capitalism adds an evaluative element to money:
the use and accumulation of money, per se, is a worthy goal. The ideology of
the family domain assures that the medium of love/loyalty becomes a moral
goal to be pursued by family members. Or, the medium of power in polity
is heavily infused with the ideology of the political domain (say, “checks
and balances” on power are needed to assure democracy; or “might makes
right” in a warlord system). Thus, symbolic media are not morally neutral;
they always embody the ideologies that dominate a domain.

Second, discourse within an institutional domain is conducted, to a large
degree, with the generalized symbolic medium of the domain. The symbolic
media structure communication and, as Luhmann (1982) has emphasized,
they become the media by which “thematization” of a domain occurs. For
instance, money is the primary topic of conversation in a capitalist economy,
as can be see on any given day with the large number of television programs
(particularly on cable TV) and business sections in newspapers devoted to
discursive talk about money. Similarly, the medium of science for truth and
knowledge is the primary topic of those working in this domain, and it
has been thematized in many different ways, as is illustrated by idealized
portrayals of “the scientific method.”

Third, the symbolic medium of an institutional domain is also the
resource that is exchanged among actors within a domain. Money is the
medium of exchange in the economy, power in the polity, truth and know-
ledge in science, or love and loyalty in kinship. In exchanges within an
institutional domain, some form of an institutional domain’s symbolic
medium is generally given up for another form of this symbolic medium.
For example, love of a particular type is given by a parent to a child in

Table 7.1 Generalized symbolic media of institutional domains

1 Economy Money and other metrics of value that can be converted into money

2 Polity Power or the capacity to control the actions of other actors

3 Law Influence or the capacity to define what is just and right for actors as well as the
ability to adjudicate social relations among actors

4 Religion Sacred/supernatural or the ability to explain events in terms of the power and
influence of non-observable forces

5 Education Transmission of knowledge or the capacity to impart knowledge to actors

6 Kinship Love/loyalty or the use of strong affective states to engender strong
attachments and commitments among kin

7 Science Verifiable knowledge/truth or the search for knowledge in the empirical world
revealing truths about the operation of this world

8 Medicine Health or the ability to sustain the normal functioning of the human body
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exchange for childhood loyalty and love in return; money is “invested” to
gain more wealth (defined by the metric of money) in a capitalist economy;
power over one set of events is given over to others in return for power over
another set of events. It is the flow of a symbolic medium as a “currency” of
utility and reward that adds to its capacity to dominate discourse and, hence,
to become thematicized.

Fourth, as Parsons and Smelser (1956) illustrated, exchanges across insti-
tutional domains can often involve the giving of one symbolic medium for
another. For example, parents are given control (power) over family activities
in exchange for loyalty (if not love) to polity (thereby legitimating the use of
power by polity); family members give loyalty to employers in exchange for
money which is used to purchase products that, the producer hopes, will
make family members loyal customers; polity uses its powers, such as those
for taxation and redistribution, to make capital selectively available to the
economy which, in turn, provides the money necessary to run the polity; or
government uses its power to organize the public school system that, in
return, transmits knowledge legitimating polity.

Fifth, symbolic media always contain a normative element, above and
beyond the evaluative element. Media provide instructions and expectations
for how they are to be used by individual and collective actions. For instance,
money carries expectations for how it is to be used in various contexts; love
is codified into normative expectations for how to be a loving parent or
a devoted offspring. Power is generally transformed into authority that
contains expectations for how such authority is to be employed in various
contexts. Knowledge and truth in science are translated into some version
of the scientific method and other expectations for how the search of
knowledge is to occur.

Sixth, some media are more evaluative and normative than others, and
this fact has important implications for how they operate in social relations.
As Simmel first noted, money is a neutral medium in that it is highly
generalized and can be used in a variety of settings, whereas an alternative
medium, such as love or knowledge, is more evaluative and normative; as a
consequence, these media cannot be used in many settings. Similarly, power
has some of the properties of money and can be mobilized in just about
all social settings. As Habermas (1973) has argued, money and power can
“colonize” the “lifeworld” because they can penetrate institutional domains
that rely upon other distinctive media.

This facility of media to move into other institutional domains will often
make expectations unclear and ambiguous. For example, when parents seek
to “buy their kids’ love” with money, expectations become ambiguous in
the family since money and love are conflated; or if private companies fund
scientific research in universities, the mixing of money, truth, and knowl-
edge creates normative ambiguity; or if sacredness from religion is imported
into the polity, the rules of power-use are altered and often become more
ambiguous. Thus, to the degree that an institutional domain reveals a mix of
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symbolic media for evaluation, discourse and communication, normative
regulation, and exchange, expectations for actions within this domain will
become somewhat ambiguous, even actions at the level of the encounter.
The fact that money and power can readily move into other institutional
domains signals that these “cool” media will often be mixed with “hot”
media such as love, loyalty, truth, sacredness, and knowledge, thereby
conflating expectations associated with these hotter media.

Granted, this kind of argument has been made before; and my rendering
reveals the same level of ambiguity as has been evident with others such as
Simmel, Parsons, and Luhmann. Nonetheless, sociologists need to take the
properties of the social world denoted by symbolic media more seriously,
incorporating them into theories and research. I have not developed a the-
ory or even a very precise conceptualization of symbolic media, but this is
not my goal here. Rather, I want to make a more general theoretical point:
the more an institutional domain is dominated by one symbolic medium,
and to the degree that the evaluational and normative content of this
medium is consistent with general societal values and, more specifically,
institutional ideologies and norms, expectations within corporate units and
at the level of the encounter will be clear; and, as a result, the encounter
is more likely to be successfully normatized.

Culture and stratification systems

The unequal distribution of valued resources in a society is an outcome
of the dynamics operating in key institutional domains, in several senses.
First, the resources themselves that are distributed unequally are typically the
generalized symbolic media of particular institutional domains – money
from the economy, power from polity, knowledge leading to prestige from
education, or health from medicine. Second, the operation of institutional
domains determines how much of any given resource various subpopula-
tions in a society will receive. For example, a manorial agrarian economic
system, coupled with the political structure of feudalism, assure that wealth,
power, and prestige will be highly concentrated in the hands of a few elites,
with the vast majority of the population having very little of these resources.
In contrast, a market economy, regulated by a democratically elected state
and universal education, will operate to reduce inequality in the distribution
of resources – power, money, educational credentials, or access to medical
care. Third, the ideologies of institutional domains distributing resources
will also serve as the legitimating ideologies for unequal distribution of
resources in the stratification system as well as the moral standards by which
classes and factions within classes are differentially evaluated. For example, if
the ideology of capitalism dominates (e.g. people should work hard and
accumulate wealth), then those with money will be given honor and pres-
tige over those who do not possess money, and those with money will be
seen (however inaccurately or unfairly) as deserving their wealth through
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their (presumed) work. Or, if the ideology of education is strong – learning
and knowledge are desirable as measured by educational credentials – this
ideology will justify those with more education receiving more prestige,
power, and money than those with less education. Naturally, the ideologies
of different domains can intersect in ways that complicate the ideologies
justifying inequality, but this fact only underscores the degree to which the
ideologies of the class system in a society are composed of the ideologies
of the institutional domains distributing resources unequally. In a post-
industrial society, the key domains are economy, polity, and education
because they are the most directly involved in resource distribution;
hence, the ideologies of these domains will be the underpinnings of a
meta-ideology justifying the class system in a society.

As institutional domains systematically distribute resources, the shape of
the distribution determines the structure of classes and factions within each
class (Bourdieu,1984). If money, power, and prestige are highly concentrated
among a relatively small pool of elites, with the majority of the population
having few resources, then the class system will reveal few classes and
factions within classes, whereas if there is less inequality in the overall distri-
bution of resources and if individuals receive varying amounts of different
resources, then there will be more classes, mobility across class boundaries,
and factions within classes.

Bourdieu (1984, 1989) has argued that stratification systems distribute
four kinds of “capital” – economic capital (money and property bought
with money), cultural capital (taste, knowledge, manners, skills, habits, and
lifestyles), social capital (positions, network ties, status in corporate units),
and symbolic capital (symbols that can be used to legitimate the possession
of other forms of capital). The unequal distribution of these forms of capital
not only determines the overall class structure but also the distinctive fac-
tions within classes. The dominant class, for instance, has more of all forms of
capital, but factions within the dominant class have varying configurations
of these resources (the dominant faction has the most economic capital, the
dominated faction within the dominant class has more cultural relative to
other forms of capital). There is a homologous dimension to a stratification
system because each social class will reveal a dominant, intermediate, and
dominated faction, with the dominant always having the most economic,
the intermediate having less economic capital than the dominant faction
and moderate amounts of social, cultural, and symbolic capital, and the
dominated possessing comparatively low levels of economic but having high
levels of cultural and symbolic capital. In fact, factions within different
classes often have more in common than they do with the factions within
their class (e.g. elite college professors with high levels of cultural capital in
the dominant class may find that they have more in common with school
teachers in the middle class).

The culture of each class and the factions within classes are, therefore,
related to the relative amounts of various forms of capital. We need not lay
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out the complete picture in Bourdieu’s theory to come to a simple general-
ization: the culture of the stratification system, and the classes and factions
within classes, are a mixture of the evaluative dimensions of generalized
symbolic media of institutional spheres, the ideologies of these spheres, and
the forms of capital – economic, social, symbolic, and cultural – that sub-
populations possess. From this mix comes a general level of evaluation of
different social classes and factions within classes; and to the extent that these
evaluations are associated with categoric units, they impinge on status
processes as diffuse status characteristics and on dynamics of normatization
in a face-to-face encounter. There is, obviously, a great deal of conceptual
and empirical work to be done on how these various symbol systems inter-
act to generate class cultures and subcultures associated with class factions as
these lead to differential evaluation of people located at different points in
the stratification system. This culture will generally have some effects on
normatization in encounters, but most of this effect at the level of the
encounter comes from the differential evaluation of categoric units at the
meso level of social reality.

The formation of categoric units and beliefs about the characteristics and
worth of members in these units are partially tied to the culture of insti-
tutional domains directly, to the structure of the class system (as an outcome
of the structure of institutional domains distributing resources), and to indi-
viduals’ location in the division of labor of corporate units (as these are
constrained by institutional domains). Yet, the more a categoric unit is gen-
erated by class dynamics, the more likely will status beliefs reveal differential
evaluations and the more salient will these evaluations be during interaction
in an encounter, at least initially. Thus, although categoric unit differen-
tiation can come from a variety of sources, the salience of a categoric unit
increases significantly when it is generated by the macro-level stratification
system and meso-level class distinctions.

Macro-level culture and justice

Transactional needs for profitable exchange payoffs (see Chapter 5) are
realized when individuals perceive that the shares of resources received in
an encounter meet perceptions of a “just” or “fair” share. As I have
emphasized, just shares are calculated by assessing the degree to which the
costs and investments of a person relative to the costs and investments of
others are proportionate to the respective rewards received by individuals in
an encounter. This process of calculating justice is greatly constrained by
general cultural ideologies and, to a lesser extent, generalized symbolic
media. Contained in virtually all ideologies and generalized media are just-
ice assumptions that are often translated into justice norms for corporate
and categoric units and, by extension, the encounters embedded in these
units. For example, the ideology that people should “work for their money”
contains an implicit notion that the amount of work is the criterion for
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establishing individuals’ respective costs and investments; and, hence, those
who work hard should receive more shares of money than those who do
not. Similarly, there is an implicit norm of justice in the symbolic medium
of love and loyalty in the kinship system which, in essence, states that those
who give love to other family members (costs, investments) should reap
more love and loyalty in return than those who do not give as much love to
members of their families.

Thus, ideologies and generalized symbolic media provide some of the
important guidelines for how to establish just shares and, then, how to assess
costs and investments of self and others relative to their respective rewards.
Individuals carry in their stocks of knowledge implicit conceptions of just
shares in a wide variety of situations – work, school, family, politics, religion,
community, and many other corporate units embedded in macrostructures.
The clarity of these conceptions of just shares increases, I believe, when the
ideologies and symbolic media of institutional domains are explicit and
consistent with each other. Conversely, when ideologies are vague or a
symbolic medium does not wholly dominate an institutional domain, con-
ceptions of just shares of resources will correspondingly be less clear. For
instance, if the ideology of romantic love is confounded by the ideology of
profit-making from a capitalist economy, and if the generalized media of
love is conflated with money, then determining individuals’ “just shares”
becomes difficult. Does the amount of money spent to secure the love of
another take precedence over the amount of love and loyalty given to this
other, or does some combination of love and money go into calculations of
costs, investments, returns, and just shares?

To some degree, institutional norms help to clarify “just shares” by
providing, in essence, instructions for how persons should behave to receive
appropriate levels of rewards. In a capitalist economy, for example, there are
general norms about work – amount of time spent at work, attitudes at
work, energy given to work – that also define what workers should receive
for meeting these normative obligations. Similarly, there are norms about
how parents in the kinship system are to behave – amount of time they
should spend with children, the amount of love and affection given, and the
sacrifices to be made – which also contain implicit calculations about what
would be a “just share” of rewards for meeting these general institutional
norms of kinship. Thus culture has large effects on people’s perceptions as to
whether or not they have made a profit and met this fundamental trans-
actional needs because ideologies, generalized symbolic media, and insti-
tutional norms all provide information about what would constitute a
“just” or “fair” return on costs and investments.

As emphasized above, the ideologies and symbolic media of institutional
domains have significant effects on the ideologies of the stratification system,
particularly those ideologies and symbolic media that determine people’s
life chances for money, power, prestige, knowledge, and credentials certify-
ing knowledge. One’s place in the stratification system is considered “just”
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and “fair” if individuals have abided by the ideologies and norms of insti-
tutional domains. Thus, those in the upper classes will be perceived
(whether accurately or not) as having worked hard to gain wealth, power,
and prestige whereas those in the lower classes will be perceived as not
working hard enough or as not having acquired the skills (via education) to
justify high income or power. Thus, ideologies and symbolic media always
become part of the ideologies legitimating or, potentially, challenging or
de-legitimating the stratification system. And, as they operate in this manner,
they provide yet another point of triangulation on what would constitute
a “just” or “fair” share of resources.

These macro-level cultural processes constrain people’s perceptions of
justice in virtually all situations. These culturally defined conceptions of
justice are learned early and constantly reinforced in discourse and actual
interaction, and they become part of an extensive inventory of knowledge
stocks about what is fair in a situation. These macro-level elements of
culture can operate somewhat independently of meso-level structures
because they are carried to, and then invoked, in specific encounters. How-
ever, these conceptions of justice are also given specificity and focus by
meso-level corporate and categoric units that determine how these general-
ized ideologies, symbolic media, and institutional norms are to be applied to
encounters embedded in these meso-level units. For example, the norms
attached to the division of labor in a corporate unit embedded in the
economy specify just how much work of what kind and duration is to lead
to how much income, power, and prestige; these norms provide a more
finely tuned calculus for determining what is a just share of resources.

The culture of mesostructures

Culture and corporate units

A corporate unit will have more explicit entrance and exit rules, goals,
divisions of labor, and culture when it is embedded within a differentiated
institutional domain with a clear ideology, set of institutional norms, and
dominant symbolic medium. Conversely, when a corporate unit is not
embedded in an autonomous institutional domain or in a domain that
overlaps with another domain (e.g. law and polity) or one that has a mixture
of symbolic media (e.g. science for sale to the highest bidder), the structure
and culture of the corporate unit will be less explicit.

In general, I see the substance of the culture of a corporate unit as an
additive function of the goals of the unit, the ideology of the institutional
domain in which this unit is embedded, the vertical and horizontal divisions
of labor, and the symbolic medium or media used in discourse, thematiza-
tion, and exchange within the unit as well as between this unit and those
in another institutional domain. For example, an organization with explicit
goals (producing a specific commodity), guided by the ideology of
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profit-making, organized in clear hierarchy of authority, and concerned
solely with making money will reveal a culture that is very different than a
non-profit organization that, for instance, also has a less hierarchical division
of labor. Moreover, the exchange between these two corporate units and
their workers/members will be different, with the former inspiring less
loyalty than the latter.

The culture of a corporate unit is also affected by the specific norms
attached to the division of labor, especially with respect to entrance and exit
rules, expectations for performance, range of roles available for perform-
ances, affect expectation states, and rules for evaluation and sanctioning of
performances. A corporate unit, for example, that does not require
incumbents to come and go at specific times and places, does not impose
clear performance goals for each incumbent, tolerates a wide range of
role-playing styles, and reveals ambiguous rules for evaluation and sanction-
ing will reveal a very different culture than one exhibiting the converse
normative structure. Thus, even if two corporate units reveal similar goals,
employ the same institutional ideology, evidence a similar profile in the
hierarchical and horizontal divisions of labor, their respective cultures will
differ if the norms attached to the division of labor vary with respect to
entrances and exits, performances, and evaluation of performances. In
turn, these differences in culture will be reflected in the clarity of expect-
ations for face-to-face encounters and the arousal of emotions in encounters
as individuals seek to meet transactional needs, play roles, claim status, and
normatize the situation.

Culture and categoric units

Categoric units can be generated, as noted above, via a number of routes:
from the division of labor in corporate units embedded in institutional
domains (worker, manager, student, priest), from place in the stratification
system (lower class, poor), from basic differences among individuals (gender,
age, ethnicity), or from some combination of these. Categoric units take on
more visibility and salience when they are correlated with positions in the
division of labor and locations in the class system. For example, gender as a
categoric unit is generated not only by biological differences between men
and women, but also by the shares of resources secured in the stratification
system and positions in corporate units within institutional domains like
economy and kinship. If gender is correlated with positions in corporate
units (e.g. nurses, secretaries, and elementary school teachers are overwhelm-
ingly women) and with the stratification system (women on average earn
less money and have less power than men), then the status beliefs about
women will be more explicit and involve differential evaluations (compared
to men) than would be the case where women were equally distributed
across positions in corporate units and secured the same level of resources as
men. Under the latter conditions, only beliefs about differences between the
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sexes would be used to form status beliefs about the characteristics of
women and the evaluations of these characteristics. Similarly, an ethnic
subpopulation that is distinctive by virtue of its history and culture will be
characterized by status beliefs tied to the distinctiveness of its culture, but if
members of this ethnic subpopulation are over-represented at certain places
in the division of labor of corporate units (say, as farm workers for agribusi-
ness), secure few resources from key institutional domains (money from
economy, power from polity, or credentials from education), and occupy
the poverty categories in the lower classes of the stratification system, the
characterization of this categoric unit will be much broader and involve
higher levels of differential evaluation. As a result, expectation states for this
“diffuse status characteristic” at the level of the encounter will be very
different than would be the case if only ethnic background were salient. As a
general rule, when there is only one basis for defining individuals as a
member of a categoric unit – say, gender or ethnicity – and members of this
unit are distributed in proportion with their numbers across the division of
labor in corporate units, across classes and class factions, and across the
distributions of money, power, and prestige, then status beliefs will be less
powerful; and these beliefs will reveal dramatically reduced levels of differen-
tial evaluation. As a consequence, categoric unit membership will be less
salient and have fewer effects on the normatization of the encounter.

Justice calculations in meso-level units

The division of labor in corporate units and the differential evaluation of
categoric units provide additional information about justice. As noted earlier,
the norms of the division of labor specify the kinds of role behaviors that
will yield particular rewards – whether money, love, authority, or any other
reward – and in so doing, the division of labor helps establish what a “just
share” is. Norms guiding the division of labor say, in essence, “this much
work and effort entitles a person to this much share of the available
resources.” Similarly, the differential evaluation of categoric units also pro-
vides a measuring stick for determining a just share of resources. Less-valued
categoric units are entitled to less money, power, prestige, or any other
resource than more valued categoric units. And so, as people make calcula-
tions of justice in encounters, they implicitly use the calipers provided by
the norms of the division of labor of corporate units and the differential
evaluation of categoric units to fine-tune their perceptions of what a just
share would be in the encounter.

Normatizing encounters

I employ the term normatizing to denote a specific set of expectation states
that emerge in all encounters as individuals invoke the cultural systems,
typically attached to corporate and categoric units. To some degree, the
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expectations associated with transactional needs and social structure are also
part of this normatizing process, but in addition to these sources of expect-
ations are those that come from values, ideologies, symbolic media, and
norms. This latter set of expectations may be connected to status, roles,
ecology, and demography or they may be invoked in seeking to meet trans-
actional needs, but they also reveal properties that are distinctively cultural.

Normatizing is a key force in an encounter because the culture of insti-
tutional domains, stratification systems, corporate units, and categoric units
is often rather diffuse and ambiguous. Individuals often must work at applying
culture to a specific situation, and as they do so they are normatizing the
encounter. Imagine, for example, an encounter among diverse individuals
occupying different status positions and playing a number of roles in
an encounter within a university – say, a professor, secretary, dean, and
maintenance worker. For the encounter to proceed smoothly, additional
expectations need to be developed, above and beyond those associated with
transactional needs, status, roles, ecology, or demography. The status, roles,
ecology, and demography of social structure will facilitate the process by
delimiting the range of options, but still, additional interpersonal work must
also be performed to bring relevant dimensions of culture to bear on the
interpersonal flow in this encounter. Thus, many extra elements of culture –
technologies, texts, values, ideologies, symbolic media, and institutional
norms – will often need to be assembled to supplement expectations associated
with transactional needs and social structures. As in most encounters,
embedding will facilitate this process, but still, further interpersonal work
must also be performed to fully normatize the encounter, as the professor,
secretary, dean, and maintenance worker would soon realize.

Culture is thus something that must constantly be assembled in encounters.
At times, situations are so tightly structured that culture is pre-assembled,
but in large complex societies revealing many diverse kinds of corporate and
categoric units within differentiated institutional domains and stratification
systems, many encounters are initially ambiguous about what people expect
to occur. There are simply too many potential combinations of expectations
associated with needs, culture, and structure to provide all of the necessary
information; additional interpersonal work must be performed on the
ground to assemble culture, and I am denoting this work as the basic micro-
level force of normatization (see Table 3.1). Table 7.2 summarizes the
dimensions along which normatization occurs, and Figure 7.1 outlines the
causal effects among these normatizing dynamics.

Categorization

Individuals categorize each other and the situation along a number of
dimensions. As Affect Control Theory emphasizes, individuals have “fun-
damental sentiments” about actor, other, behavior, and situation. I borrow
more from Schutz (1967 [1932]) and Goffman (1967) in pointing to a similar
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dynamic. The first axis of categorization occurs with respect to diffuse status
characteristics that, in turn, follow from categoric unit membership. The
expectations associated with diffuse status characteristics can be highlighted
or diminished by roles and status in corporate units, but individuals will first
scan situations to determine the distribution of diffuse status characteristics
and assemble in their minds the appropriate set of expectation states for
members of specific categoric units. The second axis of categorization is the
nature of the situation as predominately work-practical, social, or ceremonial
(Goffman, 1967; Collins, 1975). Rarely are situations wholly of one type;
encounters reveal relative amounts of work-practical, social, or ceremonial
content, with individuals scanning a situation to determine these relative
amounts and, then, invoking the relevant expectation states. Moreover, the
relative amounts of work-practical, social, and ceremonial content can
change over the course of the encounter or across iterated encounters. For
example, the amount of social content will generally increase, and the cere-
monial aspects will decrease or become more informal in work groups over
time. As this process unfolds, individuals will need to re-assemble cultural
expectations. The third axis of categorization is the degree of intimacy to be
achieved in an encounter. Following Schutz (1967 [1932]), I see three levels

Table 7.2 Axes of normatizing

1 Categorizing The process of developing expectations by virtue of (a) placing self
and others in categoric units, (b) typifying the situation in terms of
the relative amounts of work-practical, social, and ceremonial
activity, and (c) determining if others are to be treated as personages,
persons, or intimates.

2 Framing The process of developing expectations by determining what is to
be included and excluded for the purposes of interaction,
particularly with respect to (a) the values and evaluative beliefs that
will be relevant, (b) the persons to be included and their distribution
of others in space, (c) the portions of bodies and biographies to be
displayed, (d) the stages and props to be used, and (e) the categoric
and corporate units to be used as a point of reference.

3 Communicating The process of developing expectations for the forms of talk and
nonverbal gesturing to be employed during the course of the
interaction.

4 Ritualizing The process of developing expectations for the stereotypical
sequences of gestures to be used in (a) opening, (b) closing,
(c) forming, (d) symbolizing and totemizing, and (e) repairing
the interaction.

5 Justice The process of calculating just shares of resources for self and others.

6 Feeling The process of developing expectations for (a) what emotions are to
be experienced and expressed, (b) at what level of intensity they are
to be experienced and expressed, and (c) when they are to be
experienced and expressed.
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of intimacy: (1) expectations for treatment of people as “personages” or
relative strangers occupying positions or social categories (e.g. a brief
encounter between a sales clerk and customer); (2) expectations for assess-
ment of self and others as persons with unique characteristics; and (3)
expectations for viewing others as intimates about whom a great deal is
known. Categorization of situations as work-practical, social, and ceremonial
leads to somewhat different expectations for treatment of individuals as per-
sonages, persons, or intimates, as outlined in Table 7.3. Each box in Table 7.3
generates a different set of expectations that will need to be assembled if the
encounter is to proceed smoothly. This range of potential expectations is
also overlaid with expectations associated with categoric units and for status
and roles in corporate units. What is most remarkable, I believe, is how
effortlessly people are able to make complex calibrations along these many
dimensions and successfully categorize self, others, and the situation; and in
so doing, an additional layer of expectation states is added to the encounter.

Figure 7.1 Normatizing the encounter.
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Embedding helps simplify this process by delimiting the range of options.
An encounter embedded in a workplace will easily be categorized as pre-
dominately work-practical, with elements of sociality and ceremony added;
the division of labor will establish individuals’ relative status and constrain
the roles that can be played; and if categoric units are salient (especially
when correlated with positions in the division of labor), the expectations
associated with diffuse status characteristics will be clear. The norms
attached to the division of labor will also further constrain the categoriza-
tion of the encounter, and the ideologies and culture of the corporate unit
as they follow from more general ideologies and symbolic media of the
institutional domain will define the morality of all expectation states arising
from the categorization of people and situations.

When encounters are not successfully categorized, individuals will need
to work harder to create and sustain the rhythmic flow; and, indeed, it is
more likely that breaches in this flow will occur, thus activating negative
emotions. If individuals blame themselves for failure to properly categorize
others and the situation, they will experience variants of shame ranging
from embarrassment at the low-intensity end to humiliation at the high-
intensity end. If the situation was important to a person or if others were
powerful, the fear component of shame may be pulled out with individuals
experiencing anxiety and, over time, if repairs have not been made or have
not been accepted, the person may increasingly feel sad. If others are blamed
for the failure to categorize, then variants of anger – ranging from annoy-
ance to rage – are likely outcomes, although if others are powerful, this anger
will need to be repressed and may be transmuted into sadness or fear. And
if sadness, fear, and anger are combined, alienation may emerge if the
encounter must be iterated and if the failure to categorize self, other(s), and
situation persists.

When encounters cannot be successfully categorized, the process of
normatization is disrupted because so many of the expectations guiding the
interpersonal flow depend upon the initial categorization of self, others, and
situation. People will now have to work especially hard, and they will do so
by rituals designed to establish frames. For, as categorization breaks down,
individuals will generally seek to compensate by successfully framing the
situation so as to generate a new set of expectations that, hopefully, may help
them re-categorize the encounter.

Framing

Erving Goffman’s (1974) analysis of frames and framing added more preci-
sion to his earlier views on “definition of the situation” (Goffman, 1959)
but, in some respects, his frame analysis went too far into the phenomen-
ology of the mind. My view on frames is much simpler than Goffman’s
and argues that individuals seek to establish expectation states for what is
to be included and excluded in an encounter. Individuals use rituals –
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stereotypical sequences of talk and body language – to establish or “key” a
frame and to re-key the frame. Categorization greatly facilitates this process,
but if categorization fails, individuals will use rituals to see if they can
establish frames that will guide the interaction (in fact, the use of rituals to
key a frame in the absence of successful categorization often makes the
encounter ever more ceremonial). If categorization is successful, however,
frames are not only more readily drawn but they reinforce categorization in
a mutual process that makes establishing expectation states for the encounter
much easier (as outlined in Figure 7.1).

Individuals frame, I argue, along several axes, as outlined in Figure 7.2
(Turner, 1988, 1994a, 2002). In many ways, structure and culture impose
themselves on an encounter via framing. Individuals use frames to pull from
culture and social structures those elements of institutional spheres, corpor-
ate units, categoric units, symbolic media, ideologies, and norms that will be
salient in the interaction. At times these are given by culture and structure,
but most of the time the amount of structure and culture in play for an
encounter is far greater than can ever be used. Indeed, without framing, it is
difficult to know which elements of culture, social structure, and person are

Figure 7.2 Dimensions of framing.
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relevant to the interaction. Frames establish expectations for what elements
of bodies, person, demography, ecology, social structure, and culture are to
guide an interaction; and without successful framing, individuals are not
given sufficient guidance and, as a result, are likely to feel anxious and breach
the interaction which, in turn, will arouse additional negative emotions.

Much like roles, individuals carry vast inventories of frames in their stocks
of knowledge. Not only do people implicitly understand a wide range of
frames, they also understand the “grammars” by which they are communi-
cated through talk and body language. Much initial role behavior in an
encounter works to categorize and frame the interaction; and, in this way,
individuals know what cultural expectations associated with what aspect of
person, body, ecology, demography, culture, and social structure will guide
the interpersonal flow. If framing is unsuccessful, however, individuals will
use highly stylized ritual grammars to seek out common understandings
about frames. In this process, they will experience anxiety and other variants
of fear. If they blame others for their incompetence in establishing frames,
they will also experience anger; and if they blame themselves for not clueing
into the frame, they will experience sadness, and perhaps shame if they have
also felt anger (at self) and fear (about the consequences to self) of the failure
to establish a frame.

Communication

Individuals communicate via the auditory and visual channels and, at times,
along the haptic channel (touch). Categorization and framing establish the
proper “forms” of communication, setting up expectations for the proper
form of talk, body gesturing, and touching. If categorization and framing
have guided the assembling of expectations for communication, then actual
talk, facial expressions and body movements, and touching will reinforce
categories and frames. If, however, communication fails in that people do
not understand each other’s talk, body expressions, and patterns of touching
or, even worse, breach expectations for the proper form of communication,
then other normatizing processes will be in jeopardy.

Individuals will use stylized rituals to put the encounter back on track as
they search for the proper forms of communication and seek to key new
frames and impose new categories on the interaction. Like all other breaches
of normatization, anxiety is typically aroused when communication fails,
but individuals can also become angry if they perceive that others are simply
not following the proper form of communication in a situation. People can
also feel sadness, if not shame, when they come to realize that they have
violated expectations for communication.

Since interaction is mediated by communication, to use an inappropriate
form of talk, to employ improper facial and body language, or to touch
inappropriately is highly disruptive to the encounter. All other normatizing
processes are immediately called into question; and, as a result, individuals
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will now need to devote extra ritual effort at normatization. People will
generally be resentful of having to make this extra effort, but if the
encounter is important to them or if others have power, then they will
experience more intense forms of fear because not only will categories and
frames be called into question but just how to meet transactional needs, how
to play what roles, and what status to claim will all become problematic.
Typically, people will avoid encounters where communication breaks down,
but if they cannot, they must work hard to sustain at least the illusion that
the encounter is operating normally – an effort that can arouse fear, anger,
and sadness. And once these three emotions are aroused together, shame,
guilt (if values and ideologies are salient), and alienation all become possible
emotional reactions.

The culture of corporate and categoric units has large effects on forms of
communication. When an encounter is embedded in a corporate unit, the
norms associated with the division of labor, the ideologies, and the symbolic
media used in the corporate unit all dictate what is to be communicated and
the form of communication. For example, an encounter embedded in a
corporate unit with a lineal/vertical division of labor, an ideology emphasiz-
ing conformity to orders, and a symbolic medium revolving around power
(e.g. the military) will be normatized very differently than one in a corpor-
ate unit with a horizontal division of labor, ideologies emphasizing the
importance of knowledge for its own sake, and a generalized medium
revolving around truth and knowledge (e.g. research in higher education).
Similarly, categoric units constrain forms of communication. For instance,
an encounter embedded in ethnic or class categories will exhibit patterns of
communication reflecting the ideologies justifying differential evaluation of
social classes or ethnic groups, by norms or expectations for how people in
these categories should act, and by any generalized symbolic media (e.g.
money, power) that are implicated in the inequalities among people in
different classes or ethnic categories. This kind of embedding generally
makes it clearer how to communicate, but when breaches occur, the
emotional reaction is that much greater because at least some individuals
will have presumed that the expectations had been sufficiently clear. More-
over, when inequalities in status or categoric unit membership are part of
the encounter, the more generalized and diffuse anger over these inequal-
ities can increase the likelihood that low-status and low-evaluation categoric
unit members will breach the encounter by communicating in forms that
violate the status order – thereby setting off cycles of anger–anger/fear–
anger that can make it very difficult to successfully normatize the
encounter.

Ritualizing

Frames are keyed and forms of communication are established through
rituals – stereotyped sequences of talk and body language. Figure 7.3
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delineates what I see as the basic types of rituals. There are always expect-
ation states for what kinds of rituals can be used in an encounter, and then
these rituals are employed in establishing other expectation states that guide
the subsequent flow of interaction in an encounter. Bracketing rituals open
and close interactions, establishing the initial forms of talk, frames, and
feeling/display rules for emotions in an encounter; and, with closing ritual
sequences come expectations for frames, forms of talk, and emotions in
subsequent encounters. When bracketing rituals are not conducted properly
or fail to key frames, forms of talk, and emotional mood, the encounter will
become very awkward, with new rituals emitted to see if indeed the inter-
action can get back on track. Similarly, if the closing rituals do not meet
expectations, then the next iteration of the interaction will be awkward and
tentative, until rituals can put it on track.

Depending upon what expectations have been generated by opening and
closing rituals, as well as by all other sources of expectation states from
transactional needs, social structure, and culture, forming rituals will be
selected and then used to structure the flow of communication in an
encounter. Different forming rituals will be expected under varying condi-
tions imposed by individuals’ transactional needs, by social structure, and by
elements of culture; and if the proper bracketing rituals were used, then
the expectations for the appropriate forming rituals will be more readily
understood, with the result that these forming rituals will be effective in
structuring the flow of interaction. But, if the wrong bracketing and/or
forming rituals are invoked, the interaction will be breached. For example, if
the bracketing rituals were highly effusive and initiated high levels of inter-
personal animation, the use of a forming ritual that breaks this mood

Figure 7.3 Dimensions of ritualizing.
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(e.g. “enough of this, time to get to work”) may prove ineffective at best and
breach the interaction at worst.

Repair rituals signal a breach and a readiness to offer compensation for
the breach. Depending upon the profile of expectations guiding an
encounter, additional expectations always emerge as to which rituals would
be appropriate for repairing breaches. If the wrong repair ritual is used and
breaks with expectations, however, the repair ritual itself adds to the existing
breach. For example, if a person offers an apology ritual in a sarcastic manner
– e.g. “soooorry!” – under conditions where more solemnity is required, the
repair becomes yet one more breach, setting up expectations for an extra-
special repair ritual (assuming that a person wants to repair the breach).
A successful repair sequence involves an initial ritual calling attention to a
breach, a ritual signaling of an apology and offer of compensation, and an
acceptance of the apology and compensation. Generally, the apology and
compensation are mixed together as is the case when a person indicates that
they “are truly sorry” and “will make it up” to the offended party.

Totemizing rituals are directed toward symbols marking the solidarity
of the encounter or social structure in which an encounter is embedded. As
principles 1 and 4 emphasize, the arousal of positive emotional energy sets
into motion a more inclusive interaction ritual revolving around rhythmic
synchronization, emotional entrainment, enhanced solidarity, and symbol-
ization of this solidarity (Collins, 2004). Once symbolization has occurred,
expectations for rituals directed at these symbols or totems emerge, with the
stereotyped sequence arousing the emotion generated in the encounter and
reinforcing the symbols. Sometimes the totem can be confined to just a few
people. For instance, when one of two lovers says “I love you,” the expected
ritual replay is something like “I love you too”; both rituals are directed at an
implicit totem – the sacredness of the love relationship – and the couple’s
rituals are directed at this totem and thereby arouse the positive emotions
associated with “their love.” Street gang symbols – dress, forms of address,
and demeanor – can also be seen as totems of the solidarity of the gang, with
stereotypical gestures operating as totemizing rituals directed at the sacred
symbols of the gang.

Expectations for rituals of all kinds are constrained by embedding and the
culture associated with corporate and categoric units. The ideologies and
generalized symbolic media that filter through mesostructures to encounters
generate expectations for certain types of rituals; and then the emission of
the rituals structures the interpersonal flow of the encounter. For example,
an encounter that is embedded in corporate units in which control of others
is part of the ideology of the unit and in which power is the dominant
symbolic media will reveal very different expectations for rituals than an
encounter embedded in units where sociality is the goal and where the
dominant symbolic medium is loyalty. The ritual expectation states for these
two encounters – i.e. the rituals that bracket them, the rituals that structure
the interpersonal flow, the rituals directed at totems, and the rituals used to

170 Culture and emotional arousal



repair breaches – will not be the same. Similarly, norms associated with the
division of labor of corporate units or the expectations for behaviors among
members of categoric units will also create expectations for certain types of
rituals that can be used to key frames, form talk, calculate just shares, and
arouse emotions.

Like all expectation states, failure to emit the expected rituals violates
expectations and also serves as a negative sanction – thus initiating the
processes summarized in principles 2, 5, and 6b. Because rituals are the
tracking mechanisms for getting interactions started and keeping them
flowing in the expected manner, failure to emit the proper rituals intensifies
the breach. If the mechanisms for preventing breaches and for repairing
them are, themselves, breached, then the negative emotional arousal will be
even more intense. And, as a result, finding and using the “right” repair
ritual to mend the breach becomes that much more difficult. If a person
blames self for using the wrong ritual, then this individual will likely experi-
ence shame and, if possible, initiate a repair sequence – using, this time, the
proper ritual. If a person blames others for failing to meet ritual expectation
states, then anger is the most likely emotion, unless the situation is an
important source for meeting transactional needs or the others are powerful.
Under these latter conditions, fear is also likely to emerge. Interactions that
cannot be ritualized will always be stressful because, without rituals, expect-
ation states from transactional needs, culture, and social structure become
ambiguous and, hence, more difficult to meet. As a result, individuals will
leave such encounters if they can, but if they are forced to stay in the
encounter, they will likely experience alienation and exhibit role-distance,
offering rituals in only the most perfunctory manner.

Rules of justice

When individuals enter an encounter, particularly one that is highly
embedded in the vertical and horizontal divisions of labor of a corporate
unit and the differential evaluation of categoric units, they may have already
calibrated a rough sense of their “just share” of resources in the encounter.
They have expectation states for what they and others should receive; and, as
the encounter unfolds, they will fine-tune their expectations during the
process of normatization. In this case, the expectation states will indicate
that, given how the encounter has unfolded in terms of categorization,
framing, forms of communication, and ritual enactments, a just share of
resources would be x amount. When they realize this amount, they will feel
positive emotions and continue to accept the categorization, frames, forms
of communication, and rituals. If, however, expectations for just shares are
not realized, then the arousal of negative emotions may lead to a breach in
the encounter as individuals make claims for more resources – thereby
forcing re-normatization of the encounter. Of course, if others are powerful,
a person may have to repress anger over injustice; and if an individual must
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persistently do so, these persons may come to feel sad and fearful of the
consequences to self for not being able to meet expectations for just shares.
If a person experiences all of these negative emotions, he or she may also feel
shame and, if the expectations for just shares carry high moral content, guilt
about their inability to secure resources. Or, this person may readjust percep-
tions of what will be a just share in this particular encounter, but this
re-calibration will not generally eliminate the negative emotions. Indi-
viduals will likely remain angry, sad, fearful, shamed, and guilty even as they
deny that they are upset because of the injustice done to them.

Feeling rules

As Hochschild (1983) was first to emphasize, interactions are guided by
feeling and display rules that reflect feeling ideologies. Thus, every encounter
is guided by expectations that individuals should feel and express particular
emotions. These rules are often dictated by ideologies of the meso-level
structures in which encounters are embedded. For instance, an ideology
emphasizing individual achievement will require individuals to feel satisfac-
tion and quiet pride for success and shame for failure; or an encounter
lodged in mesostructures emphasizing power and control might direct
individuals to feel triumphant when control is achieved and, again, shamed
or alienated when control has not been forthcoming. Symbolic media also
have this capacity to arouse emotions because there is almost always an
evaluative element attached to a medium. For instance, if money is the
medium of exchange, people feel sad or shameful if they do not have much
money, whereas they will feel pride and satisfaction when they have money
(with the implicit evaluative element being that if money is the medium, it is
best to have more of it). When ideology and symbolic media are combined,
as they often are, the constraints on feeling and displaying emotions are that
much greater. If money is the symbolic medium and the ideology argues
that money is also a sign of worth, then persons with money are entitled to
feel and display pride, whereas those who do not have money should feel
sad, if not shameful, and display these emotions, especially in the presence of
those who have money and are hence “better.”

Other features of embedding also generate expectation states for feeling.
A hierarchical division of labor (in a corporate unit) or differentially evalu-
ated diffuse status characteristics (arising from categoric unit membership)
will set up expectation for high- and low-status individuals; and, in so doing,
those in high positions should feel satisfaction while those in lower positions
should feel sad or shameful if they violate expectations. Moreover, indi-
viduals in high-status positions are entitled to feel angry at those in low
positions who challenge their superordination, while those who have
violated expectation states by challenging inequalities of status are to feel
sad, if not ashamed.

Often there will be explicit norms associated with status that direct feeling
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rules. Here, the feeling rule is also part of the normative expectation for
performance for a person in a status position, as is the case when a student is
to feel and express shame at not doing well on an examination if this student
did not study (a rule that is often violated because students often make
external attributions and blame professors for their poor performance on an
exam). Or, a worshiper who has not lived up to the tenets of a religion is
expected to feel shame, to express this shame and guilt (since religion is
always moral), and then to abide by expectations for repair rituals.

Other aspects of normatizing also set up expectations for feeling and
displaying emotions. Categorization sets up expectations for the emotions
to be displayed in any of the nine cells in Table 7.3. For example, there will
be different feeling and display rules for individuals in work-practical vs.
social or ceremonial situations, and there will be further differentiation of
feeling and display rules associated with whether others are personages,
persons, or intimates. Moreover, classification of individuals in categoric
units not only invokes the relative evaluations of these units and the expect-
ations for how members of these units should act but also how they should
feel and the manner in which their emotions should be displayed. For
example, there are different feeling and display rules for those in higher and
lower social classes, for those in valued vs. devalued ethnic minorities, for old
and young, and most dramatically for men and women (with women having
a much greater burden to “feel” sympathetic emotions than men). And,
when expectations for these emotions are not realized in actual feelings and
displays, individuals will experience sadness, if not shame and guilt if these
feeling rules invoked moral codes from values and ideologies.

Framing also constrains feeling and display rules. Frames establish what is
to be included and excluded; and, in so doing, they also establish which
emotions are to be included and excluded from an encounter. Indeed,
“breaking frame” is often the result of individuals feeling and expressing
emotions that have been excluded by the frame, thereby breaching the
encounter and forcing costly repair ritual sequences. In the same manner,
forms of communication also constrain the kinds of emotions that are to be
felt and displayed. Since so much communication is accomplished via body
language – the language of emotions, as I emphasized in Chapter 2 – com-
munication, per se, restricts emotional arousal and display. As individuals
seek to use the proper form of communication, they necessarily attempt to
manage emotional displays, if not feelings. Such is particularly likely for
body language where expressive control is more difficult to sustain; and
should inappropriate emotions be displayed, then the proper form of com-
munication is breached, forcing repair rituals or perhaps a re-keying of the
frame as new emotions are introduced into the encounter. For example, a
father who “loses it” around his kid and displays intense anger is forced to
re-key the interaction or offer elaborate apologies which might go against
his role as father and his higher status as a father and adult. Thus, the proper
form of fatherly communication to a son operates to restrict emotional
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displays and, presumably, the underlying feelings; and if a parent does not
feel the emotions that he or she is forced to display as part of the parent and
adult roles, then the emotion work requirement is indeed high, and it is
likely that the real emotions will break out in weak moments, prompting
shame and also guilt at having violated the (moral) expectations arising from
parent roles, ideologies of how to be a good parent, and symbolic media
revolving around love and loyalty.

Expectations for justice have very large effects on feeling and display rules
in an encounter. At one level, expectations for “just shares” indicate how
much of what resource a person should receive to experience happiness and
satisfaction, with any amount below this perception of “just shares” indicat-
ing that a person should be angry, if not sad, fearful, shamed, or guilty. Thus,
feeling rules and rules of justice are often interwoven, signaling to a person
the kind and level of emotion they should feel and display. On another level,
feeling rules also specify how an individual is to manage the emotions that
come with meeting, or failing to meet, expectations for just shares. Rules
may prohibit displays of emotions when injustice occurs, or they may be
more relaxed; and rules may not sanction even the feeling of injustice, much
less its display to others, or it may encourage both the feeling and display. To
the degree that feeling rules require high levels of emotion work to hide or,
if possible, to eliminate feelings of injustice, they work to encourage repres-
sion of the negative emotions which, in turn, will generate an underlying
tension in the encounter that periodically may be breached as intensified
and transmuted emotions erupt, often making persons who breach the
encounter feel shame and guilt for violating expectations for how they
should feel and act.

Whatever their source – whether from explicit feeling ideologies and
rules, evaluative elements of symbolic media, expectations associated with
categories, frames, forms of communication, status and roles, or norms of
justice – violating feeling rules almost always leads individuals to experience
shame, even if only mild shame such as embarrassment. If the shame is
acknowledged, then repair rituals can be initiated and lead to the arousal of
positive emotions. If, however, the shame is repressed, it will transmute into
anger and target the persons or situation in which feeling rules were vio-
lated. If this shame is chronic, shame–anger–shame cycles may operate, or
the individual will become ever more depressed and/or alienated from the
situation. Emotions that violate emotion rules thus pose a kind of double
burden: the person is not supposed to feel or display emotions that are felt,
and if these emotions escape cortical censorship, the negative emotions
aroused for violating a feeling rule are piled upon the ones that were not
supposed to be felt or displayed in the first place, thereby compounding the
emotional agony of the person. Since a feeling rule has been violated, and
especially a feeling rule tied to a feeling ideology about what is right and
wrong in a particular sphere, the person may not only experience shame but
guilt as well. Guilt may lead a person to initiate repair rituals, but if guilt is
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combined with shame, it will compound the shame – thus increasing
the likelihood of repression and transmutation into anger leading to anger–
shame/guilt–anger cycles or to severe depression and/or alienation.

Conclusion

The expectations arising from transactional needs and social structure are,
for all their robust complexity, insufficient in directing individuals in face-
to-face interaction. Additional elements of culture need to be assembled in
most encounters to assure the smooth flow of interaction; and, for want of a
better label, I have termed the processes by which these elements of culture
are brought to an encounter, normatization. Normatization is both a
sequential and simultaneous process. Initial role-taking focuses on categor-
ization of self, other, and situation which, in turn, provides guidance for
the bracketing and forming rituals that will key the frame; and together,
categorization and framing provide guidance for subsequent forming and
bracketing rituals as well as forms of communication, assessments of justice,
and feeling rules. At any point, a breach can occur if the individuals do not
successfully normatize the encounter and, thus, come to implicit agreements
about the expectation states that will be added by culture as it filters into
encounters from macrostructures via corporate and categoric units.

At the macro-level of social organization, general societal values as these
become instantiated in the ideologies of institutional domains and stratifica-
tion systems provide one source of cultural input into the encounter.
Another source of input comes from the generalized symbolic media of
institutional domains that serve as a resource to be exchanged and distributed
as well as a medium of discourse and thematization within a domain. More-
over, since it is institutional structures that distribute resources unequally in
the stratification system, it should not be surprising that the ideologies of
this system are couched in terms of symbolic media and that the very
resources distributed unequally are the symbolic media themselves, particu-
larly money and power. Ideologies and symbolic media always contain
evaluative premises about what is right, good, proper, and their opposite.
Thus, much of the moral content of an encounter is provided by ideologies
and symbolic media as these are filtered through mesostructures down to
the encounter.

Institutional norms for domains also come to encounters directly and,
frequently, via the norms of the division of labor of corporate units.
Similarly, normative expectations for individuals incumbent in classes and
class factions come to encounters via these categoric units, as well as cat-
egoric units formed by other distinctions, such as those associated with
gender, age, and ethnicity.

These normative systems operating at the meso level almost always carry
evaluational content. Division of labor norms are derived from institutional
norms, ideologies, and symbolic media; as a result, they contain the evaluative

Culture and emotional arousal 175



content of these elements of culture. Expectations for people in categories
created by classes and class factions carry the evaluative content of the
meta-ideologies legitimating the class system, plus the cultural content of
the institutional domains that distribute resources (including symbolic
media) unequally. The same is true with categoric distinctions revolving
around other dimensions such as age, gender, and ethnicity; these categoric
distinctions almost always carry differential evaluations from associations
with locations in the stratification system or from institutional domains or
corporate units in these domains that contribute to creating or sustaining
the salience of these categoric distinctions.

In general, the more evaluative content that filters into the encounter
from values, ideologies, symbolic media, and normative systems, the greater
is the potential for more intense emotional arousal. Individuals not only
evaluate themselves as they role-take with specific others in front of them,
but they also compare their and others’ actions to the moral yardsticks of
culture. As a result, categorization, framing, ritualizing, communicating,
sensing justice, and feeling become not just run-of-the-mill expectations
but, instead, are super-charged as moral expectations. Categorizing others
and the situation correctly, framing the situation accurately, using the proper
form of talk and body language, employing the appropriate rituals, calculat-
ing justice, and feeling as well as displaying the right emotions all take on
greater moral significance when the evaluative content of values, ideologies,
symbolic media, and norms is high. As a result, the positive emotions that are
aroused when an encounter is successfully normatized will be more intense,
and particularly so if self was on the line in role-making and claiming status;
and, conversely, the negative emotions will be more intense and almost
always involve shame and guilt when the encounter fails to be normatized.
Moreover, the emotions aroused will be doubly affected by the fact that a
failure to meet expectations associated with the process of normatization
will also be seen by individuals as negative sanctions on self, thus increasing
the salience of self in the encounter and, hence, the emotions aroused.

Embedding increases the moral content of an encounter through norma-
tization because mesostructures become the conduit by which values,
ideologies, symbolic media, and evaluative institutional norms reach the
encounter. An encounter in a school or family, for example, will almost
always have more moral content than one in a shopping mall or any public
place because of the clear embedding of the encounter within a corporate
unit within an institutional domain. An encounter among people in discrete
categoric units will typically have more moral content when these units
are associated with places in the division of labor of a corporate unit in
particular institutional domains and classes or class factions embedded in
the society-wide stratification system. Outside these macrostructures and
mesostructures, however, the moral content of membership in different
categoric units will decline, as is evident in public places where representa-
tives of diverse categoric units move, although the salience of membership
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may dramatically increase if members of one or more categoric units use
public places to make role and status claims.

Like most of the forces driving encounters, the nature and intensity of the
emotional arousal arising from normatization is related to the level of moral
content, the salience of self, and the specific phase of normatization
involved. As a general rule, the more salient is self and the higher is the
emotional content, the more intense are the emotions aroused, whether
positive or negative, during the process of normatization. Breaches at any
point in the process of normatization will, under these conditions, almost
always arouse righteous anger at those who are seen as responsible for the
breach, and shame and guilt if individuals perceive that they have been
responsible for the breach. Of course, the processes of repression, intensifica-
tion, and transmutation can make these relationships much more complex
because people will often repress shame and, to a lesser extent, guilt, while
exhibiting righteous anger and making external attributions for their own
repressed shame and guilt. In turn, those who feel unjustly sanctioned by
this anger will, themselves, become angry and sanction the sanctioner in a
conflict spiral that can break the encounter apart.

When somewhat less morality is on the line and where self is not so
salient, the emotional reactions are less intense. A person may feel only sad
that they have breached a phase of normatization, or fearful if others in the
encounter are powerful. If anger at self is also present, then mild shame like
embarrassment may emerge; and if shame is chronic, it will often transmute
into alienation. Those who blame others for breaches may only be mildly
annoyed, or if these others are powerful, then annoyance may turn to fear;
and if anger and fear emotions are supplemented by sadness, then alienation
may become the dominant emotion for those who are angry at, fearful of,
and sad about the way others have breached the encounter.

Some phases of normatization have more emotional potential than
others. If categorization cannot occur, other phases of the encounter will
become more difficult to normatize. And, if rituals used to key frames in an
attempt to arrive at categorization also prove unsuccessful, then appropriate
forms of communication, justice calculations, and feeling rules will likely be
violated. Rituals are, in many respects, the key to re-normatizing an
encounter that is off track; by using rituals to remake roles and reclaim status,
it is sometimes possible to re-calibrate categories, frames, forms of com-
munication, justice calculations, and appropriate feelings. Since roles and
status will be more explicit when an encounter is embedded in mesostruc-
tures, this route to re-normatizing is likely to be more successful when
embedding exists. For encounters without the framework of explicit roles
and status provided by embedding, however, rituals will be less successful
unless they immediately get categorization and framing correct. If rituals
can be successful in categorizing and framing, then it is likely that normati-
zation of forms of communication and feeling rules can be achieved.

There are many potential generalizations that can be offered along the
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lines, but let me conclude with a simple principle that can subsume the
many specific hypotheses that I have offered in this chapter.

14 The more an encounter is embedded in meso-level structures and the more these
mesostructures are embedded in institutional domains and/or society-wide strati-
fication systems, the greater will be the moral content from values, ideologies,
generalized symbolic media, and norms penetrating the encounter; and the
higher the level of moral content penetrating the encounter, the more intense will
be the emotions aroused, whether positive or negative, during the process of
normatization.

A The more self is salient under conditions of high moral content, the more
expectations for categorization, framing, ritualizing, communicating, justice
calculations, and feelings will become implicated in the process of verification
of self and, hence, the more intense will be the emotions aroused, whether
positive or negative, during the process of normatization.

1 The more self is verified during each phase of normatization, the
more likely will the processes outlined in principles 1, 4, 6a, and 7 be
initiated.

2 The less self is verified during each phase of normatization, the more
likely will failure to meet expectations also be viewed as negative sanc-
tions to self and, hence, the more likely will a person experience shame
and guilt.

3 The more shame or guilt is repressed, the more likely will these emo-
tions be transmuted into anger and, hence, the more likely will the
processes outlined in principles 3, 5, 6b, and 8 be operative.

B The more initial phases of normatizing, particularly categorization and
framing, prove successful, the more likely will other phases of normatizing
(ritualizing, forms of communication, justice calculations, and agreements on
emotion rules) be achieved; and, conversely, the less successful are initial
phases of normatizing, the more pronounced will be ritual sequences among
individuals and the more problematic will normatizing become, unless these
ritual efforts can establish a frame which, in turn, can lead to successful
categorization.
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8 Emotions and social change

Societies are ultimately held together by the positive emotions that people
feel toward social structures and culture; and, conversely, societies can be
torn apart and changed by the arousal of both negative and positive emo-
tions. Indeed, if there is a micro basis of social order and change, it is the
arousal of emotions among individuals as they navigate encounters lodged
within mesostructures and macrostructures. Emotions are the energy that
sustains or changes social reality, and while much human energy is gener-
ated by biological and by transactional needs, emotions are nonetheless
implicated in meeting these biosocial needs. More importantly, emotions
represent an independent source of motivational energy – above and beyond
biosocial needs – that has large effects on the structures and cultures of a
society. Thus, we require some generalizations about how emotions emerg-
ing at the micro level of social reality can, under specifiable conditions,
generate pressures for stasis or change in social structure and culture.

Emotional energy and commitments to social structures
and culture

Positive emotional arousal has a proximal bias, as outlined in principle 6a;
as a result, positive emotional energy tends to circulate within the local
encounter, as summarized in principles 1 and 4. This fact of emotional life
poses a dilemma because if positive emotions are critical to people’s com-
mitments to macrostructures – that is, institutional domains, stratification
systems, societies, and even inter-societal systems – how is positive emotion
to “break free” from the centripetal forces of the local encounter? To restate
this question more theoretically: What conditions increase the probabil-
ity that positive emotions will target mesostructures and macrostructures,
thereby increasing commitments to these structures and their attendant
cultures?

Humans did not evolve macrostructures; indeed, the small band and
nuclear family units were humans’ only structures for well over 90 percent
of our history. And so, for early humans, the dilemma of how to move
positive emotions outward beyond micro-level structures did not exist,



because macrostructures did not exist. True, there may have been a sense
of a regional population of bands sharing a common culture ( just as there is
among chimpanzees), but commitments were to the nuclear family and
band. But as the scale of society grew and as macrostructures became more
remote, problems of how to generate attachments to these structures
increased dramatically. To some degree, the processes outlined in interaction
ritual theory (Collins, 2004 and Figure 4.1) get us part of the way in that
humans may be hard-wired to engage in emotion-arousing rituals that build
up solidarity and group symbols. Moreover, like their chimpanzee cousins,
humans may also be wired to perceive, and develop commitments to, a larger
region and its population. Once the group can be symbolized and once
rituals directed at these symbols produce solidarity, more remote mesostruc-
tures and macrostructres can similarly be symbolized and become targets of
emotional attachment. In many ways, Émile Durkheim’s (1965 [1912])
analysis of the elementary forms of the religious life came to this same
conclusion. For, as mechanical solidarity built around dense networks and
common culture could no longer organize large, differentiated populations,
the solution to the problem of integration was to make culture more
abstract and general so that individuals located at different places in the
complex division of labor could hold common symbols (Durkheim, 1997
[1893]) and, within local encounters and groups, engage in ritual practices
that aroused emotions directed at these symbols. Thus, as network density
declines, orientations to common symbols become ever more critical to
sustaining the larger, differentiated population (Maryanski, n.d.; Hammond,
2006).

Indeed, the differentiation of culture among values, ideologies, general-
ized symbolic media, and various levels of norms provides a variety of targets
at different levels of social reality toward which solidarity-generating rituals
can be enacted. Still, if positive emotions reveal a proximal bias (principle
6a), there is no guarantee that the positive emotions will be directed out-
ward toward these differentiated symbol systems and the structures in which
they are instantiated. Having a micro-level propensity to symbolize local
solidarities does not mean that people will naturally do the same thing to
macrostructures. In fact, it is clear that humans do not easily develop com-
mitments to macrostructures and culture because the “problem of legitim-
acy” for polity as an institutional domain, the problem of alienation in the
economic and educational domains, the tensions over inequalities, and the
many other flashpoints of large, complex societies indicate that achieving
attachments to macrostructures is often tenuous and, in the long run, likely
to break down. We require, then, some additional theorizing on what condi-
tions increase commitments to social structures and cultures outside the
local encounter.
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Commitments to mesostructures

Commitments to corporate units

Although positive emotional arousal stemming from meeting expectations
and receiving positive sanctions has a propensity to stay local and circulate
in iterated encounters, individuals do make external attributions for their
positive feelings. They will experience gratitude toward those whom they
perceive to have helped them meet expectations and receive positive sanc-
tions; and they will exhibit the same tendency toward mesostructures. If a
corporate unit is perceived to facilitate individuals in meeting expectations
and receiving positive sanctions, then some of the positive emotional energy
directed at self and others may well spill out to the corporate unit. This
“spillover” effect is more likely in corporate units revealing low levels of
hierarchy and authority, although some hierarchical corporate units, such as
churches, have memberships that are highly committed (probably because of
the constant use of rituals targeting the symbols of the church, thereby
raising intensity of positive emotions directed at the church and its culture).
But in general, hierarchy creates the potential for negative sanctioning and
shaming which erode positive emotional energy and, hence, the likelihood
that commitments will be strong – unless rituals are constantly enacted to
channel emotions toward the totems of the group.

Another condition increasing commitments to mesostructures and their
cultures is the ability to meet expectations that they impose and to receive
positive sanctions by virtue of successfully claiming status and playing roles
in these structures. When expectations are defined by the culture and struc-
ture of a corporate unit, meeting these expectations automatically makes
the corporate unit highly salient and an easier target for the outflow of
positive emotions from self, others, and local encounter to the structure and
culture of the meso unit. Similarly, when a corporate unit is built around
positive sanctioning of performances that meet expectations imposed by the
structure and culture of this unit, the sanctions are seen to come from the
structure and culture of the meso unit as much as they are from particular
individuals; and, as a consequence, commitments to the meso unit become
more likely.

The converse of these processes also holds true. If the structure and cul-
ture of the unit are perceived to be punitive and to impose unrealistic
expectations, negative emotions will readily be directed at the corporate
unit. True, there is a built-in distal bias for negative emotions (principle 6b),
but this bias is facilitated by the structure of the corporate unit in which
encounters are embedded. When the structure and culture operate to assure
that individuals will fail at meeting expectations attached to the division
of labor and/or that individuals will be sanctioned by those in authority,
external attributions are given an added boost outward. Under these condi-
tions, the proximal bias of whatever positive emotions aroused in encounters
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will tend to stay local, often becoming a basis for solidarities that oppose the
culture of the larger corporate unit (as is the case in prisons and other kinds
of authoritarian corporate units).

Commitments to categoric units

When membership in a categoric unit is perceived to have facilitated meet-
ing expectations and receiving positive sanctions, then the proximal bias
of positive emotions is easily extended to the social identity of a person as
a member of a particular category. For example, if being male is seen as
partly responsible for positive emotional arousal, then commitments to this
social category increase as a natural matter of course. The same process can
work in developing commitments to other categoric units. When a person
perceives that members of another distinctive categoric unit have been
responsible for positive emotional arousal, this person will develop positive
stereotypes about members of this categoric unit, giving them a high evalu-
ation and developing commitments to members in this categoric unit. For
instance, upper-class individuals often develop positive sentiments toward
their servants not only as persons (due to high rates of interaction rituals)
but also as members of categoric units because these servants facilitate meet-
ing expectations and receiving positive sanctions from fellow upper-class
persons. Yet, if high levels of inequality in power and authority exist between
two categoric units, there is almost always tension (especially from those in
the less-valued categoric unit) that works against this kind of commitment
since those in less-valued categories often do not meet expectations and
must endure in silence negative sanctions from those with more social
“worth” and with more power, money, and prestige.

Just as is the case with corporate units, the converse of these processes
can erode commitments. When members of categoric units are perceived
(whether or not accurately) to have frustrated meeting expectations or to
have been directly or indirectly responsible for negative sanctions, then
negative prejudices toward members of these categoric units will emerge,
and individuals will express anger toward their members. If Jews, for example,
could be blamed for the economic problems of Germany in the 1930s, then
this anger could be mobilized and used to exterminate this “enemy” – the
ultimate indicator of a lack of commitment.

Commitments to macrostructures

More intriguing than commitments to meso units are commitments to
macrostructures and their cultures. In many ways, commitments to the cul-
ture and structure of macro-level structures are an extension of the processes
generating attachments to mesostructures. If expectations have been realized
and positive sanctions received across many encounters embedded in diverse
corporate units and categoric units of macrostructures, the positive emotions
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aroused will move outward toward these macrostructures. For example, if
a person has been consistently successful in schools – that is, encounters
in classes embedded in primary, secondary, and university corporate units –
it is likely that this person will develop commitments to the culture and
structure of education as an institutional domain and to the ideology and
structure of a stratification system that, in part, uses educational credentials
to determine people’s life chances to gain access to the resources. Similarly,
people who have enjoyed success in business in a capitalist economic system
or who have been able to secure high wages in this system will believe in the
ideology, use the symbolic medium, and abide by institutional norms of
this system because they will have a biography of meeting expectations and
receiving positive sanctions in a variety of corporate units. To take another
example, those who have money, power, and prestige and who are members
of upper classes and upper factions within classes will generally feel that
the larger stratification system is legitimate because they consistently meet
expectations and, given their power, money and prestige, receive positive
sanctions in deference rituals. The same is true of middle-class individuals
because they too will have consistently met expectations and received posi-
tive sanctions. Even lower-class persons may give legitimacy to the system if
they had realistic expectations and been able to meet them in corporate
units where they also received positive sanctions.

Thus, the key dynamic here revolves around the consistent activation of
positive emotions in meso-level units over a longer time frame. When insti-
tutional domains and stratification systems are built from these meso units,
the positive emotions aroused will target macrostructures. Consistent rein-
forcement arouses positive emotions toward self and others in the encounter,
but this pattern of reinforcement also generates a sufficient surplus of positive
emotions that moves out to the meso-level units and beyond to macrostruc-
tures. And, this external attribution process becomes even more likely when
the individual defines self in terms of the roles that can be successfully
played in a range of encounters within corporate and categoric units. Con-
firmation of role-identities adds extra levels of positive emotional energy
because verification of self is, I believe, the most important transactional
need. Also, when persons receive positive sanctions and meet expectations,
they also will receive profitable exchange payoffs and meet other trans-
actional needs – thereby adding extra layers of positive emotional energy
that will migrate outward to macrostructures.

The structure of corporate and categoric units also influences the degree
to which emotions will move outward to macrostructures. If expectations
and sanctions in a corporate unit are clearly specified by the culture and if
performances within the division of labor of the unit are rewarded when
meeting expectations, positive emotional arousal will increase commitments
to this unit, as noted above. Moreover, if this unit is embedded in a clearly
differentiated institutional domain with a distinctive generalized medium
of exchange, clear ideologies, and explicit institutional norms, this close
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coupling between the culture and structure of a corporate unit and an
institutional domain leads individuals to see not only the meso unit as
facilitating success, but also, if this success is consistently repeated across a
number of corporate units within this domain, the positive emotions will
increasingly be directed outward to the culture and structure of the insti-
tutional domain. The converse of this process is also important: a lack of
clear embedding of a corporate unit in an institutional domain works to
localize the positive emotions aroused at the level of the encounter or at
corporate structure rather than moving outward toward macrostructures.

The same coupling processes also operate with categoric units. If a cat-
egoric unit is discrete and commands a clear level of evaluation in terms of
class or class faction within a lineal stratification system, success in meeting
expectations and receiving positive sanctions in encounters where categoric
unit membership is salient will increase not only commitments to this unit
but also to the macrostructural stratification system in which this categoric
unit is embedded. The same is true for a categoric unit that is also discrete
and embedded in an institutional domain. For example, successful “man-
agers” as a categoric unit develop commitments not only to the stratifica-
tion system but the institutional domain of the economy. The converse of
these processes is also important because when people do not experience
positive emotions with those in more highly evaluated categoric units, the
negative emotional energy generates anger at members of these categoric
units, thereby decreasing commitments to the stratification system and/or
institutional domains generating these units. Thus, if blue-collar workers
or the poor do not meet expectations or, as is more likely, must endure
negative sanctions from managers or rich people, commitments to either
the institutional domain or stratification system will be low. Indeed, these
persons may become sufficiently angry to seek change in social structure
and culture.

Perhaps this is all a long-winded way of saying that those who do well in a
society reveal higher levels of commitment to the structure and culture of a
society than those who do not. But, the process is more nuanced than this
broad generalization would indicate. If we are to understand the level of
commitment to specific institutional domains or to the class system in a
society or, potentially, a system of societies, we need to see how consistently
expectations and sanctioning have been tied to the structure of corporate
and categoric units and how embedded these mesostructures are in the
culture and structure of institutional domains and stratification systems. But
more is required; we must also know the degree to which the culture and
structure of meso units increases or decreases the likelihood that persons will
be positively sanctioned and will meet expectations defined by the culture
of the meso unit and the macro-level unit in which it is embedded. Further,
we will need to know the number of meso units in which members of a
population have participated, and the degree of success they have had across
diverse meso units embedded in different institutional domains and in the
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classes and class-factions of the stratification system. Once data of this
nature are secured, then it becomes possible to predict the extent to which
the positive or negative emotions aroused will move out from the meso unit
and target macrostructures.

Since negative emotional arousal has a built-in distal bias, negative emo-
tions are far more likely to move out and target macrostructures – whether
an institutional domain or the stratification system and, potentially, society
as a whole or system of societies. When negative emotions are consistently
aroused across many diverse mesostructures among large numbers of indi-
viduals, then it is likely that change in macrostructures will occur, as I will
outline shortly. When positive emotions are consistently aroused among
many individuals across many diverse mesostructures, commitments to insti-
tutional domains and the existing stratification system become ever more
likely, making change generated by emotional arousal less probable. By
knowing which mesostructures in which macrostructures generate positive or
negative emotions among how many persons will also allow for predictions
about which institutional domain and which element of the stratification
system will be targeted for change. True, there is some blow-over effect
with emotion in one domain or point in the stratification system affecting
emotions about other domains and locations in the stratification system.
Still, commitments to, anger at, or alienation from macrostructures can also
be more institution-specific, as when a person hates religion or universities
but is committed to the political and economic domains, as well as the
stratification system.

Thus, the more people experience positive emotional arousal across
encounters within mesostructures, the more some of this emotion will be
externalized to the structure and culture of this meso unit, whether a cor-
porate or categoric unit. And, the more people consistently experience
positive emotional arousal across a number of meso units lodged in macro-
structures that are clearly differentiated by their structure and culture, the
more likely will positive emotional energy break the centripetal hold of the
proximal bias and lead individuals to make commitment and to assign legiti-
macy to macrostructures, whether an institutional domain or a stratification
system. And if most institutional domains and classes in the stratification
system are given legitimacy, then it is likely that the society as a whole
and the inter-societal system in which it is embedded will also receive
commitments and legitimacy.

The stratification of emotions

As I have emphasized, attachments to social structures come from consistent
arousal of positive emotions in encounters embedded within mesostructures
that, in turn, are lodged within clearly differentiated macrostructures. When
individuals experience emotions in accordance with the process outlined in
principles 1, 4, 6a, and 7, commitments to the encounter and, often, to the
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mesostructures and macrostructures in which the encounter is embedded
will increase. Conversely, when the processes described in principles 2, 5, 6b,
and 8 are operative, commitments will decline.

Another way to look at emotions and social structures is in terms of the
distribution of emotions across a population. Different sectors of a population
have habitually experienced more or less positive and negative emotional
arousal; and the cumulative effect is the unequal distribution of emotional
energy and the formation of yet one more basis of social stratification.
Those who have been successful in schools and jobs, for example, will not
only have more money and prestige, but they will also have had consistent
positive emotional arousal in these embedded corporate units, with the
result that they will exhibit the confidence to secure more positive emotions
along with other resources. In contrast, those who have been less successful
will have biographies filled with negative emotional arousal – variants and
elaborations of anger, fear, sadness, shame, and perhaps guilt – with the
consequence that they will lack the necessary confidence to secure other
resources, thereby perpetuating the emotions that accompany failure.

There should thus be a positive correlation among the distributions
of material well-being, power, prestige, and positive emotional energy, as
Collins (1975) noted long ago and as Kemper (1978) along with Collins
(1990) have emphasized. When people meet expectations and gain power
and prestige, they feel more confident; and this reservoir of positive emotions
is yet one more resource that can be used and invested to secure additional
resources. In contrast, when individuals do not meet expectations or lose
power and prestige, they lack confidence and, as a result, are less likely to
have the emotional reserves to secure other resources. Since a stratification
system is built around the unequal distribution of resources, those in the
higher classes or top factions within classes should not only have more
economic, cultural, social, and symbolic capital (to use Bourdieu’s typology),
they should also have larger reserves of positive emotional energy. Con-
versely, those in lower classes or dominated factions within classes will have
less of all forms of capital and positive emotional energy. Emotional capital –
to invent yet one more type of capital in sociology’s recent fascination with
forms of “capital” – is thus unequally distributed within and across societies.
The reason for this inequality is that high-ranking classes and dominant
factions within classes will be inhabited by persons who have been success-
ful in meeting expectations and receiving positive sanctions in encounters
embedded in corporate units lodged in institutional domains distributing
resources, whereas lower classes and dominated factions within classes will
reveal biographies where negative emotions have been aroused in encounters
lodged in corporate units of institutional domains distributing resources.

High- and low-ranking persons in the general stratification system will
also be marked by memberships in differentially evaluated categoric units
revolving around social class and, as result, they will enter most encounters
with varying degrees of prestige, with those in more valued categoric units
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able to secure more resources than those in less valued categoric units.
Indeed, the expectation states literature (e.g. Berger, 1988; Berger et al.,
1972; Berger and Zelditch, 1985) clearly documents the advantages of
high-value diffuse status characteristics over those with low-value status
characteristics.

The above generalizations need considerable qualification, however. First,
individuals in all social classes may experience positive emotions in many
encounters in corporate units lodged in institutional domains that are less
directly related to the distribution of power, money, and prestige. For
example, a person who has not been successful in either the educational or
economic domains may nonetheless have a biography of positive emotional
arousal in other domains, such as kinship, religion, or sports. Thus, whatever
the level of negative emotional energy that has accumulated as a result of
not meeting expectations in corporate units lodged in some institutional
domains, it is, to a degree, mitigated by positive emotional arousal stemming
from positive sanctioning and meeting expectations in other domains. Of
course, if a person has not been so compensated for failures in domains
involved in resource distribution (i.e. economy, polity, education) by positive
sanctioning in these other domains, then an even larger reserve of negative
emotional arousal will be evident. Thus, for example, a poor person who has
not succeeded in corporate units within the educational and economic
domains and who has also had a difficult life within the kinship domain will
have very high reserves of negative emotional energy and, potentially, be an
agent of social change.

Second, when persons have experienced sadness, fear, and anger simul-
taneously, they become more likely to experience shame and guilt; and
these painful emotions may be repressed. Once repressed, the emotions will
intensify and transmute into new emotions, particularly anger if external
attributions are made for failures in key institutional domains. If the anger
component of shame, guilt, or even alienation is pulled out of these second-
order elaborations of primary emotions (see Table 1.4), then emotions that
typically cause withdrawal and inaction – emotions like fear and sadness,
shame, and alienation – are converted into emotions that fuel aggressive
behavior which, in turn, can lead to success in securing resources that can
partially compensate for the shame that has come from failures in insti-
tutional domains directly involved in resource distribution. For instance, as
Collins (2000) recently noted, lower-class people often dominate public
places with their loud music and talk, bullying behavior, and hostility that
forces higher-ranking people to withdraw. I suspect that much of this
behavior is an outcome of repressed shame, whereby the anger component
of shame emerges and is used in highly strategic ways to gain momentary
power (over higher-ranking persons) and prestige (among one’s fellows),
while imposing negative emotions like fear on those who have been more
successful in the stratification system. In a sense, the anger that comes from
the shame experienced in focused encounters in corporate units lodged in
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distributive institutional domains is used to dominate unfocused encounters
in public places.

Third, the operation of defense mechanisms thus complicates the picture
of emotional stratification. Those who have persistently experienced sad-
ness, fear, and anger as well as first- and second-order elaborations of these
negative primary emotions like misery, grief, envy, bitterness, depression,
betrayal, dread, wariness, shame, guilt, and alienation (see tables 1.3 and 1.4)
will generally have repressed many of these emotions in order to protect
self, causing them to experience a diffuse and persistent sense of anger,
occasionally punctuated by sadness and fear. The result is that individuals
in lower social classes should, on average, reveal considerably more anger,
sadness, fear, shame, guilt, and alienation than those in upper social classes;
and these diffuse emotions coupled with less commitment to mesostruc-
tures and macrostructures will pose a potential for not only individual but
collective violence, at worst, or fuel social movements designed to change
institutional domains, at best.

Negative emotional arousal across a cocktail of negative emotions can
potentially be harnessed and used to secure more resources, including emo-
tional resources like pride at having struck back at the stratification system
and the institutional domains generating this system. Indeed, the transmuta-
tion of sadness, fear, anger, shame, alienation, and even guilt can operate as a
positive force in redressing grievances and, perhaps, in changing the institu-
tional domains and stratification system. Such is particularly likely to be the
case if the anger component of first- and second-order elaborations of shame,
alienation, and guilt is pulled out (by ideologies and leaders) and used to
mobilize individuals to secure a more equitable distribution of resources.

Jack Barbalet (1998) and, to a lesser extent, Axel Honneth (1995) have
made arguments similar to the one that I have presented above. Barbalet
emphasizes that resentment is a moral emotion in which others are per-
ceived to receive resources that they do not deserve, with classes or segments
of classes that lose resources becoming resentful of those classes and segments
that gain resources. When the resentment is conscious, it can lead to collect-
ive action, whereas when it is repressed, it will manifest itself in “crime,
cruelty, deviance, and perversity.” Vengefulness is, according to Barbalet, an
emotion that arises when people believe that their basic rights to form
meaningful social relationships are abridged by the use of power by others.
Those at the bottom of the stratification system will be more likely to
perceive that power has been used to deny them basic rights, leading to
violent actions to redress their sense of outrage. Honneth (1995) draws the
same conclusion when he argues that political protests are an outcome of
a perceived lack of respect by elites and others in advantaged persons for
the rights of dominated segments of a population to form affective bonds,
experience a sense of autonomy, and to feel esteem.

In terms of my argument, Barbalet’s and Honneth’s generalization can be
translated into a view that very intense and aggressive negative emotions like
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resentment, righteous anger, and vengeance are aroused by the repression of
shame (and to a lesser extent, guilt) in encounters over a long period of time
among segments of a population. This shame comes from the failure to meet
expectations and from the receipt of negative sanctions within corporate
units lodged in the distributive institutional domains. In particular, when self
cannot be verified in roles and when exchange payoffs consistently fall below
what a person perceives as a “just share,” an individual will experience anger,
but if fear and sadness are also evoked, then shame and alienation may also
emerge – particularly if the failure to meet expectations and the receipt of
negative sanctions in key institutional domains is habitual and long term. To
protect self, shame is repressed and re-emerges as anger, but often this anger
is further transmuted by mixing satisfaction-happiness with assertion-anger
to form righteous anger and desires for vengeance (see Table 1.3).

For anger to become further transmuted into righteous anger and ven-
geance, it is necessary for individuals to frame their experiences in terms of
“justice.” William Gamson (1992) has argued that if righteous anger is to
drive protest, “injustice frames” must first emerge, but before such frames
lead to collective mobilization, subpopulations in a society must view their
failure to verify self and receive “just rewards” in local encounters as unfair,
leaving them with not only a diffuse sense of anger but an anger made more
intense by a corresponding sense of injustice. At the level of the encounter,
individuals must perform what Jasper (2006a,b) has termed “moral work”
by translating their feelings of shame into perceptions of injustice. For this
translation to occur, external attributions need to be made; that is, others or
social structures must consistently be blamed for negative emotional arousal
(Goodwin and Jasper, 2006).

What makes this process complex is that external attribution is both a
defense mechanism and, I believe, a natural cognitive process built into
human neuroanatomy. External attribution can be conscious and accurate,
or it can emerge from repression and unconscious emotional forces. When
used as a defense mechanism and when coupled with repression of shame
and other negative emotions, external attribution allows a person to protect
self and blame others or social structures. Thus, as people persistently cannot
verify self in roles and must accept exchange payoffs below their sense of
what is fair, their feeling may be a complex mix of anger, shame, sadness,
indignation, guilt (if moral codes are invoked), and alienation. This emo-
tional cocktail may not all remain conscious, nor need it be accurate, but it is
likely some portion of this emotional cocktail may be repressed, particularly
that part which could harm self. The result is that righteous anger may be
fueled by a person’s conscious indignation at unfair payoffs in encounters,
coupled with repressed, intensified, and transmuted anger from repressed
shame and guilt. In the end, the more repressed are the emotions that attack
self, the more volatile will the emotional cocktail that fuels righteous anger
and vengeance become; and the more these emotions will lead to external
attributions that target not just other people but also larger-scale social
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structures that are perceived, through “moral work,” to cause persistent
negative emotional arousal in those institutional domains distributing valued
resources. And, the more classes and class factions have persistently experi-
enced negative emotions, imposed justice frames, and performed moral
work, the more likely will the system of emotional stratification in a society
be an impetus to social change.

Negative emotional arousal, social structure, and change

Negative emotional arousal and accurate attributions

As principles 2, 5, and 6b emphasize, individuals experience negative emo-
tional arousal when expectations are not met and/or when negative sanctions
are received (or at least perceived to have been meted out by others). The
range of potential negative emotional arousal is quite wide because there are
many variants of the three negative primary emotions, coupled with first-
order and second-order elaborations of all primary emotions. In the approach
that I advocate, the activation of defense mechanisms, particularly repression
and attribution, become critical to understanding the intensity and direction
of the emotional valences under conditions of negative emotional arousal
(principle 8). If, however, defense mechanisms are not activated and a person
makes self-attributions for the failure to meet expectations or for the receipt
of negative sanctions, several potential paths of negative emotional arousal
can ensue. One is a variant of disappointment-sadness (see Table 1.2) in
which a person is sad about his or her performance, and if this person cannot
leave the situation or make necessary adjustments to meet expectations
and receive positive sanctions, it is likely that commitments to the local
encounter and mesostructures in which this encounter is embedded will be
low. Another route is to experience variants of shame (embarrassment at the
low-intensity end of the continuum and humiliation at the high-intensity
end). Eventually, this shame will transmute into alienation and lead to even
lower commitments to social structures. When moral codes have been sali-
ent in a situation where a person has not met expectations, received negative
sanctions, and made self-attributions for these failings, then this individual
will experience guilt. And, if efforts to perform in ways that eliminate these
feelings of guilt consistently fail, then guilt will also transmute into alienation,
thereby lowering commitments to social structures.

Persons may also make accurate external attributions for their failure in
encounters to meet expectations or receive positive sanctions. Under these
conditions, individuals will generally experience anger toward others or,
potentially, the social structures in which the encounter is embedded. If
others are powerful, individuals may also experience fear when they make
accurate external attributions. If the individual cannot adjust behaviors so as
to receive positive emotional arousal because others or the structure of the
situation block such efforts, anger and fear will also be accompanied by
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sadness about one’s fate. In turn, if these three emotions are emitted simul-
taneously, a person will experience the second-order elaboration of alien-
ation from others and social structures. If individuals perform “moral work”
and accurately use “justice frames” to assess their failures, more intense
variants of anger may emerge periodically; and this anger will be accurately
directed at those persons or structural features of the situation that have
frustrated efforts to meet expectations and receive positive sanctions.

However, if individuals cannot leave iterated encounters in which they
experience negative emotional arousal and/or if others at whom anger is
directed are powerful, it is likely that attributions will become distorted by
repression. It is painful to see self as consistently responsible for failures; and
in order to protect self, a person is likely to repress shame. Similarly, to
experience persistent anger, especially anger fanned by a sense of injustice,
is taxing and drains individuals emotionally; and if these persons cannot
escape the encounters and social structures in which these encounters are
embedded, it is likely that repression of anger will occur. This repression
can be accompanied by a variety of additional defense mechanisms, such as
denial, displacement, reaction-formation, projection, and sublimation (see
Table 4.1). People will often deny that they are angry, only to have dis-
proportionate anger suddenly emerge and breach an encounter, thereby
increasing the likelihood that the person will experience shame and guilt.
Individuals may displace their anger on others not in the encounter, or
they may blame categoric units for their negative feelings about self and
powerful others. They may also reverse the polarity of their emotions,
seeing others and the structure that are frustrating them in highly positive
terms.

The problem with these kinds of defense mechanisms is that they often
break down. The repressed emotion will periodically erupt in episodes
of intense fear (high anxiety, terror), anger (rage), and sadness (ennui,
depression); and, typically, the arousal of a more intense form of a repressed
emotion will breach and disrupt the encounter, often causing a person to
experience shame or guilt at having done so. Moreover, the operation of
these defense mechanisms will typically anger others who will negatively
sanction a person, thus increasing the arousal of negative emotions and, in all
likelihood, the repression of these emotions. As these cycles of repression
and intense emotional displays of anger, anxiety, sadness, shame, or guilt
ensue, the connection between the original sources of emotions aroused
and the emotions felt and expressed will be broken, thus unleashing the
intensifying dynamics that come with repression.

Negative emotional arousal, repression, and external attributions

As emphasized above, repressed shame will generally intensify and transmute
into intense forms of anger (e.g. rage), particularly first-order elaborations
of anger such as righteousness and vengeance (a combination of mostly

Emotions and social change 191



anger coupled with lesser amounts of satisfaction-happiness). If shame is
experienced over a long period of time in many diverse encounters, it can
also transmute into sadness and anxiety, but the most common manifest-
ation is alienation, punctuated by anger at the others and social structures
from which a person is alienated.

To some degree, the nature of the target of alienation or anger is critical
in determining the emotions aroused, and it is here that attribution pro-
cesses feed into the general defenses employed to protect self. If corporate
units are the targets of repressed shame, individuals will become angry at,
and alienated from, the structure and culture of these units. If categoric units
are the targets of repressed shame, persons will experience diffuse anger at,
develop negative prejudices about, and be willing to commit discriminatory
acts against members of these units. Of particular interest are shame–anger–
shame cycles that can emerge once shame is repressed (Lewis, 1971; Scheff,
1988). If intense episodes of anger arising from repressed and transmuted
shame breach encounters, individuals will likely experience more shame at
having done this; and if this shame is repressed, anger will eventually emerge
again, setting off yet another moment of shame that is repressed. As this
cycle proceeds, the emotions involved will often intensify; and as the anger is
ratcheted up, the anger may begin to target more distant macrostructures.
Thus, repressed shame as it is transmuted into anger is, as Scheff and
Retzinger (1991) and others (Volkan, 2004) have emphasized, the fuel of
aggressive actions against social structures far removed from the encounters
that originally generated the shame.

The more the biography of a person has involved repressed shame in
corporate units within institutional domains distributing valued resources –
e.g. economy, education, polity – the more distal will be the targets of anger
and first-order elaborations of anger such as righteousness and vengeance.
Negative emotions have a distal bias to begin with, and coupled with repres-
sion, intensification and transmutation, the emotions that emerge will likely
reveal an even greater distal bias. There is also centrifugal force operating in
microstructures that pushes negative emotions outward. Positive emotional
arousal evidences a proximal bias, circulating among people in encounters as
interaction rituals (see principles 1, 4, and 6a). To avoid breaching the
encounter, negative emotions and particularly intense negative emotions like
righteous anger are repressed within the encounter and pushed out to “safer”
mesostructures and macrostructures. In this way, a person can sustain positive
emotions at the level of the encounter and, at the same time, vent negative
emotions at more remote targets. The likelihood that these dynamics will
ensue is related to several conditions.

One condition is the degree to which the targets of external attributions
can be symbolized in highly negative terms, in essence, becoming negative
totems. Aggressive acts become more likely if negative ideologies about the
“evils” of the targets of external attribution can emerge. Here leaders, media,
and dense networks of others who share the ideology are critical to sustaining
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the righteous anger at distal targets, including the institutional systems of
other societies (as is the case with terrorists).

Another condition is the focus of local networks on targets of external
attribution. Particularly critical is positive sanctioning for articulation of the
negative ideology about the evil characteristics of targets. This sanctioning
can also work to enable individuals to perceive that they are meeting
expectations for realizing the goals of the network, such as attacking (or
thinking about attacking) the targets of external attributions. For example,
terrorist cells often charge up the positive emotional energy and symbols by
the very act of planning or just “thinking about” action, as individuals
positively sanction each other and perceive that they have indeed met
expectations. The planning of acts of aggression, per se, increases the positive
emotional energy of the local encounters among people in a dense network,
focusing positive energy on fellow travelers and combining this positive
energy with anger at external targets, producing mixes of positive and
negative emotions like righteousness and vengeance.

A third condition follows from the above. If individuals can charge up the
positive symbols of the local network into an ideology legitimating their
goals, and then juxtapose this positive ideology against the negative ideology
demonizing the targets of external attribution, then each and every inter-
action in an encounter reaffirms both the positive and negative symbols,
keeping the positive emotions focused on the targets of external attribu-
tions. Indeed, even thinking about external targets juxtaposes the positive
and negative symbols in ways that sustain intense emotional arousal.

For these dynamics to target macrostructures, especially those of another
society, the connection between the mesostructures originally generating
shame must be severed by the activation of defense mechanisms or, alter-
natively, must be manipulated by actors with an interest in displacing anger of
individuals outward. Shame is produced locally in encounters lodged within
mesostructures embedded in institutional domains and stratification systems;
and so, for the anger emerging from repressed shame to target remote tar-
gets, the connection between the local structures producing shame must be
obscured or lost. Otherwise, individuals would target the real sources of
their shame: the encounters in mesostructures where emotions are aroused.
Repression facilitates this disconnection; and leaders, media, and other actors
can further break the connection by portraying external targets in highly
negative terms. Moreover, the positive emotions that people also experience
in local encounters – family, neighborhood, friendship cliques, religious rit-
uals, and the like – also operate as a kind of emotional high-pressure area that
deflects negative emotions outward toward macrostructural targets. In this
way, individuals can sustain the emotional highs that come with interaction
rituals at the local level, while displacing outward their anger at targets at the
more remote macrostructural level of social organization.

Along with the distal biases of negative emotional arousal, there are
also resource mobilization dynamics that institutionalize this distal bias
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(McCarthy and Zald, 1977; Tilly, 1978; Goodwin and Jasper, 2006). If cor-
porate units, with a new ideology and symbolic medium of discourse and
exchange, can emerge to recruit and channel collective anger toward remote
targets, then the structure and culture of these units will assure that local
encounters maintain the focus on external “enemies.” The success of such
corporate units – whether a social movement organization or a terrorist cell
– depends not only on the symbolic resources (ideology and symbolic
media) that can be mobilized, but also on material resources such as money,
organizational expertise, and a ready pool of recruits among whom diffuse
anger already exists as a result of persistent shaming or other forms of
negative emotional arousal. Again, emotions are one of the key resources of
any successful social movement.

As individuals develop ideologies justifying their anger at external targets,
while demonizing these targets with negative ideologies, they have per-
formed the “moral work” and generally imposed “justice frames” to focus
emotional energy on remote external targets. To see a cause in moral terms
intensifies the commitment; and to phrase the issues and goals of an emer-
ging corporate unit organizing and channeling people’s emotions in terms
of “justice” legitimates whatever actions will be taken. People can feel vari-
ants of first-order elaborations of anger, such as indignation, loathing, dis-
gust, bitterness, hate, wrath, fury, outrage, vengeance, pride, righteousness,
revulsion, dislike, antagonism, and other emotions built around the anger
that has been pulled out of repressed shame and often combined with satis-
faction-happiness to forge a most dangerous emotional cocktail. This col-
lage of emotions adds to the intensity of emotional arousal, while providing
an emotional charge to the morality of a cause.

Even if individuals do not perceive that they will be successful in their acts
against targets, the very framing of issues in terms of morality and justice
allows them to experience positive emotions, such as pride, and to ratchet
up the positive emotional flow through interaction rituals in ways sustaining
a change-oriented organization. In this way, negative emotions like shame
and variants of anger become positive emotions that add fuel to the emo-
tional fire driving the formation of corporate units whose goal is to target
mesostructures and macrostructures. Moreover, when the targets of external
attributions are portrayed in highly negative terms, they become more
threatening which, in turn, increases the intensity of the indignation and
other moral emotions. As a consequence, individuals feel even more morally
correct and prideful when they perceive that through their ideologies, use of
symbolic media (revolving around justice and fairness), and planning for
action they have “stood up” to an “evil” force (Stein, 2001; Gould, 2001,
2002).

As affective ties build up among members of a change-oriented corporate
unit, these positive emotions can be used to recruit new members, to forge
solidarity, to motivate participation (Lichterman, 1996), and to sustain a
movement in “abeyance” during difficult times and strategic reversals (Rupp
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and Taylor, 1987; Taylor, 1989). Thus, positive emotions flowing in accord-
ance with principles 1, 4, and 6a become a critical force in sustaining an
organization, even as other resources needed for action become problematic.
As Goodwin and Jasper (2006) have noted, resource mobilization theories
tended to underemphasize emotions but, in fact, emotions and the inter-
action rituals that generate and sustain them are a critical resource for all
collective action against social structures. Without emotional commitment
to goals defined in terms of morality and justice, social movement organiza-
tions loose their driving force. Power, money, and organizational capacities
alone can indeed change social structures, but power, money, organizational
structures, and high levels of emotional arousal can typically generate even
more social change.

Emotions and social transformation

Positive emotional energy and change

There are many forces causing change, and so we cannot see emotions as the
only engine of social transformations. But, emotions are still an important
ingredient of change. Positive emotional arousal will generally translate into
commitments to corporate and categoric units and, by extension, the insti-
tutional domains and classes of the stratification system. As such, positive
emotions work to sustain the status quo. However, when corporate units
have goals that can potentially change macrostructures, attachments operate
to sustain the division of labor of these units and their change-oriented goals.
Whether an army revealing solidarity (Turchin, 2006), a social movement
composed of committed persons, a focused political party, or a firm with a
new technology, these change-oriented meso units require committed
incumbents. Such commitments come when the structure is perceived to
mete out sanctions and when role-making leading to self-verification and
positive exchange payoffs are perceived to be facilitated by the structure and
culture of the meso-level unit. And, the more such units can garner other
resources such as power, economic capital, and social capital, the more they
will be in a position to change macrostructures and their cultures.

Negative emotional energy and change

More interesting, perhaps, is the arousal of negative emotional energy and
the more volatile dynamics that such energy can unleash. When negative
and positive emotions are highly stratified, the potential for collective action
by those with high reserves of negative emotional energy increases, if other
resources such as ideology, leadership, money, and corporate units can be
brought to bear on their grievances. Diffuse anger among a large segment of
a population is often a powder keg waiting for a fuse and someone to light
the fuse, but other emotions such as collective shame, guilt, grief, sadness, or
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even alienation can serve as the raw materials around which change-oriented
movements can begin. One critical force is the imposition of justice frames
so a broad spectrum of persons can be potentially mobilized.

Successful movements not only recruit those adversely affected by exist-
ing conditions but also sympathizers; and here the justice frames become
essential. When an ideology can be articulated in terms of justice frames and
morality, additional people can be recruited to join the movement; or if they
do not actually join, their sympathy may reduce resistance to the movement
or provide crucial resources. The civil rights movement in the United States
is an excellent example of these dynamics. The movement framed the issue
as one of justice, with support from elements of the legal system. Moreover,
the fear, sadness, anger, and shame of those who had been oppressed were
successively converted into pride at having confronted the system of racial
and ethnic stratification, with the violence meted out by local political
authorities used as a means for mobilizing sympathizers who, in turn, sup-
ported the movement in communities, halls of local and national power,
schools, and economy. Political democracy is typically a critical condition
for successful social movements because it allows channels of influence ped-
dling, mobilization for political purposes, political dialogue and discourse,
ideological conflict and ferment, and other important elements of successful
movements.

In societies evidencing less democracy, movements often have difficulty
emerging and prospering (as a consequence of coercive repression by cen-
ters of power), but if the anger is sufficiently widespread and the sense of
injustice is increased through effective leadership and ideological articula-
tion, then the diffuse anger can be mobilized – often at great risks – against
centers of power. Initial engagement may lead to violence and even reversals,
but if the collective engagement can be sustained, conflict becomes very
much like a vortex, pulling in persons who have large reserves of anger and
particularly persons whose anger is the surface manifestation of repressed
shame and humiliation. Initially, this anger is mobilized to strike out at
meso-level structures that are seen to have caused the arousal of negative
emotions, but as the conflict is engaged, the mesostructures of the political,
economic, educational, and religious institutional domains are pulled into
the conflict.

And, once these mesostructures are defined as representatives of larger
institutional domains and/or as responsible for the unequal distribution of
resources in the stratification system, the conflict becomes one focused on
changing macrostructures more than the local mesostructures in which
people have experienced negative emotional arousal. The outcome of such
conflicts often depends upon the relative resource levels of the contending
parties, but often the emotional resources of those in change-oriented cor-
porate units are just enough to tip the balance of the conflict, although at
other times, the level of coercive power of the state is simply too great for
even a movement drawing upon deep and diffuse anger.
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When anger is repressed and when centers of power have sufficient
resources to control collective mobilization, the shame that is often the root
source of this anger may transmute into alienation. At other times, the anger
may be pushed outward beyond a society’s borders or it may target safe
scapegoats, typically members of categoric units (ethnic subpopulations
or members of a religion). In one sense, these dynamics can be seen as a
kind of collective displacement of anger from the meso units of a society’s
institutional domains to safer targets that cannot so easily “fight back.” As
this process unfolds, the connection between the anger and its original
source – meso units in a society’s distributive institutional domains – is lost
or distorted so that “outsiders” are now considered to have caused the
negative emotions. In this way, local encounters in neighborhoods and
communities are sustained in a positive mode, in accordance with principles
1, 4, and 6a. As such, these positive-valenced encounters operate to sustain
the displacement of aggression outward to external enemies.

Terrorism is, I believe (Turner, 2006, 2007a, b), fueled by these dynamics,
as centers of political power repress dissent and use media to deflect anger
outward toward the “west” and its “corrupt” institutional systems. The
intensity of religious ideologies, coupled with the flow of positive emotions
in networks plotting to attack an enemy’s institutional systems, create a
deadly combination: intense positive emotional arousal in local networks
combined with negative ideological portrayals of external enemies. This
combination generates righteous anger and vengeance toward external tar-
gets, coupled with high levels of positive emotional arousal for planning or
even thinking about attacking these targets (see Volkan 1999, 2004, and 2006
for an in-depth analysis of these dynamics). Under these conditions, people
will often be willing to kill themselves in the name of a cause, deriving high
levels of pride and other positive emotions for doing violence to others who
are seen to represent evil institutional and stratification systems.

Conclusion

As with other chapters, I have offered many provisional propositions that
can serve as hypotheses for research. Here, I present only the most import-
ant general propositions that can complete the theory that I have been
developing.

15 The more iterated encounters embedded within corporate and categoric units lead
to consistent positive emotional arousal among their participants, the more likely
are individuals to develop commitments to the structure and culture of these
mesostructures; and the more individuals experience consistent positive emotional
arousal across iterated encounters within diverse corporate and categoric units
within clearly differentiated institutional domains with their own norms, ideolo-
gies, and generalized symbolic media and within differentiated classes and class
factions with their own legitimating ideologies, the greater will be reserves of
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positive emotional energy and, hence, the more likely will the proximal bias of
positive emotions be broken, allowing individuals to develop commitments to the
structure and culture of macrostructures.

A The more stratified is a society, and the more clear-cut class divisions and
factions within classes, the more likely will the distribution of positive emo-
tional energy among members of a population be correlated with the distribu-
tion of power, money, and prestige; and, hence, the more likely are those in
the upper and middle classes and/or dominant factions within classes to
have experienced positive emotional arousal in encounters, leading them
to develop commitments to the system of stratification and the ideologies
legitimating this system.

B The more differentiated are institutional domains involved in distributing
resources, the more likely are those experiencing positive emotional arousal
in these domains to be in the upper and middle classes and/or dominant
factions of classes; and, hence, the more likely are individuals in these classes
and factions to have experienced positive emotional arousal in encounters,
leading them to develop commitments to both the culture and structure of
system of stratification and the institutional domains generating this system.

C The more corporate units within institutional domains or class factions
within the stratification system are mobilized for change-oriented action, and
the greater has been the consistency of positive emotional arousal and the
level of commitments among members of these units, the more likely will
these corporate units or factions be successful in change-oriented activities, if
they have other necessary material, organization, and symbolic resources.

16 The more iterated encounters embedded within corporate and categoric units lead
to consistent negative emotional arousal among their participants, the less likely
are individuals to develop commitments to the structure and culture of these units;
and the more individuals experience consistent negative emotional arousal across
iterated encounters within diverse corporate and categoric units within clearly
differentiated institutional domains and within clearly differentiated classes and
class factions of the stratification system, the less will be their commitments to the
structure and culture of macrostructures, and the more likely will their cumulative
negative emotional arousal be mobilized in efforts to change the culture and
structure of macrostructures.

A The more negative emotional arousal in mesostructures within distributive
institutional domains is accompanied by consistent positive emotional arousal
in non-distributive institutional domains, the less will be the mobilization
potential of cumulative negative emotional arousal in the mesostructures of
distributive institutional domains.

B The more individuals experiencing negative emotional arousal in mesostruc-
tures within distributive institutional domains make self-attributions for
their failures in these domains, the less will be the mobilization potential of
cumulative negative emotional arousal.
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C The more negative emotional arousal in mesostructures within institu-
tional domains has evoked variants and first-order elaborations of fear,
anger, and sadness, the more likely are individuals to have also experienced
second-order elaboration of these negative emotions, particularly shame and
alienation but also guilt if failures in these domains are evaluated in moral
terms.

D The more individuals have experienced shame in mesostructures within
distributive institutional domains, the more likely are they to have repressed
this shame, particularly if they have been unable to verify self in roles and/or
to receive just shares of resources; and the more repressed is this shame as well
as other second-order emotions like guilt and alienation, the more likely will
the anger component of these second-order elaborations of negative primary
emotions surface and be part of external attributions, thereby increasing
the level of anger at the structure and culture of mesostructures and
macrostructures.

17 The more individuals have experienced diffuse anger, especially anger emerging
from repressed second-order elaborations of negative primary emotions, the more
likely will they make external attributions to macrostructures; and the more likely
will they begin to experience intense first-order elaborations of anger such as
righteous anger and vengeance at targets of external attribution.

A The more the connection between negative emotional arousal and the struc-
tures and persons causing this arousal become obscured, the more distal will
the targets of external attributions become, and the more intense will the
emotions accompanying these attributions be.

B The more available are resources – ideological, financial, political – and
the more leaders can articulate grievances and use negative ideologies to
sustain external attributions to macrostructures and the negative emotions
accompanying these attributions, the more likely will intense forms of anger
like righteous anger and vengeance be channeled into collective violence.

1 The more local networks and the encounters in them can sustain high
levels of positive emotional energy for the planning and implementation
of violence against enemies portrayed in negative ideologies, the more
likely are individuals to experience and act upon their righteous anger
and feelings of vengeance.

2 The more negative emotions can be framed in terms of justice and
morality, the more intense will the negative ideologies about the targets
of external attributions, and the more likely will local networks and
encounters increase the intensity of righteous anger and feelings of
vengeance, and the more likely will the goals of the corporate units
formed by these networks be viewed in moral absolutes.
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9 The theory reviewed

Unlike earlier works, where I developed too many highly complex
principles, I have tried to keep the formal principles to a minimum; as a result,
I offer seventeen principles, although it is obvious that these are still rather
complex principles. Yet, as I emphasized at the beginning of this book, the
power of a theory is in the propositions that it generates, with each general-
ization serving as a testable hypothesis. I have couched these principles in
the language that I have employed over the last decade, but I think that they
can be converted into the vocabularies of most other theories without
significant loss of content. One does not read these principles, of course,
without understanding the simple conceptual scheme on which they are
hung, nor will the propositions be clear without at least some familiarity
with the terms defining key concepts. Despite these limitations, I thought it
useful to put all of the basic principles developed in each chapter in one
place, if only for easy reference when reading the chapters. As I emphasized
early on, I make frequent reference to some of these principles by their
number, and so they are listed here for quick reference to refresh the reader’s
memory.

The theoretical principles

1 When expectations for self, other, and situation are met in an encounter,
individuals will experience mild positive emotional arousal and will be
more likely to give off positive sanctions to others (see principle 4 below);
and if they had some fear about expectations being met, they will experi-
ence more intense variants and elaborations of positive emotions.

2 The likelihood that expectations will be met in an encounter is a posi-
tive function of the degree of clarity in expectations, which, in turn, is a
positive and multiplicative function of:

A The degree to which participants to an encounter use the same
emotional phonemes and syntax.

B The degree to which an encounter is embedded in corporate and
categoric units.



C The degree to which the meso-level corporate and categoric units
are embedded in macro-level institutional domains and stratification
systems.

D The degree to which the cultural symbols of meso- and macro-
level structural units are explicit and consistent.

E The degree to which transactional needs generate expectation
states that are consistent with A–D above.

3 When expectations for self, other, and situation are not met in an
encounter, individuals will experience one or more negative emotions.
The likelihood that expectations will not be met in an encounter is a
positive and multiplicative function of:

A The degree to which participants to an encounter do not use the
same emotional phonemes and syntax.

B The degree to which an encounter is not embedded in corporate
and categoric units.

C The degree to which an encounter is not clearly embedded in an
institutional domain or a location in the stratification system.

D The degree to which divergent or ambiguous cultural symbols are
invoked by participants to an encounter.

E The degree to which transactional needs are unclear, ambiguous, or
unattainable in an encounter.

4 When individuals perceive that they have received positive sanctions
from others, they will experience positive emotions and be more likely
to give off positive sanctions to others in an escalating cycle that
increases rhythmic synchronization of talk and body language, height-
ened mutual flow of positive sanctioning, increased sense of social soli-
darity, representation of this solidarity with symbols, and overt as well
as covert ritual enactments toward these symbols. The likelihood that
positive sanctions and these interaction rituals will occur is a positive
function of the conditions listed under 2A–E above.

5 When individuals perceive that they have received negative sanctions
from others, they will experience negative emotions; and the more
negative these emotions, the more likely are defensive strategies and
defense mechanisms revolving around repression, intensification, and
transmutation to be unleashed, and the less will be the degree of solidar-
ity in the encounter and, potentially, the less will be the commitments
to the meso and macrostructures (and their respective cultures) in
which the encounter is embedded. The likelihood that negative
sanctions will have these effects is a positive function of the conditions
listed under 3A–E and the intensity of transactional needs for self-
verification.

6 When individuals experience either positive or negative emotional
arousal, they will make attributions about the cause of their emotional

The theory reviewed 201



experiences to one or more of the following objects: self, others, struc-
ture of encounter, structure and culture of corporate unit, members of
categoric units, institutional domain, stratification system, society, or
system of societies. (a) Positive emotional arousal reveals a proximal bias,
with individuals making self-attributions for meeting expectations and
receiving positive sanctions, thereby initiating the ritual dynamics that
sustain the flow of positive emotions (propositions 1 and 4), whereas (b)
negative emotional arousal evidences a distal bias, with individuals
making external attributions for the failure to meet expectations or for
the receipt of negative sanctions, with a propensity to bypass others and
the local encounter and target the structure and culture of corporate
units and members of categoric units.

7 Humans possess at least five transactional needs for verification of self,
profitable exchange payoffs, group inclusion, trust, and facticity, all of
which generate expectation states in an encounter; and the more these
expectation states generated by transactional needs are met, especially
needs for self-verification and profitable exchange payoffs, the more
likely are individuals to experience positive emotions and make self-
attributions, while giving off positive emotions to others that initiates
solidarity-generating interaction rituals (as described in propositions
1 and 4).

A The more others are seen as facilitating the meeting of transactional
needs, the more likely will the giving off of positive emotions also
involve the expression of gratitude.

B The more the structure and culture of the corporate unit are seen as
facilitating the meeting of transactional needs, the more likely will
individuals develop commitments to this culture and structure.

C The more members of categoric units are seen as facilitating the
meeting of transactional needs, the more likely will individuals
develop favorable prejudices toward members of these categoric
units.

8 The less expectation states generated by transactional needs are met in
an encounter, and especially needs for self-verification and profitable
exchange payoffs, the more individuals will also perceive this failure to
meet expectations as negative sanctions from others and, hence, the
more intense will be their negative emotional arousal; and the more
intense is the level of negative emotional arousal, the more likely will
defense mechanisms be activated and lead to external attributions (see
propositions 3 and 6b).

A To the degree that individuals make self-attributions for failing to
meet transactional needs in an encounter, the more likely will they
experience all three negative emotions; and the more they experi-
ence these emotions simultaneously, the more likely are they to
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experience shame; and if moral cultural codes are invoked to evalu-
ate self under these conditions, the more likely will they experience
guilt as well.

B The more individuals consistently experience shame and, to a lesser
extent, guilt in iterated encounters, the more likely are they to
employ defensive strategies and defense mechanisms, and the more
they activate defense mechanisms, the more likely are external
attributions revolving around transmuted and intensified negative
emotions to be made.

1 If others are targeted, individuals will experience and express
anger toward these others; and if shame is the repressed emo-
tion, the more intense will this anger be.

2 If corporate units in which an encounter is embedded are tar-
geted, individuals will experience and express anger toward this
unit, thereby reducing commitments to the structure and cul-
ture of this unit; and if repressed shame and, to a lesser extent,
guilt are fueling this anger, the more likely will this anger
transmute further into alienation from the culture and structure
of the corporate unit and, potentially, the culture and structure
of the more inclusive institutional domain as well.

3 If categoric units in which an encounter is embedded are tar-
geted, individuals will experience and express anger at, and
develop negative prejudices toward, members of these units and,
potentially, the more inclusive institutional domains or locations
in the stratification system generating these categoric units.

9 The clarity of expectations for all dimensions of social structure in
encounters – that is, roles, status, ecology, and demography – is a positive
function of the degree to which an encounter is embedded in corporate
and categoric units.

A The clarity of expectations in corporate units is an additive func-
tion of:

1 The visibility of boundaries of the corporate unit and the
existence of entrance and exit rules.

2 The explicitness of goals and the degree of focus by a corporate
unit on these goals.

3 The level of differentiation of the institutional domain in
which a corporate unit is embedded.

4 The explicitness of the vertical and horizontal divisions of labor
in the corporate unit.

5 The formality of the structure of the corporate unit.
6 The level of consistency among ideologies, generalized sym-

bolic media, and norms governing the operation of the corpor-
ate unit.
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7 The degree of correlation between positions in the division of
labor, particularly in the vertical division of labor, with mem-
berships in discrete categoric units.

B The clarity of expectations associated with categoric units is an
additive function of:

1 The degree of discreteness of the boundaries defining member-
ship in a categoric unit.

2 The degree of consensus over the relative evaluation of categoric
units and the ideologies used to form this evaluation.

3 The degree of embeddedness of categoric units in the macro-
level stratification system and the level of inequality in this
system.

4 The homogeneity among individuals who are members of a
categoric unit.

5 The degree of correlation of membership in one categoric unit
with membership in other categoric units.

6 The degree of correlation of membership in categoric units
with diverse positions in the vertical and horizontal divisions of
labor in corporate units embedded in differentiated institutional
domains, especially domains distributing valued resources.

10 The more individuals employ similar languages, particularly the lan-
guage of emotions, the more likely will they be successful in mutual
role-making, role-taking, and role verification; and the more they can
successfully role-make and role-take, the more likely are they to com-
municate the expectations associated with their respective roles and
relative status which, in turn, makes it more likely that they will
understand and meet expectations generated by transactional needs and
culture.

11 The more individuals understand the meanings associated with the
ecology and demography of an encounter, the more likely are they to
successively role-make and role-take, and thereby successfully verify
each other’s roles and status which, in turn, will increase the likelihood
that they will understand and meet expectations generated by trans-
actional needs and culture.

12 The less individuals successfully role-take, role-make, and verify roles,
the less likely are expectations associated with status, ecology, dem-
ography, and culture to be fully understood, thereby increasing the
likelihood that individuals will fail to meet expectations, while increas-
ing the likelihood that they will experience negative sanctions.

13 To the degree that self is highly salient and to the extent that core self-
conceptions are implicated in efforts to verify a role-identity, the greater
will be the potential for more intense emotional arousal, whether
positive or negative.

204 The theory reviewed



A The more expectations for self are verified in a role, the more
intense will be the level of positive emotional arousal, and the more
likely will the dynamics outlined in principles 1, 4, 6a, and 7 be
initiated.

B The less expectations for self are verified in a role, the more
intense will be the level of negative emotional arousal, and the more
likely will the dynamics outlined in principles 3, 5, 6b, and 8 be
activated.

14 The more an encounter is embedded in meso-level structures and the
more these mesostructures are embedded in institutional domains
and/or society-wide stratification systems, the greater will be the
moral content from values, ideologies, generalized symbolic media, and
norms penetrating the encounter; and the higher the level of moral
content penetrating the encounter, the more intense will be the emo-
tions aroused, whether positive or negative, during the process of
normatization.

A The more self is salient under conditions of high moral content, the
more expectations for categorization, framing, ritualizing, com-
municating, justice calculations, and feelings will become impli-
cated in the process of verification of self and, hence, the more
intense will be the emotions aroused, whether positive or negative,
during the process of normatization.

1 The more self is verified during each phase of normatization,
the more likely will the processes outlined in principles 1, 4, 6a,
and 7 be initiated.

2 The less self is verified during each phase of normatization, the
more likely will failure to meet expectations also be viewed as
negative sanctions to self and, hence, the more likely will a
person experience shame and guilt.

3 The more shame or guilt is repressed, the more likely will these
emotions be transmuted into anger and, hence, the more likely
will the processes outlined in principles 3, 5, 6b, and 8 be
operative.

B The more initial phases of normatizing, particularly categorization
and framing, prove successful, the more likely will other phases of
normatizing (ritualizing, forms of communication, justice calcula-
tions, and agreements on emotion rules) be achieved; and, con-
versely, the less successful are initial phases of normatizing, the more
pronounced will be ritual sequences among individuals and the
more problematic will normatizing become, unless these ritual
efforts can establish a frame which, in turn, can lead to successful
categorization.
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15 The more iterated encounters embedded within corporate and cat-
egoric units lead to consistent positive emotional arousal among their
participants, the more likely are individuals to develop commitments to
the structure and culture of these mesostructures; and the more indi-
viduals experience consistent positive emotional arousal across iterated
encounters within diverse corporate and categoric units within clearly
differentiated institutional domains with their own norms, ideologies,
and generalized symbolic media and within differentiated classes and
class factions with their own legitimating ideologies, the greater will be
reserves of positive emotional energy and, hence, the more likely will the
proximal bias of positive emotions be broken, allowing individuals to
develop commitments to the structure and culture of macrostructures.

A The more stratified is a society, and the more clear-cut class divi-
sions and factions within classes, the more likely will the distribu-
tion of positive emotional energy among members of a population
be correlated with the distribution of power, money, and prestige;
and, hence, the more likely are those in the upper and middle classes
and/or dominant factions within classes to have experienced posi-
tive emotional arousal in encounters, leading them to develop
commitments to the system of stratification and the ideologies
legitimating this system.

B The more differentiated are institutional domains involved in dis-
tributing resources, the more likely are those experiencing positive
emotional arousal in these domains to be in the upper and middle
classes and/or dominant factions of classes; and, hence, the more
likely are individuals in these classes and factions to have experi-
enced positive emotional arousal in encounters, leading them to
develop commitments to both the culture and structure of system of
stratification and the institutional domains generating this system.

C The more corporate units within institutional domains or class
factions within the stratification system are mobilized for change-
oriented action, and the greater has been the consistency of positive
emotional arousal and the level of commitments among members
of these units, the more likely will these corporate units or fac-
tions be successful in change-oriented activities, if they have other
necessary material, organization, and symbolic resources.

16 The more iterated encounters embedded within corporate and cat-
egoric units lead to consistent negative emotional arousal among their
participants, the less likely are individuals to develop commitments to the
structure and culture of these units; and the more individuals experience
consistent negative emotional arousal across iterated encounters within
diverse corporate and categoric units within clearly differentiated insti-
tutional domains and within clearly differentiated classes and class fac-
tions of the stratification system, the less will be their commitments to
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the structure and culture of macrostructures, and the more likely will
their cumulative negative emotional arousal be mobilized in efforts to
change the culture and structure of macrostructures.

A The more negative emotional arousal in mesostructures within
distributive institutional domains is accompanied by consistent
positive emotional arousal in non-distributive institutional domains,
the less will be the mobilization potential of cumulative negative
emotional arousal in the mesostructures of distributive institutional
domains.

B The more individuals experiencing negative emotional arousal in
mesostructures within distributive institutional domains make self-
attributions for their failures in these domains, the less will be the
mobilization potential of cumulative negative emotional arousal.

C The more negative emotional arousal in mesostructures within
institutional domains has evoked variants and first-order elabor-
ations of fear, anger, and sadness, the more likely are individuals to
have also experienced second-order elaboration of these negative
emotions, particularly shame and alienation but also guilt if failures
in these domains are evaluated in moral terms.

D The more individuals have experienced shame in mesostructures
within distributive institutional domains, the more likely are they to
have repressed this shame, particularly if they have been unable to
verify self in roles and/or to receive just shares of resources; and the
more repressed is this shame as well as other second-order emotions
like guilt and alienation, the more likely will the anger component
of these second-order elaborations of negative primary emotions
surface and be part of external attributions, thereby increasing the
level of anger at the structure and culture of mesostructures and
macrostructures.

17 The more individuals have experienced diffuse anger, especially anger
emerging from repressed second-order elaborations of negative primary
emotions, the more likely will they make external attributions to mac-
rostructures; and the more likely will they begin to experience intense
first-order elaborations of anger such as righteous anger and vengeance
at targets of external attribution.

A The more the connection between negative emotional arousal and
the structures and persons causing this arousal become obscured, the
more distal will the targets of external attributions become, and the
more intense will the emotions accompanying these attributions be.

B The more available are resources – ideological, financial, political –
and the more leaders can articulate grievances and use negative
ideologies to sustain external attributions to macrostructures and
the negative emotions accompanying these attributions, the more
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likely will intense forms of anger like righteous anger and ven-
geance be channeled into collective violence.

1 The more local networks and the encounters in them can sustain
high levels of positive emotional energy for the planning and
implementation of violence against enemies portrayed in nega-
tive ideologies, the more likely are individuals to experience and
act upon their righteous anger and feelings of vengeance.

2 The more negative emotions can be framed in terms of justice
and morality, the more intense will the negative ideologies
about the targets of external attributions, and the more likely
will local networks and encounters increase the intensity of
righteous anger and feelings of vengeance, and the more likely
will the goals of the corporate units formed by these networks
be viewed in moral absolutes.

Conclusion

There is little more to say, except this: whatever the merits of the theory, it is
a theory in the sense of stating at a very abstract level the relationships among
fundamental properties of the social universe. I have covered a large terrain:
the whole social universe. My goal was to explore how generic forms of
social organization and how the culture inherent in all patterns of social
organization cause the arousal of not just emotional valences along a posi-
tive and negative continuum but also specific emotions. Conversely, I have
sought to explain how the valence and specific emotions aroused affect not
only the dynamics of encounters where they are generated but also larger-
scale social structures and their attendant cultures. Emotions are one of the
most critical micro-level social forces because they are what hold all levels of
social reality together or, in the end, breach encounters or break mesostruc-
tures and macrostructures apart. Emotions are, of course, not the only force
that has these effects, but emotions are a critical force that, until the
last few decades, has been under-theorized in sociology. There are now
many interesting theories of emotions in sociology today (see Turner and
Stets, 2005, 2007; Stets and Turner, 2006 for reviews), and my efforts in this
book have drawn heavily from these theories, with an eye to integrating
them into an even more robust sociological theory of emotions. My
approach to theorizing is, I realize, not everyone’s cup of tea, but even if one
does not accept my emphasis on developing scientific principles, some of
the ideas that I have put forth may still be useful in other types of conceptual
and empirical endeavors. And, as I often emphasize, if this theory is found
wanting, then it is incumbent upon the critic to take this “sad song and
make it better” or at least compose a better song.
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