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Prolegomena to a Social 
Psychological Approach to 

Judgment and Decision Making

“Never mind the formulas; we want you to think statistically.”
Matthias Geyer (paraphrased, University of Bielefeld, ca. 1980)
“Now you tell me!” Student’s response (after having taken the course)

Processes of judgment and decision making are essential activities for an organism 
to psychologically reconstruct the world, make sense of it, and respond to it adap-
tively. Some judgments are concerned with value (or utility), others with physical 
characteristics. Some judgments are absolute, others comparative. Decisions are 
concerned with preferences, that is, they are necessarily comparative. Typically, 
decisions entail actions. To say that “I decided that Joe was the better candidate 
for the job than Jane” makes little sense unless a job offer for Joe is forthcoming. 
Otherwise, the comparison lingers at the level of judgment. Typically, judgments 
precede and enable decisions. 

It is not a trivial exercise to demarcate the domain of the psychology of judgment 
and decision making (JDM). At one extreme, a great range of behavior expressed 
by an organism can be described as judgment or decision. Where that range ends is 
less clear. Simple reflexes or internal, physiological reactions, for example, seem out 
of bounds. On the other hand, and contrary to folk wisdom, visual perception can 
be described as a clever act of creation that involves “inferences” (Helmholtz, 1867; 
Rock, 1983). Ordinary understanding does not incorporate the idea of unconscious 
inferences; it treats judgment and decision making as activities that humans pursue 
with purpose and deliberation. A jury’s efforts to reach a verdict are prototypical in 
this regard. A jury, of course, is a group of people, whereas a judging and deciding 
individual can be alone. 

Issues of individual versus group-level JDM as well as issues of delibera-
tive versus nonconscious JDM, among others, are explored. Payne and Iannuzzi 
(Chapter 3) show how a process-dissociation model can yield separate estimates 
for the impact of controlled versus automatic reasoning on J and DM. The key to 
their method is that the two processes must be set in competition with each other, 
which can be done experimentally. Larrick, Mannes, and Soll (Chapter 13) survey 
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issues or information aggregation within and across individuals. They show how, 
depending on the task and the information at hand, judgments and decisions can 
range from the egocentric to the wise.

As a scientific discipline, the psychology of JDM cannot be too constrained by 
folk psychology. Its objective is to model and explain how humans (and other animals) 
make all sorts of judgments and decisions, and do so with theoretical frameworks that 
are as parsimonious as possible. Ideally, there would be an  overarching  meta-theory, or 
at least a shared metaphor, guiding the research enterprise. The rational-actor model, 
computational models, evolutionary game theory, and various homo    us-es 
(economicus, heuristicus) have been among the contenders. The continuing coexis-
tence of these models and the controversies among them suggest, at minimum, that 
the study of JDM is difficult. Were it not so, a unified theory would have emerged by 
now. A somewhat dyspeptic conclusion is that some of the existing models must be 
false; a more optimistic inference is that many models probably do a good job account-
ing for some aspect of JDM. Whatever the case may be, it is no longer enough to sim-
ply ask people to describe their own thought processes and leave it at that. 

In psychology, the temptation to simply ask always lurks near the surface. To 
most people their own J’s and D’s seem obvious, rational, and dictated by the stim-
ulus or the task at hand. They tend not to see that many other individuals come up 
with different J’s and D’s that seem obvious to them. Social reasoning is fundamen-
tally and inescapably egocentric, a theme that Gilovich, Cone, and Rosenzweig 
(Chapter 1) elaborate in new and interesting ways. Likewise, much of the cognitive 
work goes on underground, as it were, and remains inaccessible to introspection 
(see Payne & Ianuzzi, Chapter 3). Many of the stories people tell to account for 
their J’s and D’s are post hoc attempts to convince themselves and others of their 
own reasonableness (Kurzban, 2010). The advantage of the experimental method 
is that it confronts judges and decision makers with systematic variations in the 
problem that would otherwise go unnoticed, but that are critical in that they reveal 
the psychological processes supporting JDM. 

To illustrate, consider the game of balla, which the Franciscan monk Fra Luca 
dal Borgo (“Paccioli,” 1446–1517) used to study the “problem of points” (cf. David, 
1962). The game involves a device that produces outcomes two players can bet 
on. In a classroom demonstration, I asked one student to flip a coin and two other 
students, A and B, to contribute $10 each to a stake. If the coin came up heads A 
won the round, otherwise B won the round. We agreed that whichever player was 
the first to win six rounds would take the entire stake. Paccioli’s question was “How 
should you divide the stake if the game cannot be completed?” In the classroom 
demonstration, I stopped the game when player A was ahead five to two. 

Polling the class on what to do, I found a large group that—like Paccioli—favored 
a proportional division: seven rounds had been played, and A had won five, therefore 
A was entitled to 5/7 of the stake. A minority asked that the $10 dollars each player 
had contributed should be returned. One student insisted that A should get the whole 
stake because he was closer to winning. In short, there was some variation in response, 
little empathy for the solutions proposed by others, and all of them were wrong. 

Once the three numbers that constitute the game are varied, the flaws of these 
division rules become obvious. Suppose the criterion for winning all is 100 rounds 
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and imagine yourself as player B in two games. In game 1, A has won one round 
and you have won none. In game 2, A has also won one round while you have won 
99.* The proportional rule awards you nothing in game 1 and less than all ($19.80) 
in game 2. Across the two games, you are awarded less than A, although you have 
won 97 more rounds than he. That does not seem fair. How about the equality rule, 
then? This rule awards A as much as you, although you have done much better 
in the game overall. The player-ahead-takes-all rule entails the same unfairness. 
Over the two games, then, you only break even regardless of which of the three 
rules is applied.†

Seeing the inadequacy of the proposed rules does not guarantee that a better 
rule is found. It is necessary to take a counterintuitive step and ask how close the 
players are to winning. What would need to happen for each player to win the 
game in accordance with the original agreement if the game were to be continued? 
In other words, the players need to contemplate counterfactual realities; they need 
to create “mental representations of what is not in the immediate environment” 
(Hastie & Dawes, 2010, p. 3). In correspondence, this is what Pascal and Fermat 
did, thus solving the problem of points and laying the foundation of modern prob-
ability theory. 

In the class game, there was only one way B could win all. It would have taken 
a series of four consecutive successes. The probability of that to happen is .54 or 
.0625, resulting in a claim of $1.25. Every other sequence of outcomes favors player 
A, thus entitling her to $18.75. Applied to your imaginary two games, the prob-
ability rule awards you a total of about $30 (a little more than half in game 1 and a 
little less than all in game 2, or about 3/4 of the pooled stakes). 

The probability rule is rational, fair, and counterintuitive (Dawes, 1988). It is 
rational because it avoids contradictions, and it does so by incorporating the future 
into the JDM process. It is fair because only fools would complain once the rule 
is explained to them.‡ It is counterintuitive because experience (see above) and 
research (Krueger, 2000) show that people have little spontaneous insight into the 
past–future asymmetry. 

None of the other three rules casts the problem of points as a judgment under 
uncertainty. Only the probability rule treats the problem of fair division as a betting 
problem. Betting focuses the attention on the future. It remains to be seen if people 
would intuitively grasp Pascal and Fermat’s vision if they were asked to wager their 
own money on player A or B when the game is interrupted. Likewise, the problem 
of points could be reframed by telling the judges that “A and B have agreed to play 
balla until A has won one round or B has won four rounds, whichever comes first. A 
disruption prevents them from playing. How should the $20 stake be divided?” 

The probability rule is easy to apply if one player is one round short of winning; 
it is difficult if many rounds are necessary. The progress of the scientific study of 
probability, uncertainty, and risk has been measured in generations (Bernstein, 

* This example highlights the limits of thought experiments. Any sane person would question the 
assumption that the coin is fair. 

† To help people appreciate rational solutions, it is sometimes necessary to appeal to their passions, be 
they moral or self-interested. 

‡ I realize that this is an illogical, question-begging argument, but I like its pragmatic appeal. 
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1996). Insights into what should be calculated were hard-won and insights into 
how to make the calculations were not much easier to gain. Yet, the intuitions of 
ordinary people and their capacities to calculate have not changed much. In con-
sequence, there has been a growing gulf between what formal models of JDM can 
handle and what human performance typically provides. This is a continuing chal-
lenge for JDM because much of its tension and excitement stems from the study of 
the discrepancies between the normative and the descriptive. 

Shu, Tsay, and Bazerman (Chapter 14) argue that irrational judgments matter a 
great deal. Going beyond the conventional arena of personal JDM, Shu and  colleagues 
explore the consequences of cognitive and emotional sources of bias on policy deci-
sions. Baron (Chapter 15) is concerned with judgments of morality and their origins. 
His distinction between deontological and consequentialist reasoning maps nicely on 
Paccioli’s problem of points. Its forward-looking nature gives consequentialist reason-
ing a better shot at being rational than inflexible categorical reasoning. 

Every time ordinary humans are charged with having committed an error of 
judgment, the onus is on the claimant to show that the normative response was 
within psychological reach. In my chapter (Chapter 4), I argue that this criterion 
is seldom met. In theory, debiasing studies can serve this purpose. If study par-
ticipants perform normatively after they have been warned of certain biases or 
promised monetary incentives for accuracy, it can be said that the expectation of 
normative responding itself was reasonable. In practice, however, the logic of infer-
ence is the reverse. Failed debiasing interventions are taken as evidence for the 
robustness of the error and the limitation of the mind. 

Paccioli’s problem, which marks the beginning of the modern conception of 
probability, also highlights what is social about JDM. An abstract or nonsocial 
version of the game would arouse little excitement. It is not even clear what such 
a game would look like. Paccioli’s game confounds us not only because combi-
nation-based probabilities are more difficult to compute than simple ratios, but 
also because we feel the pull of the norm of fairness and the easy confusion of 
equality with fairness. Arguably, most of the psychology of JDM, as it stands, 
is social. Von Neumann and Morgenstern (1947) developed game theory from 
their analysis of strategic behavior among players trying to outwit each other. 
Tversky and Kahneman (1974) introduced the study of heuristics by asking how 
people categorize other people (Tom the engineer; Linda the bank teller). People 
vote in elections, invest their money, and find mates and abandon them. In the 
most recent Handbook of Social Psychology (5th edition), Gilovich and Griffin 
(2010) track the historical interplay of social psychology with “regular,” asocial 
JDM psychology. 

The social psychology of JDM is moving beyond the simple and equally 
untenable view that reasoning by heuristics is all bad or all good. Given 
today’s state of the science, such characterizations must be rejected as cari-
catures. Hoffrage and Hertwig (Chapter 8) explore the interactions between 
JDM heuristics and different ecological contexts. Their perspective of eco-
logical rationality emphasizes the fit between what is in the mind (e.g., 
capacities and modes of thinking, such as heuristics) and what is in the envi-
ronment (e.g., the complexity or the structure of the task). When the fit is 
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good, heuristics yield excellent results, often amazingly so, but they are not all-
powerful. Recall that in the Paccioli situation, all the wrong division rules can be 
phrased as simple heuristics, whereas the Pascal–Fermat rule cannot. 

Many social situations are high in complexity, in part because the person inter-
acts with, and is interdependent with others who find themselves in the same sit-
uation. This complexity requires strategic thinking and behavior. Game theory, 
evolutionary and otherwise, has produced important insights here, but many ques-
tions remain unresolved. DeScioli and Kurzban (Chapter 12) focus on the issue of 
friendship. Taking an alliance of at least two against one as the basic structure of 
friendship, their theory assumes complexity, both in the structure of the task and 
the mental equipment needed to solve it. 

The suite of social tasks is broad. If all JDM tasks containing at least one social 
aspect along the way were counted as social, the residual category would be small 
indeed. Yet, there is sometimes a sense that the “social” aspect is merely something 
that is tacked on to more foundational or essential types of “pure” process. The 
reductionist project is to strip away all that is social and describe the operations of 
the mind in an abstract fashion. Social JDM then is pure JDM plus garnish. 

Social and other JDM has co-evolved with the routines and rituals of scien-
tific inference. Novices (or individuals with short memories) tend to think that 
the process of scientific hypothesis testing and inference is mechanized and 
mathematized to the extent that the computational apparatus can do all the work. 
Human judgment is not needed anymore. Nothing could be farther from the 
truth. Even if some conventions have become so calcified that the human judge 
does not experience any freedom of choice, the origins of these conventions, 
their acceptance and perpetuation, are social phenomena. The p value typically 
deemed sufficiently low for the rejection of the null hypothesis is the most obvi-
ous example, but others abound. Some analytical preferences are social in that 
they are widely shared and are critical for the publication success of a submitted 
research paper. In the social psychological literature, mediation models are de 
rigueur, bested by moderated mediation, and soon eclipsed by hierarchical linear 
modeling. With the current trend favoring more complex data analytic methods, 
the number of assumptions embedded in the analysis increases sharply, and the 
transparency of theoretically relevant inferences suffers. In other words, more 
depends on faith and authority. 

This is a troubling development. Of course, the “official” interpretation is that 
more complex statistics are more reliable and valid than simpler ones, and that they 
reduce the two types of error that will always be part of the induction enterprise: 
accepting false claims and failing to accept true ones. The trouble comes from the 
possibility that researchers, much like the research participants they study, are led 
astray by heuristic thinking (Dawes & Mulford, 1996). They may conform to cur-
rent theoretical and statistical trends, yield to authority, and fail to intervene when 
called upon (e.g., fail to risk their reputation to protest or rebut deficient or frivo-
lous research). Likewise, they may yield to the temptation of accepting their own 
tools of research design and data analysis as models of mind (Gigerenzer, 1991). 
If analysis of variance is the way to make inductive inferences, then the rational 
person must surely run some analog of it in her mind. Of course, this itself is an 
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inductive (or rather analogical) way of thinking that cannot be logically justified. 
David Hume remains correct on this one. 

Several chapters in this volume explore areas in which researchers’ meth-
odological intuitions and choices critically affect what is learned about ordinary 
people’s judgments and decisions. The overall tenor of these chapters is a plea for 
simplicity. Cutting to the most fundamental issues of response scaling and measure-
ment, Blanton and Jaccard (Chapter 5) review the metrics typically used to study 
social JDM, and they reveal the many pitfalls awaiting the unwary researcher, the 
result often being unwarranted charges of irrationality. Jussim, Stevens, and Salib 
(Chapter 6) reject the popular notion that categorical inferences regarding inac-
curacy or bias are drawn from significance tests. As an alternative, they introduce a 
general-purpose index that scales accuracy versus error relative to their maximally 
possible values. Fiedler and Krueger (Chapter 10) are concerned with bivariate 
distributions and the proper interpretation of regression effects. They argue that, 
as an omnipresent phenomenon, regression to the mean offers many opportuni-
ties to reinterpret well-established JDM phenomena and predict new ones. Ullrich 
(Chapter 7) addresses multivariate scenarios of the type that are becoming increas-
ingly popular. New techniques enable researchers to revisit classic JDM phenom-
ena and question conventional interpretations. Ullrich’s unpacking of attitudinal 
ambivalence is a case in point. 

Years ago, the incomparable Paul Meehl asserted that “mathematics is hard, 
sociology is easy” (Meehl, 1990, p. 234). He insisted that a thorough method-
ological education is a healthy thing for psychologists, and that armchair analysis 
will not do. I don’t know if he meant to insult the field of sociology, when it is 
well-known that many sociologists are masters of statistical technique and cre-
ative methodological innovators. From within the field of sociology, Theo Harder 
(1974), then professor at the University of Bielefeld, expressed a similar senti-
ment, referring to the use of methodological tools in empirical social science as 
“Knochenarbeit.”*

Sampling observations and knowing when to stop is part of that Knochenarbeit. 
Size and selectivity are critical features of samples. Gilovich, Cone, and Rosenzweig 
(Chapter 1) explore how the mind samples relevant material that is associated with 
a stimulus to generate a space in which J and DM can occur. P. Fischer, Aydin, J. 
Fischer, Frey, and Lea (Chapter 2) review and integrate research on selectivity. 
They propose a simple general model of selectivity that cuts through the traditional 
distinction of cognition and motivation, thus offering a new understanding of many 
empirical results. Denrell and Le Mens (Chapter 9) show how valence-based asym-
metries in the stopping rule can create many of the JDM phenomena conventionally 
attributed to biases in information processing (as opposed to information sampling). 
Finally, Todd, Place, and Bowers (Chapter 11) explore the adaptiveness of sequen-
tial sampling in the context of mate selection. Like some of the other contributors, 
these authors conclude that simple heuristics do quite well even in complex ecolo-
gies (but see DeScioli & Kurzban, Chapter 12).

* Knochenarbeit, literally “bone labor,” or more aptly “bone-crushing labor,” is a German colloquialism. 
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The mission of the present volume is to explore JDM through a social lens. It is 
my hope that the traditional disciplines of social psychology and JDM psychology 
benefit from this enterprise. That is why, in my framing of this mission, I relied on 
Paccioli’s game, which is the closest thing we have to a creation myth. Among other 
things, the problem of points illustrates how even seemingly abstract reasoning 
problems are shot through with a social dimension. 

Pascal, after having solved the problem of points (with Fermat), experienced a 
conversion to mystical Christianity but he continued to cogitate. In his Pensées, he 
turned his formidable talents on the question of how he might rationalize his belief 
in God. The result was a radical departure from the traditional attempts to prove the 
existence of God. All these attempts failed (Dawkins, 2006). Pascal asked how he 
should decide whether to live in accordance with religious demands (thereby forego-
ing earthly gratifications) or not (thereby risking eternal damnation). The result was 
what is now known as the standard decision-theoretic paradigm, which evaluates a 
choice between options (e.g., what to do) in light of two true states of nature (God 
does or does not exist) by integrating their respective probabilities and values and by 
comparing the results (Swets, Dawes, & Monahan, 2000). Most of the issues regarding 
the accuracy of and bias in social JDM follow from this foundational arrangement. 

Yet, Pascal’s wager, and hence decision analysis, is still a simple affair because it 
assumes that God, if He exists, will unfailingly reward the faithful and punish all oth-
ers. The idea of perfect justice entails this assumption. When the possibility of divine 
mercy (God pardons some of the wicked) or divine oversight (God fails to reward 
some of the virtuous) is introduced, Pascal’s wager, and thus decision theory, goes 
stochastic and gets more complicated. And it gets better. God not only responds to 
Pascal’s actions, but also to his intentions, and if Pascal can predict, or thinks he can 
predict, how God will evaluate his action or whether God is able to see through his 
tactical behavior, then the problem is one of interpersonal strategy (Brams, 1994). 
This dynamical aspect of social JDM, that is, its embeddedness in mutual perception, 
prediction, and outguessing, is the ultimate frontier of the field.

While struggling with these conceptual issues and the empirical challenges they 
entail, the social psychology of judgment and decision making must also seek to 
contribute to human welfare. I trust that the reader will find many useful insights 
and recommendations in the present volume. From the personal to the interper-
sonal and on to the policy related, social JDM provides tools for living rationally 
and socially responsibly. 

Joachim I. Krueger
Department of Cognitive, Linguistic, and Psychological Sciences

Brown University, Box 1853
190 Thayer Street

Providence, RI 02912
Phone: (401)  863-2503

Fax: (401) 863-1300
E-mail: Joachim_Krueger@Brown.edu

Web: http://research.brown.edu/research/profile.php?id=10378
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1
Where the Mind Goes

The Influence of Endogenous 
Priming on Thought and Behavior

THOMAS GILOVICH, JEREMY CONE, 
and EMILY ROSENzWEIG

T hirty years ago, a group of political science students was asked what actions 
they would recommend to deal with a country that seemed poised to invade 
a less powerful neighbor. Substantial segments of the population of the 

threatened country were getting out of harm’s way by setting out in small boats off 
the coast to neutral countries. The students’ recommendations were quite varied, 
but on the whole they were much less interventionist than those of another group of 
students who were given the same information but told that the threatened people 
were fleeing in boxcars on freight trains. The difference in mode of transportation—
small boats versus boxcars—was designed, along with other incidental features of 
the crisis, to remind the students either of Vietnam or World War II. Students 
reminded of World War II were expected to recommend stronger measures to deal 
with the crisis than those reminded of Vietnam—and they did (Gilovich, 1981).

Today, such an experiment would be called a priming study. Information out-
side the crisis situation itself—knowledge about Vietnam or World War II—was 
activated and brought to bear on the students’ recommendations of what to do 
about the situation described. But it is an atypical priming study. In a typical prim-
ing experiment, the information that activates the construct in question stands 
apart from the entity being evaluated. Sentences are unscrambled, words are 
searched in a grid of letters, or stimuli are presented subliminally, and the effect of 
this prior activation on a subsequent, unrelated task is measured (Bargh, Chen, & 
Burrows, 1996; Epley & Gilovich, 1999; Ferguson, 2008; Higgins, Rholes, & Jones, 
1977; Lammers & Stapel, 2009). Here, in contrast, it is information embedded in 
the  to-be-evaluated-situation itself that primes the concept in question.
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Both types of priming effects have their parallels in daily life. An encounter 
with a hostile colleague in the supermarket parking lot influences how friendly the 
clerk at the checkout line seems. A group of somber-looking people dressed for-
mally in black induces the sedate behavior characteristic of a funeral. The former 
example constitutes a real-life version of a standard priming effect or what might 
be called exogenous priming. The latter represents an instance of what might be 
called endogenous priming. In exogenous priming, the stimuli that trigger the 
relevant top-down processing lie outside the information being evaluated; with 
endogenous priming, the triggering stimuli—the cues that activate the particu-
lar construct or schema in question—are part of the to-be-evaluated information 
itself.

Note that both types of priming can help or hinder accurate judgment. An 
exogenous or endogenous prime can connect directly to the essence of the infor-
mation being evaluated and thereby facilitate the processing of that information. 
But both can also lead a person off-track. Exogenously priming a person with an 
image of a spider can make it harder for that person to identify an ice-cream cone 
as something delicious. Similarly, a superficial feature of a given geopolitical crisis 
that reminds people of Vietnam can make it harder to recommend intervention 
when intervention may be required.

We contend that psychologists’ near-exclusive focus on exogenous priming has 
limited our understanding of how existing knowledge guides people’s judgments 
and decisions in the complex situations they encounter in daily life—a limitation 
that can be overcome by considering the operation and impact of endogenous 
priming. We elaborate that contention by proposing that an understanding of 
endogenous priming can be advanced by considering “where the mind goes” when 
one confronts information. Whenever one confronts a stimulus, contemplates a 
question, or considers a prospect, the mind automatically goes somewhere. And 
where it goes has consequences. Even if it goes there only briefly, it tends to leave 
some tracks, channeling subsequent information processing.

This notion of the mind “going somewhere” is, of course, what priming is all 
about. Priming pulls the mind toward a given concept, which results in new infor-
mation being evaluated with that information “in mind.” Thirty years of priming 
research therefore gives a partial answer to the question of where the mind goes. 
First and foremost, it goes to recently visited places. Most priming studies are 
demonstrations that recently activated information has a disproportionate influ-
ence on the evaluation of new stimuli (Ford & Kruglanski, 1995; Higgins, Rholes, 
& Jones, 1977; Stapel & Koomen, 2000; Todorov & Bargh, 2002). The mind also 
goes to frequently visited places. That is, a number of experiments have shown 
that constructs and schemas that individuals use frequently tend to be activated 
quite readily, thereby influencing how newly encountered stimuli are evaluated 
(Andersen, Glassman, Chen, & Cole, 1995; Higgins, King, & Mavin, 1982).

In this chapter, we aim to examine other places the mind goes upon encounter-
ing new information, and to what effect. In particular, we argue that the mind often 
goes to (1) extreme exemplars; (2) to what one hopes, intends, or fears will happen; 
(3) to counterfactuals and descriptive norms; and (4) to moral considerations and 
prescriptive norms. In each case, we wish to explore how the information people 



where the mInd goeS 5

encounter and the contexts in which they encounter it sends the mind to a par-
ticular location in one’s storehouse of knowledge and how the accessibility of that 
information influences people’s judgments and decisions (Hastie & Dawes, 2010; 
Morewedge & Kahneman, 2010). By focusing on these four domains, we hope to 
illustrate that endogenous priming has both motivational (hopes, fears, and moral 
considerations) and purely cognitive origins (extremity and some counterfactuals 
and descriptive norms). We consider this short list to be merely illustrative; there 
surely are other broad determinants of where the mind reflexively goes that also 
merit further analysis and empirical investigation.

goIng to extremeS
Commuters waiting on a subway platform were asked to recall a time when they 
missed their train and had to wait for another. Some were asked just that (“a 
time”), whereas others were asked to recall the time they missed their train and 
suffered the worst consequences. Both groups were then asked to rate how trou-
blesome it would be if they missed their train that day. Notably, those who were 
asked to think of a time they had missed their train recalled an instance that was 
every bit as bothersome as those asked to think of the worst time they had missed 
their train. When asked to think of a time they missed their train, in other words, 
respondents spontaneously accessed the most extreme instance. And doing so col-
ored their assessments of how bad it would be if they missed their train that day, 
with participants asked to think of “a time” they missed their train indicating that 
they thought such a fate would be every bit as troublesome as those asked to recall 
the worst time they missed their train (Morewedge, Gilbert, & Wilson, 2005).

As this example makes clear, we often represent categories not by a typical exem-
plar but by an extreme exemplar (Barsalou, 1983, 1985; Frederickson & Kahneman, 
1993; Kittur, Hummel, & Holyoak, 2006). The experience of missing a train is an 
experience of annoyance and inconvenience and so it stands to reason that people 
might spontaneously access a particularly annoying or inconvenient episode, not a 
typical episode of annoyance or inconvenience. Epley and Gilovich (2010) obtained 
analogous results in a series of studies in which people were asked to imagine how 
they would be rated by observers in the wake of a public triumph or public failure. 
Those simply asked to estimate how observers would judge them after a personal 
failure anticipated ratings that were every bit as critical as participants asked to 
estimate how the harshest members of the audience would judge them. And partici-
pants asked to estimate how observers would judge them after a personal triumph 
anticipated ratings that were every bit as positive as participants asked to estimate 
how the most charitable members of the audience would judge them. Again, the 
episodes participants were asked to imagine were all about personal failure or suc-
cess and so it stands to reason that they would imagine the greatest success and 
the deepest failure that those situations permit. The tendency to spontaneously 
access the worst possible negative outcome (as opposed to a run-of-the-mill nega-
tive outcome) is one reason that many people have such pronounced social phobias 
(Fenigstein & Vanable, 1992; Leary & Kowalski, 1995), such as a debilitating fear of 
public speaking (Savitsky & Gilovich, 2003; Stein, Walker, & Forde, 1996).
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This tendency to quickly access an extreme exemplar can also shed light on the 
well-documented above-average effect or the tendency of most people to rate them-
selves as above average on most traits and abilities (Alicke, Klotz, Breitenbecher, 
Yurak, & Vredenburg, 1995; Dunning, Heath, & Suls, 2004; Dunning, Meyerowitz, 
& Holzberg, 1989; Guenther & Alicke, 2010; Svenson, 1981). That is, when asked 
about their standing on a given trait or ability dimension, the information most 
likely to spring to mind for most people is their best past performance or their 
highest manifestation of a given trait. After all, their best is precisely what people 
are striving for and so it is likely to occupy a great deal of their attention and 
hence be particularly accessible. When assessing someone else’s standing, in con-
trast, what is most likely to spring to mind is what that person is like on average. 
Assessing others is tantamount to assessing what they are like “in general” or “on 
average,” and so representations of their personal bests are much less privileged. 
Note that any such difference in where the mind goes when thinking about the self 
and others almost guarantees an above-average effect.

Williams and Gilovich (2010) obtained support for this difference in what 
springs to mind and then serves as the basis of self-assessment and the assess-
ment of others. In one study, one group of participants was asked to specify 
a range representing their own or an acquaintance’s highest or lowest possible 
percentile standing on a number of traits—that is, to provide the equivalent of 
a confidence interval for their own or an acquaintance’s true standing. A second 
group simply gave a point estimate of their own or an acquaintance’s standing on 
these traits. As can be seen in Figure 1.1, participants’ point estimates of their 
own standing tended to coincide with the upper end of the intervals provided 
by the first group of participants, but their point estimates of the acquaintances’ 
standing tended to lie near the middle of the intervals. When assessing their own 
performance, in other words, what comes to mind is what they are like at their 
best; when assessing others, in contrast, what comes to mind is what others are 
like on average. A follow-up study directly examined this self-other asymmetry 
in the weight people assign to personal bests by asking participants whether their 
own or someone else’s worst efforts, average efforts, or best efforts would give 
an observer the most accurate impression of the individual in question (self or 
other). Participants were more likely to say that a personal best would be most 
informative to an observer when asked about their own standing, and they were 
more likely to say that a personal average would be most informative when asked 
about someone else’s standing.

Parents and teachers often tell children that they should try to judge individuals 
by the best that they have to offer. It appears that this lesson is easier to apply when 
it comes to evaluating the self than when it comes to evaluating others. People 
often evaluate themselves in terms of who they are at their best, but they typically 
evaluate someone else by what that person is like on average.

hoPe and fear
Much of mental life is a battle for supremacy between our hopes and fears. 
Sometimes our hopes and intentions spring to mind automatically, dominate our 



where the mInd goeS 7

thinking, and lead us to be optimistic about our prospects. At other times our 
minds run right to our fears and suspicions, fostering a disquieting pessimism. 
Happily, the former seems to occur more often for most people than the latter, as 
the vast literature on various optimistic biases attests (Dunning, Heath, & Suls, 
2004; Taylor & Brown, 1988). A consideration of “where the mind goes” can pro-
vide some insight into when people’s hopes and intentions are most likely to spring 
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figure 1.1 Participants’ point estimates (“representative ratings”) and upper and lower 
bounds on their standing on 12 traits and a composite of all 12. (a) Ranges and point esti-
mates for the self. (b) Ranges and point estimates for an acquaintance. (From Williams, 
E., & Gilovich, T., 2010, Stacking the Deck: Self Other Differences in the Basis of Self-
Assessment, Manuscript under review.)
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to mind and when their fears are likely to be more accessible—and therefore when 
people are likely to be predictably optimistic or pessimistic.

Part of the reason that optimism is so rampant is that people have ready access 
to their hopes and their intentions (Gilovich, Epley, & Hanko, 2005). When peo-
ple consider what they might achieve, their minds go immediately to their hopes 
and intentions—in essence self-priming themselves for optimism and anticipated 
success. Evidence of people’s ready access to their intentions, and its influence 
on social judgment, comes from several sources. Koehler and Poon (2006) found 
that participants’ predictions of their future behavior were strongly tied to their 
 intentions, but relatively insensitive to the presence or absence of various situa-
tional elements that make the behavior in question more or less likely. Kruger and 
Gilovich (2004) directly tied people’s focus on their own intentions to the above-
average effect, showing that people give considerable weight to their own inten-
tions when assessing where they stand on various traits and abilities, but do not do 
so when assessing where others stand.

Because people typically aim to realize their potential, their sense of their 
own potential is also likely to spring to mind when assessing their current abilities. 
Consistent with this idea, Williams, Gilovich, and Dunning (2010) had partici-
pants engage in several rounds of a novel task and gave them feedback about their 
actual performance and an estimate of their long-term potential after each round. 
They found that participants tended to look disproportionately at the informa-
tion conveying their potential. This was not the case when participants watched 
the performances and feedback given to others; they tended to look dispropor-
tionately at the information about others’ actual performance not their long-term 
potential. This asymmetry in how readily information about a person’s potential 
springs to mind led to a rather intriguing result in another study. Tennis players 
were asked whether they could think of anyone who regularly beat them but whom 
they nevertheless thought was not as good a tennis player as they were themselves. 
Most players had no trouble doing so and could think of significantly more such 
players than the complement—that is, players they regularly defeated but whom 
they nonetheless thought were better players. It appears, then, that people have 
ready access to their own goals and intentions and tend to think of themselves as 
“headed somewhere” (Williams & Gilovich, 2008). Where they are headed, in 
turn, springs to mind rapidly and effortlessly when assessing who they are. People 
have less knowledge about others’ goals and intentions, and so the assessment of 
others draws more exclusively on what they have done in the past, rather than 
what they might do, or what they are capable of, in the future. Once again, rather 
flattering and optimistic self-assessments are the nearly inevitable result of these 
twin tendencies.

Pessimistic Assessments

Although the bulk of the psychological literature, at least the non-clinical litera-
ture, has focused on people’s optimistic biases, everyday experience makes it clear 
that people are not always so sanguine about their attributes, abilities, or  prospects 
for the future. Self-doubt and self-criticism are common. Indeed, attempts to 
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document the existence of robust wishful thinking, defined as the tendency for the 
desirability of an outcome to causally influence its perceived likelihood, have not 
met with much success (Bar-Hillel & Budescu, 1995; Krizan & Windschitl, 2007; 
McKenna, 1993). Although there is plenty of evidence for various sorts of opti-
mistic biases, such as self-enhancement (Alicke, 1985; Brown, 1986; Crary, 1966), 
unrealistic optimism (Armor & Taylor, 2002; Weinstein, 1980), and  exaggerated 
perceptions of personal control over outcomes (Langer, 1975; Langer & Roth, 
1975), people tend not to be overly optimistic that events outside their control are 
likely to turn out in their favor.

An analysis of where the mind goes helps to understand why. When a person 
can exert some control over an upcoming outcome, the mind naturally goes to what 
can be done to bring about the desired result. A person’s thoughts about plans, 
contingencies, and intentions essentially serve as endogenous primes of success. 
In these contexts, then, optimism is common (Alicke, 1985). In contrast, when 
outcomes are thought by individuals to be beyond their control, thoughts about 
how to bring about the desired result are futile and so the mind tends not to go 
there. Instead, being adaptive creatures, people tend to think about what they 
can do to deal with or cope with a negative outcome should it occur (e.g., Cantor 
& Norem, 1989; Goodhart, 1986; Showers, 1992). “Bracing for failure,” in other 
words, essentially primes failure, and therefore, in these contexts, pessimism can 
be quite common.

Consider the following thought experiment. You’re in the middle of writing up 
a manuscript when a colleague asks how likely you think it is that it will be accepted 
for publication by the journal to which you plan to submit it. It seems likely that 
such a question would lead you to think of everything you plan to do to perfect the 
write-up and maximize its chances of acceptance—provide a compelling summary 
of the irresistible force of your findings, highlight a set of intriguing connections 
to important real-world problems, and specify a number of unanswered questions 
raised by the research that the field will race to address. With thoughts like these 
at the forefront of your mind, a successful passage through the editorial process 
can seem assured. But now imagine that you’ve already submitted the manuscript 
months ago and you receive an email from the journal to which it was submitted 
with the manuscript number in the subject heading (“Decision on Ms 10-0045”). 
How confident would you be in this circumstance? Because there is nothing you 
can do at this point to engineer a positive outcome, the mind is likely to race to how 
you might manage the receipt of bad news. And having primed yourself with the 
prospect of failure, the chances of success can seem very remote.

Support for this sort of pessimism for outcomes beyond a person’s control 
receives support from several sources. First, people’s optimism about all sorts 
of outcomes—those both within and outside their control—tends to decline 
the closer they get to the time the outcome will be decided (Gilovich, Kerr, & 
Medvec, 1993; Shepperd, Ouellette, & Fernandez, 1996). Because opportunities 
for  effective instrumental action often decline as the moment of truth draws near, 
people are often left with little to do except brace for possible failure. With the 
thought of failure so clearly in the mind, it is hard to overcome those thoughts 
and remain confident about success. This can lead to outright pessimism, whereby 
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people’s assessments of their chances of success are lower than their objective odds 
(Shepperd, Findley-Klein, Kwavnick, Walker, & Perez, 2000).

Other evidence of pessimistic expectations for outcomes outside of one’s con-
trol comes from research on the experience of surprise (Teigen & Keren, 2002). In 
one study, participants were told about an individual who was receiving treatment 
for heart disease. Half the participants were told the treatment had an initial 40% 
chance of success and that it turned out to be effective; the other half were told 
the treatment had an initial 60% chance of success and that it turned out to be 
ineffective. For both groups, then, an outcome with a 40% chance was realized. 
Despite the equivalence in how well the outcome mapped on to prior expectations, 
participants told that the outcome was positive rated what happened as substan-
tially more surprising than those told that the outcome was negative. The authors 
argue that for these sorts of outcomes that are beyond the participant’s control, 
bracing for failure is common, and so a negative outcome is not experienced as 
surprising—it has already been rehearsed.

The tendency to brace for failure, of course, is likely to be more pronounced the 
more consequential the outcome—the more there is something to brace for. Thus, 
the more negative the feared outcome, the more likely it can seem. A particularly 
interesting manifestation of this pattern of thought is the widespread belief that 
negative outcomes are more likely if one has done something to “tempt fate” (Risen 
& Gilovich, 2007, 2008). Baseball players, for example, believe it is bad luck to 
comment on a no-hitter in progress and, more generally, people believe that call-
ing attention to success will make the success short-lived (Risen, Gilovich, Kruger, 
& Savitsky, 2010). People also believe that students are more likely to be called on 
by the teacher if they have not done the assigned reading than if they have (Risen 
& Gilovich, 2008), that those who celebrate prematurely will have nothing to cel-
ebrate (Risen & Gilovich, 2008), and that those who decline an opportunity to 
purchase insurance will end up needing it (Tykocinski, 2008).

In each of these examples, the possible negative outcome in question—the 
opposing team getting a hit, being called on in class, or suffering an accident—is 
something that is likely to elicit some bracing under any circumstances. But people 
know that they would feel even worse if they had done something that (supersti-
tiously) would make such an outcome more likely (Miller & Taylor, 1995). The extra 
negativity of such an outcome elicits more bracing, which, in essence, primes still 
more negative thoughts and feelings that elicit more of a foreboding sense that a 
bad outcome will, in fact, occur.

Evidence of the mind automatically going to a negative outcome after actions 
that tempt fate comes from studies that examine the recognition latency for nega-
tive outcomes. More specifically, participants read a number of narratives in which 
the protagonist did or did not tempt fate, and ended up experiencing a positive or 
negative outcome. In one narrative, for example, an individual who hopes to be 
admitted to Stanford’s PhD program receives a Stanford t-shirt from his mother. 
In one version of the narrative, he dons the T-shirt, thus tempting fate; in the 
other version, he stuffs the shirt at the bottom of his drawer. The time it took par-
ticipants to read and understand the denouement of the narrative (e.g., “John was 
denied admission to Stanford”) was recorded. Participants were much faster to 
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process a negative ending if the protagonist had earlier tempted fate. The actions 
that tempted fate sent the participants’ minds to the very negative outcomes one 
might fear and, having already considered those outcomes, participants had an 
easier time processing them (Risen & Gilovich, 2008).

counterfactualS, normS, and 
SocIal comParISonS

After a grueling race, two Olympic swimmers touch the wall and look up to see 
their times. One finishes two-hundredths of a second behind the winner, tak-
ing the silver medal. The other finishes two-hundredths of a second ahead of the 
fourth-place swimmer, earning the bronze. Medvec, Madey, and Gilovich (1995) 
demonstrated that the mind tends to go to very different places for athletes who 
find themselves in these situations. One is likely to focus upward, on almost having 
won the gold; the other is likely to focus downward, on almost failing to make it to 
the medal stand. And where the minds of silver and bronze medalists tend to go 
has profound consequences for their affective experience and sense of accomplish-
ment. In three studies that examined high-level athletic competitions—the sum-
mer Olympics and the Empire State Games—silver medalists were found to be less 
happy than the bronze medalists they had just outcompeted, as evidenced by facial 
reactions both immediately after the competition and later on while on the medal 
stand, as well as in interviews with the news media after the event and in explicit 
self-reports (see also Matsumoto & Willingham, 2006; Medvec & Savitsky, 1997).

Findings such as these highlight the central theme of Kahneman and 
Miller’s norm theory (1986)—that “each stimulus selectively recruits its own 
alternatives … and is interpreted in a rich context of remembered and constructed 
representations of what it could have been, might have been, or should have been” 
(p. 136). Events, in other words, regularly recruit alternatives that serve as salient 
comparisons that influence people’s emotional reactions to what they have expe-
rienced. They also serve as endogenous primes that color the very meaning of 
the events that triggered them. Thoughts about almost receiving a gold medal 
can change what would otherwise be a satisfying success into a frustrating fail-
ure. Norm theory lays out a range of factors that determine when our minds are 
likely to be drawn to such counterfactual alternatives, including whether an event 
departs from an ideal, represents an exception to a routine, or is thought of as an 
effect rather than a cause.

Like priming effects generally, the counterfactual alternatives that serve as 
endogenous primes can, depending on the circumstances, have either assimi-
lative or contrastive effects on people’s judgments, decisions, and emotional 
 reactions. Consider a study by McMullen and Markman (2000) in which par-
ticipants were asked to imagine that they had money invested in an account 
and then saw the putative performance history of that investment. At one point, 
their investment had come close to, but had not fallen below, a critical value 
that determined whether the participants would have lost half the money in the 
account. The participants were encouraged to make a downward comparison 
that would lead either to assimilation (thinking about how bad it would have been 
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if that critical value had been breached) or contrast (thinking about what they 
currently had and how it compared to what could have happened). Participants 
who generated assimilative downward counterfactuals  subsequently indicated 
that they would have chosen to divest their money from the market at a sub-
stantially higher rate (63%) than those who generated contrastive downward 
counterfactuals (6%).

In related work, Markman, McMullen, and Elizaga (2008) provide evidence 
that upward counterfactuals that focus on the gap between one’s own performance 
and a target performance lead to greater persistence and success on subsequent 
tasks. Similarly, Smallman and Roese (2009) report that generating counterfactu-
als to a negative outcome facilitates the formation of detailed behavioral inten-
tions designed to achieve better outcomes in the future. Thus, both the direction 
and nature of the counterfactuals that spring to mind can have substantial impact 
on people’s behavior. Note, furthermore, that counterfactuals need not pertain to 
an individual’s own outcomes to have significant consequences for thought, feel-
ing, and behavior. The generation of counterfactuals to others’ outcomes has been 
shown to influence people’s understanding of the causal structure of events (Wells 
& Gavanski, 1989), as well as such assessments as how generously crime victims 
should be compensated (Miller & McFarland, 1986), whether coincidences are 
seen as suspicious (Miller, Turnbull, & McFarland, 1989), and whether academic 
tests are seen as fair (Miller & Gunasegaram, 1990).

Social Comparison

Another place the mind often goes when contemplating an outcome or potential 
outcome—in fact, a close cousin of the counterfactual comparisons that people so 
often entertain—is to thoughts about what other people have achieved or are likely 
to achieve. Indeed, the thoughts entertained by disgruntled silver medalists are 
likely to be a mixture of (1) counterfactual ideation of themselves pictured on a box 
of Wheaties as the world’s best in their sport and (2) envious thoughts about the 
actual gold-medal winners who bested them. Counterfactual comparisons blend 
together with social comparisons. There is, of course, a long and distinguished his-
tory in social psychology demonstrating that social comparisons have a powerful 
impact on people’s emotional reactions and subsequent behavior (Festinger, 1954; 
Kruglanski & Mayseless, 1990; Mussweiler, 2003; Suls, Martin, & Wheeler, 2002; 
Suls & Wheeler, 2000). The bulk of this work has focused on the mind’s tendency 
to focus on other people and their outcomes when evaluating one’s own fate. For 
example, when the doctor tells us our cholesterol is dangerously high, our minds 
reflexively turn to a friend who eats bacon and eggs each morning, salami at lunch, 
and steak for dinner—and has yet to receive such grim news. An extensive pro-
gram of research by Mussweiler and colleagues has delineated just how reflexively 
the mind accesses relevant social comparisons when people contemplate their own 
standing and outcomes (Mussweiler, 2003; Mussweiler, Rüter, & Epstude, 2004). 
In one study, participants who were asked to evaluate themselves on a series of 
personality attributes were faster to respond (relative to suitable controls) to the 
name of their best friend in a lexical decision task (Mussweiler & Rüter, 2003). 
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Thus, people’s minds automatically go to a common standard of comparison—their 
best friends—when making assessments about the self.

Note that this process works in reverse as well, when others’ outcomes make 
us think right away about our own. When a colleague announces that she just got 
an article accepted in Science, there probably are few scientists whose minds do 
not immediately race to their own publication records. The tendency to spontane-
ously access one’s own standing on a given attribute when thinking about others 
has been examined systematically by Dunning and Hayes (1996) who argue that 
people tend to use their own performance as a standard when evaluating others. 
In one study, they first asked participants to read a set of scenarios describing a 
target person and to make trait judgments about the target. In a subsequent task, 
the participants were asked to make yes or no judgments about themselves on a 
series of trait dimensions and to complete a survey outlining the degree to which 
they possessed each of the traits in question. Response latencies for the yes or 
no self-judgments were faster for traits they had considered when evaluating the 
target, and those participants who showed greater levels of self-activation—who 
described their own behaviors more quickly—were the ones who evaluated the 
target most egocentrically. The authors concluded that people automatically turn 
to themselves when evaluating others, measuring others against the yardstick of 
the self.

PreScrIPtIVe normS and the ImmedIacy 
of moral aSSeSSmentS

Anyone who has ever heard a young child scream, “That’s not fair!” (that is, any-
one who has ever been around young children) understands that the mind does 
not jump only to descriptive norms. Prescriptive norms also command attention 
and powerfully influence evaluation. Coming to grips with an event—understand-
ing what is—is closely tied to thinking about what should be. Much of the recent 
research in moral psychology has demonstrated just how automatically moral con-
siderations and prescriptive norms spring to mind when evaluating our own and 
others’ actions (Greene & Haidt, 2002; Haidt, 2001, 2007).

This may be most apparent when it comes to considerations of equity and fair-
ness. It is hard to have a sense that an outcome is unfair in the absence of any 
representation of what a fair outcome would be. Consider the ultimatum game, in 
which one participant is asked to propose a split of, say, $10 with another  participant 
who can either accept or reject the proposal. If it is rejected, neither participant 
receives anything; if it is accepted, each receives the amount proposed. According 
to the standard economic analysis that posits rational, self-interested participants, 
proposers should make very asymmetric offers (say, $9 for themselves and $1 for 
the other participant) and the responders should accept (because $1 is more than 
$0). In reality, however, 50–50 splits are commonly proposed and proposals that 
depart notably from 50–50 tend to be rejected (Bolton & zwick, 1995; Thaler, 
1988). It is hard to imagine the minds of proposers or responders not going right 
away to a 50–50 split before deciding what to do in these studies. Responders’ 
quick comparisons between the offers made and a 50–50 split, furthermore, result 
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in some very strong, and very immediate, gut reactions. In one study (Chapman, 
Kim, Susskind, & Anderson, 2009), participants played 20 rounds of the ultimatum 
game with a series of confederates who were coached to vary the proposed split, 
from $5 each to $9–$1. Participants did so, furthermore, while their physiologi-
cal responses were recorded electromyographically (EMG). Activation of the leva-
tor labii muscle—which commonly occurs when exposed to foul odors and bitter 
tastes and is associated with the subjective experience of disgust—was directly 
proportional to the unfairness of the offer with which participants were presented. 
Levator labii activation was significantly greater upon receipt of especially unfair 
offers ($9–$1) than either fair offers ($5–$5) or moderately unfair offers ($7–$3) 
and the more activation observed, the more participants reported being disgusted 
with the offer. The mind thus appears to compute unfairness—which involves a 
comparison of what is with what should be—very quickly, unleashing a facial sig-
nature that unfolds largely automatically.

Evidence that the mind automatically seizes on a fair outcome when presented 
with evidence of unfairness can also be seen far from the psychological labora-
tory. It sometimes happens in professional basketball that players are awarded 
foul shots they do not deserve. That is, a foul is called on an opposing player when 
it is obvious to everyone, the player benefitting from the call included, that no foul 
was actually committed. What happens when these players go to the free-throw 
line and attempt their foul shots? It seems that their minds are preoccupied with 
the injustice because, as shown in Figure 1.2, their performance suffers. On the 
first free-throw taken after benefitting from an unjust call, NBA players make a 
significantly lower percentage of their shots than the league-wide average per-
centage for first free-throws and their own season-long free-throw percentage 
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figure 1.2 Free-throw shooting accuracy of NBA players on the first shot taken after 
going to the free-throw line after an incorrect call, compared to the league average for 
all first free-throw attempts and the overall free-throw percentage for these players. 
(From Haynes, G., & Gilovich, T., 2010, “The Ball Don’t Lie”: How Inequity Aversion Can 
Undermine Performance, Journal of Experimental Social Psychology, 46(6), 1148–1150.)
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(Haynes & Gilovich, 2010). It is unclear whether this effect stems from players 
simply being distracted by their concern with fairness or whether they, however 
consciously or automatically, are “trying” to set things right by being less likely to 
make their shots. But in either case, it is clear that their minds are occupied with 
what is fair.

metaPhor, framework, or theory?
Greg Maddux, who pitched for the Cubs, Braves, Dodgers, and Padres during his 
23 years in the major leagues, is probably the best pitcher anyone reading this 
chapter has ever seen. He won the eighth most games of anyone in the history of 
the sport and of the seven pitchers who won more, only one pitched a single inning 
after 1950. He won the Cy Young Award as the league’s best pitcher four times, the 
most of anyone not accused of having artificially pumped himself up on steroids. 
He also won the Rawlings Gold Glove Award as the best fielder at his position a 
staggering 18 times in the last 19 years of his career. Maddux accomplished all of 
this, furthermore, without being an especially imposing physical specimen, at 6 
feet and 180 pounds. He excelled, in other words, using intelligence, guile, and 
craft, attributes presumably highly prized by academic psychologists.

Psychologists, then, might be particularly interested in his response to the 
question of what constitutes the key to success as a pitcher: “To throw balls that 
look like they’re going to be strikes; and to throw strikes that look like they’re going 
to be balls.” With these comments, Maddux offers what is essentially a theory of 
pitching, one that accomplishes one of the most important things scientists expect 
from a theory: It changes how we view the phenomenon in question. We suspect 
that for most readers, thinking of pitching in this way changes how they think 
about—indeed, what they see—in the contest between pitcher and batter.

We offer the present analysis of endogenous priming—of where the mind 
goes—as an attempt to provide a similar sort of theory. Theories come in many 
flavors. Some are very literal; others are metaphoric. Some are largely explanatory; 
others are largely heuristic. Maddux’s theory is not particularly explanatory; after 
all, he doesn’t specify how to throw balls that look they are going to be strikes. 
Our account is not very explanatory either; we do not specify why the mind tends 
to go where it does in the contexts we have outlined. But we hope that our theory 
(or our framework, or metaphor even) offers some of the same value as Maddux’s 
theory of pitching. We hope that it changes the way one thinks about the phenom-
ena we have outlined, and tried to integrate, in this chapter. The above-average 
effect, the tendency to brace for possible failure, counterfactual thinking, and the 
other phenomena we have discussed in this chapter can all seem different when 
understood in terms of the common thread of the mind automatically seizing on 
particular representations when contemplating a question, confronting a stimulus, 
or considering a prospect.

At first blush, our account of endogenous priming might seem less like priming 
than, well, thinking. That is, what the mind attends to and what representations 
are accessed and processed is precisely what thinking is all about. How is our 
analysis anything other than some musings about what people think about when 
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contemplating such things as where they stand among their peers on various traits, 
whether it makes sense to tempt fate, and so on?

What we have presented, we believe, is more than a haphazard collection of 
some elements of what thinking is; it is a structured account of where thinking 
starts. As we have tried to make clear, the mind automatically goes somewhere 
when we encounter stimuli or contemplate propositions, and where it goes situ-
ates, and hence powerfully affects, all other thinking that is brought to bear on 
the subject. By considering the triggers and operations of endogenous priming, in 
other words, we can apply all that our field has learned about exogenous priming 
to help us understand how social cognition gets channeled, and how people end up 
making the judgments and decisions that they do. That is, by understanding where 
the mind goes initially and reflexively, we can get a much better handle on where 
it ends up deliberatively.
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of Selective Exposure
Integrating Motivational 

and Cognitive Accounts of 
Confirmatory Information Search
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DIETER FREY, and STEPHEN E. G. LEA

Doubt is not a pleasant condition, but certainty is absurd.

Voltaire (1694–1778)

I n context of the U.S. invasion of Iraq in 2003, former U.S. President George 
W. Bush and most of his political and military advisors had a strong belief that 
Iraq was hiding weapons of mass destruction (WMDs). This strong belief led 

to a process that emphasized information supporting the invasion, while downplay-
ing information doubting the existence of WMD (U.S. Select Senate Committee 
on Intelligence, 2004). After the invasion, it became clear that Iraq never pos-
sessed WMDs, and the original reason for the invasion was incorrect.

Besides this example, a great number of historical, political, and technological 
disasters have been caused by the human tendency to systematically prefer stand-
point-consistent information (for example, groupthink leading to the Bay of Pigs 
invasion in Cuba; [Janis, 1982]). This tendency is called selective exposure to sup-
porting (or consistent) information (Festinger, 1957; Fischer, Greitemeyer, & Frey, 
2008; Frey, 1986; Hart et al., 2009; Jonas, Schulz-Hardt, Frey, & Thelen, 2001), it 
often leads to poor decision outcomes (Greitemeyer & Schulz-Hardt, 2003; Kray 
& Galinski, 2003), and it occurs in both individual (Fischer, Greitemeyer, & Frey,  
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2008; Frey, 1986; Jonas et al., 2001) and group decision making (Schulz-Hardt, 
Frey, Lüthgens, & Moscovici, 2000; Schulz-Hardt, Jochims, & Frey, 2002), as 
well as in stereotyping (Johnston, 1996) and attitude (Lundgren & Prislin, 1998) 
research.

Most theoretical explanations of selective exposure can be classified as either 
motivational or cognitive accounts. Motivational approaches stress that individu-
als prefer standpoint-consistent information, and neglect inconsistent information 
because they wish to defend their perspectives (Festinger, 1957; Frey, 1986; Hart 
et al., 2009; Olson & Stone, 2005). It has also been argued that selective exposure 
reduces cognitive dissonance (Festinger, 1957; Frey, 1986), threats to self-esteem 
(Pyszczynski & Greenberg, 1987), and the complexity of information processing 
(Ditto & Lopez, 1992; Ditto, Scepansky, Munro, Apanovitch, & Lockhart, 1998). 
Motivational approaches also note that selective exposure alleviates negative mood 
states (Jonas, Graupmann, & Frey, 2006).

Cognitive explanations for selective exposure are focused on biases in infor-
mation processing, such as asymmetric attention to standpoint-relevant a priori 
information (Fischer, Schulz-Hardt, & Frey, 2008; Schulz-Hardt, Fischer, & Frey, 
2009) or preferential assimilation of such information (Lord, Ross, & Lepper, 1979). 
Conversely, standpoint-inconsistent evidence is subjected to more elaborate testing 
than is confirmatory evidence (Ditto & Lopez, 1992; Ditto et al., 1998; Fischer, 
Jonas, Frey, & Schulz-Hardt, 2005). Other lines of research have explored factors 
such as the inadequate integration of base rates into judgment processes (for exam-
ple, Fiedler, Brinkmann, Betsch, & Wild, 2000), positive testing strategies (for 
example, Klayman & Ha, 1987; Snyder & Swann, 1978), and option- oriented versus 
attribute-oriented information search (for example, Payne, Bettman, & Johnson, 
1993). However, these latter lines of study have not been conducted within the 
classic selective exposure paradigm.

Previous models of selective exposure have drawn a sharp distinction between 
motivational or cognitive processes, and focused on either one of these. This dis-
tinction is often criticized as being too simplistic; consequently, the new model we 
propose in this chapter no longer separates cognitive and motivational processes. 
Instead, it explains selective exposure effects through a metacognitive process 
related to subjectively experienced decision certainty. The model assumes that 
decision makers are boundedly rational (Simon, 1976), and that selective expo-
sure is a function of a reasonably economic way of thinking. If decision makers 
are certain that their position is correct, it makes little sense for them to look for 
information that may be contradictory, since it is unlikely that their position will be 
changed. Therefore, it is economic to reduce the amount of inconsistent informa-
tion sought, since it is harder to cognitively process than consistent information. 
In contrast, if decision makers are unsure of the validity of their position, it makes 
sense to increase processing effort, thus searching for potentially disconfirming 
information that can prevent faulty decisions from being made (cf. Greitemeyer & 
Schulz-Hardt, 2003; Kray & Galinski, 2003). Uncertainty about the validity of the 
decision maker’s positions may be induced by metacognitions about the decision 
context, such as cues that remind the decision maker of potential losses in case of 
poor decision making, low applicable decision-relevant knowledge, accuracy cues, 
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or other warning signs. Metacognitions related to experienced decision certainty 
can be determined by a variety of personal and situational factors (for example, 
Fischer, Jonas, Frey, & Kastenmüller, 2008) including a priori knowledge about 
the decision context or cues in the decision situation (e.g., reminders of failure or 
loss cues). Fischer, Jonas et al. (2008) found that loss-framed decision scenarios led 
to lower levels of certainty (and thus fewer confirmatory tendencies in information 
search) than gain-framed decision scenarios (see also Kastenmüller et al., 2010, for 
similar findings).

In summary, personal and situational cues that reduce subjectively experienced 
decisions certainty decrease selective exposure effects. The more certain decision 
makers are of the validity of their choices, the less cautious they will be in process-
ing decision-relevant information, which leads to a systematic preference for easy-
to-process, standpoint-consistent information. In contrast, low decision certainty 
leads to a more cautious processing approach and results in a greater quantity of 
inconsistent information being sought, despite the comparative difficulty it poses for 
cognitive processing. In the following sections, this model will be explained theo-
retically, and its assumptions supported via (a) a review of previous relevant research 
on selective exposure and (b) a series of new studies designed to test its veracity.

PreVIouS reSearch on SelectIVe exPoSure
Empirical investigations on selective exposure have typically been conducted 
within the framework of dissonance theory (Festinger, 1957; Frey, 1981a, 1981b, 
1981c, 1986; Jonas et al., 2001). The theory assumes that when individuals are close 
to making a decision, they experience unpleasant psychological arousal because 
of the potentially negative ramifications of their choice and the potentially posi-
tive outcomes associated with foregone alternatives (Festinger, 1957; Frey, 1986). 
One way of reducing dissonance is through selective exposure, by displaying a 
systematic preference for evidence that supports one’s decisions or standpoints, 
and in turn, neglecting conflicting information (Frey, 1986; Jonas et al., 2001). 
The extent to which people prefer consistent to inconsistent information is called 
confirmation bias, and represents the single, classic indicator of the strength of 
selective exposure effects (Fischer, Greitemeyer, & Frey, 2008; Frey, 1986; Hart et 
al., 2009; Jonas et al., 2001; Schulz-Hardt et al., 2000).

Other lines of inquiry not directly associated with classic selective exposure 
research have investigated its processes from alternative theoretical perspec-
tives, such as positive testing strategies (Klayman & Ha, 1987; Snyder & Swann, 
1978), inadequate integration of base rates into judgment processes (Fiedler 
et al., 2000), or option-oriented versus attribute-oriented information search 
(Payne et al., 1993). The research paradigms used in these areas of study differ 
significantly from the one used in classic selective exposure research.

In the classic paradigm (see Fischer et al., 2005; Frey, 1981a, 1981b, 1981c, 
1986; Jonas et al., 2001), participants know in advance whether a specific piece of 
information will be consistent or inconsistent with their decision preference: par-
ticipants are asked to work on a decision problem that requires them to choose 
between two competing decision alternatives and to make a tentative decision 
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(such as whether a manager’s contract should be extended). This decision can be 
revised after the information search task based on relevant information. Once 
this selection is made, participants can search for new pieces of information, typ-
ically received as short statements indicating clearly the standpoints of particular 
newspaper articles, experts, or former participants. From these statements, the 
information seeker learns the crux of the author’s argument, and their resulting 
recommendation regarding the decision case (e.g., “The manager successfully 
developed new products. Thus, his contract should be prolonged.”). Regardless 
of the participants’ primary decision, half of the new pieces of information will 
support it, and half will conflict with it. Participants are asked to indicate the 
pieces of information that they would like to read in more detail later, with selec-
tive exposure occurring if more decision-consistent than -inconsistent pieces of 
information are selected (Fischer, Greitemeyer, & Frey, 2008; Frey, 1986; Jonas 
et al., 2001).

A broad variety of situational variables have been identified that increase the 
likelihood of selective exposure, such as restricted access to additional informa-
tion (Fischer et al., 2005); decision irreversibility (Frey, 1981a); high commitment 
to a position (Brock & Balloun, 1967; Schwarz, Frey, & Kumpf, 1980; Sweeney & 
Gruber, 1984); gain-framed (compared to loss-framed) decision problems (Fischer, 
Jonas et al., 2008); gain-framed information search instructions (Kastenmüller 
et al., 2010); freedom of choice (Frey & Wicklund, 1978); increasing levels of disso-
nance arousal (Rhine, 1967; for an overview, see Frey, 1986), and negative affective 
states (Jonas, Graupmann, & Frey, 2006).

debateS about underlyIng 
PSychologIcal ProceSSeS

Research on the psychological processes underlying the selective exposure effect 
is fragmented and ambiguous. Some researchers explain selective exposure solely 
through motivational processes, such as dissonance reduction (Festinger, 1957, 
1964; Frey, 1981a, 1981b, 1981c, 1986) or defense motivation suggesting that indi-
viduals seek standpoint-consistent information to protect their positions (Jonas et 
al., 2001, 2006; see also Hart et al., 2009, for a recent meta-analysis).

Other recent research has explored the selective exposure effect from a 
more cognitive angle. This line of inquiry suggests that selective exposure is an 
“unintended by-product” (Schulz-Hardt et al., 2009) of striving for accuracy (and 
thus, wanting to hold an accurate position; see also Simon, 1976). According to 
this approach, individuals seek confirmatory information because they system-
atically overestimate its quality in comparison to inconsistent information. This 
bias perceptual is the result of two tendencies. First, the quality of inconsistent 
information tends to be tested more critically than that of consistent information 
(Ditto & Lopez, 1992; Ditto et al., 1998); so it is more likely that its flaws will be 
detected. Second, skewed decision-relevant knowledge is often used as a refer-
ence point (Fischer et al., 2005; Fischer, Schulz-Hardt et al., 2008). For example, 
decision makers may store more supportive than conflicting information regarding 
their standpoints, which helps them to argue against and diminish inconsistent 
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information (Schulz-Hardt et al., 2009; see also Betsch, Haberstroh, Glöckner, 
Haar, & Fiedler, 2001; Kunda, 1990; Raju, Lonial, & Mangold, 1995). Schulz-
Hardt et al. (2009) have shown that perceived information quality is a strong pre-
dictor of selective exposure. When searching for the best pieces of information, 
decision makers tend to prefer that which is standpoint consistent (see also Fischer 
et al., 2005; Fischer, Schulz-Hardt et al., 2008).

This new model tries to overcome the strict distinction between motiva-
tional and cognitive processes in the context of selective exposure. In contrast 
to previous dual-process explanations, the new model assumes a single process 
that integrates cognitive and motivational accounts of selective exposure. It is 
based on evolutionary, functional, and economic assumptions. In the following 
sections, these assumptions will be outlined. Figure 2.1 presents an overview of 
the model.

Basic Assumption 1: Economic Use of Cognitive Resources

In general, individuals tend to be economic regarding their engagement in cog-
nitive elaboration and prefer to make less (rather than more) effort as cognitive 
resources are limited and can be exhausted by use (Muraven & Baumeister, 2000; 
Vohs, Baumeister, & Ciarocco, 2005). Thus, cognitive resources can be considered 
self-regulating. Research by Baumeister and colleagues has shown that depleting 
these resources leads to a variety of reductions in psychological and physical func-
tioning; therefore, it is functional to conserve these resources, part of which entails 
employing them only when truly necessary.
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figure 2.1 The cognitive economy model of selective exposure.
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Basic Assumption 2: Processing Differences Between 
Consistent and Inconsistent Information

Standpoint-inconsistent information requires more effort to cognitively process 
than consistent information, as it is more difficult to integrate inconsistent infor-
mation into the existing knowledge structure (Ditto & Lopez, 1992; Ditto et al., 
1998; Schulz-Hardt et al., 2009). This is so because individuals typically store more 
consistent than inconsistent information—otherwise, they would not actually have 
a standpoint (Kunda, 1990; Schulz-Hardt et al., 2009). In addition, a motivational 
perspective would observe that inconsistent information leads to increased levels 
of dissonance (Festinger, 1957; Frey, 1986); threatens the individual’s  self- esteem 
(Pyszczynski & Greenberg, 1987), and elicits negative affect (Kruglanski & 
Klar, 1987). All these processes require increased amounts of cognitive and self-
 regulatory resources to cope with (Fischer, Greitemeyer, & Frey, 2008). Therefore, 
both cognitive and motivational perspectives view seeking and processing incon-
sistent information as laborious, effortful, and joyless tasks that are thought to 
 consume considerable amounts of cognitive resources (i.e., self-regulation; Fischer, 
Greitemeyer, & Frey, 2008; Schmeichel, Vohs, & Baumeister, 2003).

Basic Assumption 3: Investing Cognitive 
Energy Reduces Selective Exposure

Increased use of cognitive resources generally results in lower levels of selective 
exposure. It follows from assumption 2 that if decision makers are willing to invest 
increased amounts of cognitive energy in the decision and information search pro-
cess, they will probably exhibit lower levels of selective exposure (for example, 
Fischer, Jonas et al., 2008).

Basic Assumption 4: Metacognitions Related to Decision 
Certainty Moderate the Selective Exposure Effect

Subjectively experienced decision certainty is an indicator that signals whether 
the amount of cognitive elaboration upon standpoint-relevant information should 
be increased or decreased (Fischer, Jonas et al., 2008). In the context of decision 
making and information processing, individuals tend to invest cognitive resources 
only when it is functional to do so to prevent faulty choices. Therefore, subjectively 
experienced decision certainty is a cue that indicates whether an individual should 
invest extra or fewer cognitive resources to prevent suboptimal decision outcomes. 
Whereas low certainty indicates that it is necessary to invest more resources to 
help prevent mistakes, high certainty signals that it is not necessary to make this 
investment. Since the individual’s current standpoint is usually well established 
and has high levels of subjectively experienced reliability, it is economic to preserve 
cognitive resources for the analysis of standpoints that are less established and 
leave more at stake.

Given the assumptions that individuals are cognitive economists (Assumption 1) 
and that inconsistent information takes more effort to process than consistent 
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information (Assumption 2), it is proposed that perceptions of low decision cer-
tainty serve as a metacognitive cue, which acts to signal potential threats to deci-
sion validity (Assumption 4). Consequently, it is functional for individuals to invest 
cognitive resources in validating their current standpoints by seeking inconsistent 
information (Assumption 3)—even though it is more laborious to process than con-
sistent information. In contrast, high decision certainty serves as a metacognitive 
indication that everything is fine, epistemologically speaking, and that the validity 
of the decision maker’s perspective is not at stake. Therefore, there is no need to 
change anything. As a result, decision makers will act as cognitive economists and 
will save their mental resources. One way of doing this is to reduce the proportion 
of hard-to-process inconsistent information analyzed and to rely on easily digested 
consistent information instead.

Summary: Processes Assumed by the Cognitive 
Economy Model of Selective Exposure

Given the four assumptions, it is easy to predict and interpret selective exposure 
effects. Given the existence of situational (e.g., social influence, such as the pres-
ence of other decision makers who hold the same standpoints) or personal cues 
(e.g., prior experience with the specific decision context) that indicate the validity 
of an individual’s decision preference, the amount of cognitive resources employed 
in the information search process will be reduced, leading to a preference for deci-
sion-consistent information. In this instance, the decision is perceived as a sure 
thing and one that does not require the consideration of potentially conflicting 
material, leading to increased levels of selective exposure effects.

In contrast, if threats to the validity of the individual’s decision preference 
are present (induced by situational or personal variables, such as holding a minor-
ity position or having little experience with the current decision context), deci-
sion makers opt to invest more cognitive energy during information search and 
thus approach a significantly larger amount of decision inconsistent information. 
Therefore, it can be hypothesized that these decision makers will show lower levels 
of selective exposure effects (see Figure 2.1). The critical theoretical innovation 
of the model is that it can explain and predict the intensity of selective exposure 
effects via a simple, one-process assumption related to subjectively experienced 
decision certainty.

emPIrIcal eVIdence for the ProPoSed cognItIVe 
economy model of SelectIVe exPoSure

In this section, empirical evidence for the cognitive economy model of selective 
exposure is presented. First, the results of recent studies from different laborato-
ries will be reviewed. Classic dissonance studies on selective exposure will then 
be reinterpreted in light of the new model, before the implications of more recent 
findings are discussed. Finally, the results of research that has directly tested the 
model’s main assumptions will be briefly presented.
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Direct Evidence From Previous Selective Exposure 
Research for the Basic Assumptions of the Proposed 
Cognitive Economy Model of Selective Exposure

The most direct evidence for the moderating role of decision certainty is provided 
by Fischer, Jonas et al. (2008) who investigated the impact of equivalent gain versus 
loss decision frames (Kahneman & Tversky, 1979) on selective exposure. A series 
of three studies showed that selective exposure was stronger after gain-framed 
(i.e., the potential positive outcomes of a decision alternative is highlighted) than 
loss-framed decision problems (i.e., the potential negative outcomes of a decision 
alternative is highlighted), with the effect being mediated by different levels of 
subjectively experienced decision certainty. Specifically, loss frames were associ-
ated with lower levels of certainty than gain frames (Studies 1 and 2). The authors 
explained this effect by arguing that loss frames remind decision makers of poten-
tial threats to the quality of their choices, and thus make them more cautious when 
processing decision-relevant information. This tendency is reflected in reduced 
levels of decision certainty, and leads to decision makers to invest more cognitive 
resources in information search and to consider both decision-consistent and con-
tradictory information (Study 3).

The propositions that (a) negative (or loss) cues in a decision context increase 
the cognitive elaboration of decision-relevant information and that (b) decision 
certainty is a crucial mediating variable in regulating the amount of cognitive 
resources invested are also supported by research. Ditto et al. (1998) showed that 
decision makers perform more cognitive analyses when exposed to negative, unfa-
vorable decision prospects. Similarly, Dawson, Gilovich, and Regan (2002) found 
that participants with critical mindsets (induced by having them consider threaten-
ing task rules) were less likely to exhibit a confirmation bias on a Wason deductive 
reasoning task. Moreover, Kastenmüller et al. (2010) found that decision makers 
exhibited less selective exposure in an information search task that was framed 
negatively (i.e., participants having to decide which pieces of information they did 
not want to read) than in a task that was positively framed (participants decid-
ing which pieces of information they wanted to read). Finally, Fischer, Crelley, 
Frey, and Köppl (2009) showed that other types of threat also decrease confirma-
tory tendencies in information search. High threat (including decision, terrorist, 
and social forms) leads to reduced experienced decision certainty and in turn to 
reduced levels of selective exposure.

To summarize, a variety of studies directly supports the assumption that indi-
viduals respond to threat cues in decision contexts by having reduced certainty in 
the validity of their selection. This reduced certainty leads to greater investments 
of cognitive resources in decision and information search tasks. Moreover, the 
research supports the assumption that decision certainty is positively associated 
with selective exposure. The more certain decision makers are that their stance 
is correct, the less cognitive effort and analysis they invest, and the more they 
tend to neglect decision-inconsistent information. In the next section, the results 
of classic dissonance studies on selective exposure will be reinterpreted in light 
of the new model.
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reInterPretatIon of claSSIc dISSonance 
reSultS In lIght of the cognItIVe economy 

model of SelectIVe exPoSure

Reversibility of Decisions

Frey (1981b) showed that nonreversible (final) decisions led to higher levels of 
selective exposure than those that were reversible (or tentative).1 This result was 
originally explained by dissonance theory suggesting that tentative decisions 
arouse less dissonance than irreversible ones because they permit a change of 
mind. The cognitive economy model of selective exposure, however, can also 
explain this effect. Arguably, participants asked to make a final decision invest 
more cognitive effort in the decision-making process because the costs of a poor 
choice are higher than when the decision is only preliminary. Hence, individu-
als making irreversible decisions should be more convinced that they’ve made a 
good judgment (due to feeling that they have invested more cognitive resources 
than preliminary decision makers) and should thus be surer about the validity of 
their decision preference. Moreover, after making a final decision, investing too 
many cognitive resources in an additional information search is not rational or 
economic, since the decision is already made and cannot be changed. In contrast, 
participants who have made only a preliminary choice may have invested less 
effort in doing so because the option of changing their minds is still available. As 
a consequence, participants in the preliminary decision condition feel less certain 
about the validity of their selection, invest more cognitive resources during infor-
mation search, and exhibit lower levels of selective exposure compared to final 
decision makers.

Commitment

The classic commitment effect in selective exposure research is an increased 
affective binding toward one’s own decisions, attitudes, standpoints, or opinions 
(Kiesler, 1971). This effect can be reinterpreted in terms of metacognitions about 
experienced decision certainty. Established manipulations of commitment used in 
classic dissonance studies—such as explanations of the participant’s own stand-
point (Schwarz et al., 1980), public compliance with attitude-inconsistent  behavior 
(Carlsmith, Collins, & Helmreich, 1966; Frey & Stahlberg, 1986), or a priori “natu-
ral” affiliation to a group with a specific type of attitude or behavior (Brock & 
Balloun, 1967; Sweeney & Gruber, 1984)—have been shown to increase selec-
tive exposure. So far, the commitment effect has been predominantly explained 
by dissonance processes, underpinned by the notion that cognitive dissonance is 
particularly likely to occur when people feel attached to (and responsible for) a spe-
cific decision, opinion, or behavior (Cooper & Fazio, 1984; Festinger, 1964). Since 
dissonance arousal is an aversive state that motivates its own reduction, conditions 
of high commitment increase the systematic preference for supporting informa-
tion or the systematic neglect of inconsistent information (Brock & Balloun, 1967; 
Schwarz et al., 1980; Sweeney & Gruber, 1984).
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Using the cognitive economy model of selective exposure, most of the com-
monly employed commitment manipulations can be simply viewed as alterations 
in decision certainty. For example, Schwarz et al. (1980) manipulated commit-
ment by asking participants to write standpoint-consistent or standpoint-neutral 
essays. They could subsequently select additional information that supported 
or questioned their views. It was found that individuals who wrote an attitude-
 consistent essay exhibited a stronger confirmation bias in information search than 
participants who wrote a neutral essay (for similar commitment manipulations, 
see Behling, 1971; Jonas et al., 2001). According to the new model, it should be 
clear that individuals who have written an essay that supports their standpoint 
should be more confident in its validity than participants who have written a 
neutral one (see also research on the “explanation effect”; Koehler, 1991; and 
research on the impact of “ease-of-retrieval” as a metacognition on individuals’ 
self-assessments; for example, Schwarz et al., 1991). In order to actually write the 
supportive essay, they will have needed to reflect on their standpoint, consider 
arguments favoring it, and demonstrate more overall elaboration on it. Thus, it 
is likely that subjectively experienced decision certainty will be increased and 
that selective exposure will therefore increase as a means of saving cognitive 
resources. In the last section of this review we will provide data that directly 
shows the link between standpoint (counter)explanations, decision certainty, and 
selective exposure (see Study 3).

Choice

Choice is another classic dissonance variable that can be reinterpreted by the 
cognitive economy model of selective exposure. Early studies showed that selec-
tive exposure mainly occurs when participants have a high degree of choice in 
obtaining a specific position or decision preference (Cotton & Hieser, 1980; Frey, 
1986; Frey & Wicklund, 1978). For example, Cotton and Hieser (1980) showed 
that participants who had high levels of choice in writing an attitude-inconsistent 
essay exhibited more selective exposure than participants with little choice. From 
a dissonance perspective, a high degree of choice is considered a fundamental 
requirement in ensuring that individuals feel responsible for a specific behavior; 
thus experiencing a need to justify said behavior (which they can do through selec-
tive exposure).

The cognitive economy model of selective exposure can handily account for the 
choice effect. Under high-choice conditions, people invest cognitive resources in 
making a decision (under low-choice conditions, this is unnecessary or even impos-
sible). Thus, high levels of choice should encourage people to feel more strongly 
about the decision being their own, which should make them more certain of 
the validity of their decision preference compared to individuals with low levels 
of choice. In contrast, individuals with little or no choice are less certain about 
the validity of their standpoint and will exhibit more cognitive effort in informa-
tion search, leading to greater balance in information selection (including higher 
 proportions of inconsistent information).
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Degree of Dissonance

The final effect the new model will reevaluate is the impact of different degrees 
of dissonance on selective exposure. Studies in this area have shown a curvilin-
ear relationship between the two factors. For example, Rhine (1967) manipu-
lated degrees of dissonance by varying the amounts of standpoint-consistent and 
-inconsistent information (on politics). Low levels of dissonance should be aroused 
when participants are exposed to a large quantity of consistent information and 
only a small amount of inconsistent information, with high levels of dissonance 
occurring if the proportions are reversed. A curvilinear association between dis-
sonance arousal and selective exposure was found, for as the number of pieces of 
standpoint-inconsistent information increased, selective exposure also increased. 
However, this only happened up to a certain point, after which further exposure 
to inconsistent information led to less confirmatory bias during periods of informa-
tion search.

Although Rhine (1967) explained this inverted-U function via dissonance pro-
cesses, the cognitive economy model of selective exposure offers a new interpreta-
tion. The model suggests that when participants are exposed only to low levels of 
standpoint-inconsistent information, they feel confident about the validity of their 
stance. This then leads to a reduction in cognitive effort through a selective prefer-
ence for easy-to-process, standpoint-consistent information over hard-to-process, 
conflicting information. After a point, however, the quantity of conflicting informa-
tion becomes overwhelming and participants start having more doubts and critical 
thoughts about the validity of their standpoint. As a consequence, they decide to 
invest more cognitive effort in information processing and approach the formerly 
dismissed inconsistent information more often.

Frey (1982) also found a curvilinear relationship between (assumed) disso-
nance arousal and selective exposure. He induced different degrees of dissonance 
by varying the gains and losses participants were to expect in a game. Participants 
who experienced neither gains nor losses (a medium level of dissonance) exhib-
ited the highest levels of selective exposure, whereas participants who experienced 
reduced gains or increased losses showed the lowest levels. The cognitive economy 
model of selective exposure suggests that reduced gains and increased losses serve 
as a warning sign that something is going wrong in the game. Participants increase 
the cognitive effort they devote to game-relevant information processing and thus 
become more balanced in their information search. For participants who do not 
have these experiences, confidence in the current behavior’s correctness increases, 
leading to less energy being expended in analyzing relevant information, increased 
search for easy-to-process consistent information, and finally increased levels of 
selective exposure.

Conclusion

Most of the classic explanations of selective exposure effects—including facets 
such as reversibility, commitment, choice, and degree of dissonance—can be rein-
terpreted by the cognitive economy model. Having provided direct evidence from 
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the authors’ own studies in addition to that from other researchers, the next section 
will examine more recent and more cognitively interpreted research on selective 
exposure, and demonstrate that most of it can also be reexplored in light of the 
new model.

reInterPretatIon of recent SelectIVe 
exPoSure reSultS In lIght of the cognItIVe 

economy model of SelectIVe exPoSure

Information Search Mode

Jonas et al. (2001) found that decision makers exhibit higher levels of confirmatory 
information search when they are exposed to decision-consistent and -inconsis-
tent information sequentially (as opposed to viewing them simultaneously). The 
effect emerged because participants in the sequential condition compared every 
new piece of information with the tentative decision they had made before, which 
resulted in increased commitment, which in turn intensified selective exposure. In 
contrast, when participants received a simultaneous overview of all the informa-
tion, selective exposure was reduced in this condition: participants compared the 
pieces of information to each other, instead of comparing each isolated piece with 
the initial decision. As a consequence, the simultaneous presentation of informa-
tion prevents commitment to the initial decision from rising and hinders a confir-
matory information search with it.

Alternatively, the cognitive economy model of selective exposure suggests that 
the sequential presentation of information increases subjectively experienced deci-
sion certainty, because each new piece prompts the reconsideration (and reinforce-
ment) of the initial decision. This leads to more cognitive energy being invested in 
validating this decision (the recognition heuristic; Goldstein & Gigerenzer, 2002), 
causing higher levels of perceived decision validity, less cognitive effort being 
applied to the analysis of subsequent information, and increased levels of selective 
exposure. Participants who are shown all of the new information simultaneously 
invest more cognitive energy in processing the additional information (in order 
to make a good decision and feel increased decision certainty) and show reduced 
levels of selective exposure.

Information Quantity

Fischer, Schulz-Hardt et al. (2008) provided participants with either two pieces 
of decision-relevant information (one consistent and one inconsistent with their 
initial decision) or ten additional pieces of decision-relevant information (five con-
sistent and five inconsistent). Participants were allowed to select exactly one piece 
of information for further inspection. The authors found that exposure to two 
pieces of information led to a balanced (or even nonconfirmatory) search, whereas 
exposure to ten pieces led to increased levels of selective exposure. The authors 
explained this effect via participants’ use of different selection criteria: in the 
 two-pieces-of-information condition, participants focused on the direction of the 
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additional pieces of information (and predominantly selected the inconsistent one 
in order to appear balanced in their information processing; illusion of objectivity; 
Pyszczynski & Greenberg, 1987). In contrast, participants in the ten- pieces-of-
information condition focused on information quality (in order to find the high-
est quality pieces), and thus predominantly selected that information which was 
consistent.

The new model can explain this effect. Participants who received two pieces 
of information assume that the quantity of available decision-relevant information 
is low. This might lead them to believe that the decision topic is still unexplored, 
making them more cautious in information processing and leading to less selective 
exposure. In contrast, participants with ten pieces of information condition know 
that there are at least five consistent pieces available, which makes them more 
confident that there is enough available evidence to support their initial opinion. 
Hence, decision makers presented with ten pieces of information have more con-
fidence in the validity of their initial decision, and thus exhibit higher levels of 
selective exposure.

Self-Regulation Resources

Fischer, Greitemeyer, and Frey (2008) manipulated participants’ available self-reg-
ulation resources by using ego-depletion tasks (such as the e-crossing task, where 
 participants must find specific letters in a text under easy or difficult rules; Baumeister, 
Bratlavsky, Muraven, & Tice, 1998). As expected, ego- depleted participants exhibited 
higher  levels of selective exposure than those who were nondepleted. The authors 
explained the effect in terms of increased decision- relevant commitment: In one 
experiment, individuals with reduced self- regulatory resources clung to their stand-
point more strongly and were thus more confirmatory in their information search.

This line of research is important for two of the main assumptions of the cog-
nitive economy model of selective exposure. First, the research shows that par-
ticipants who are cognitively and motivationally exhausted (ego-depleted) tend 
to avoid the increased cognitive effort required in searching for (and processing) 
inconsistent information. Second, it shows that an increased affiliation toward 
one’s personal standpoint is associated with increased levels of selective exposure. 
It follows that it is not necessary to differentiate between the motivational concept 
of commitment and the more cognitive concept of decision certainty, since both 
ideas are more or less interchangeable in the context of selective exposure; after 
all, it is likely that individuals will feel committed to positions they feel are highly 
valid. Conversely, one should feel sure that a position is valid when one feels a 
strong emotional attachment toward it.

Group Decision Making and Selective Exposure

The cognitive economy model can also explain selective exposure effects in 
groups. Schulz-Hardt et al. (2000) found that homogeneous groups (i.e., groups 
in which all members have the same tentative decision preference) exhibited 
more selective exposure than heterogeneous groups (which comprise more 
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diverse tentative decision preferences). Once more, this result fits with the 
predictions of the cognitive economy model: Homogeneous groups are more 
likely to be sure that their decision preference is correct and thus see no need 
to increase cognitive effort in order to search for hard-to-process, inconsistent 
pieces of decision-relevant information, leading in increased selective exposure. 
In contrast, when group members recognize that other individuals in the in-
group have different decision preferences, they become cautious and uncertain 
about the validity of their own selection. This uncertainty leads to the invest-
ment of more cognitive energy in processing additional decision-inconsistent 
information and thus to reduced selective exposure (see also Greitemeyer & 
Schulz-Hardt, 2003).

Conclusion

Most of the recent studies on selective exposure can be interpreted in terms of 
the proposed single-process cognitive economy model. The model can account 
for the differential impact of sequential versus simultaneous information search 
procedures (Jonas et al., 2001); the impact of different quantities of information 
on selective exposure (Fischer, Schulz-Hardt et al., 2008); the effects of reduced 
self-regulation resources on confirmatory information processing (Fischer, 
Greitemeyer, & Frey, 2008), and group decision processes and selective exposure 
(Schulz-Hardt et al., 2000).

general dIScuSSIon
The present theory and research began with questioning why findings in selective 
exposure research are so frequently inconsistent, ambiguous, and fragmented. 
Due to this inconsistent picture, a multitude of psychological explanations for 
the effect have emerged. In contrast to the multitude of prior selective exposure 
accounts, the new cognitive economy model of selective exposure (see Figure 2.1) 
can predict whether decision makers will show selective exposure and when they 
will be balanced, and when they search for and select additional pieces of deci-
sion-relevant information. The model is parsimonious because it makes few sim-
ple assumptions about cognitive economy. If decision makers perceive threats to 
decision quality (and thus perceive reduced levels of decision certainty), they will 
increase the cognitive effort they devote to information search in order to pre-
vent decision failure leading to more balanced information search (Fischer, Jonas 
et al., 2008), as hard-to-process inconsistent information will be approached more 
frequently. In contrast, a lack of threats to decision quality (reflected by increased 
levels of decision certainty) leads to the reduced investment of cognitive effort 
in information search (because the decision situation appears rather clear) and 
thus to a preference for consistent information or a reduced approach to incon-
sistent information (in order to save cognitive energy, which the individual does 
not perceive the situation as requiring). By employing these simple assumptions 
about cognitive economy, the results of both the motivational and cognitive fields 
in classic selective exposure research can be explained. Also, most of the authors’ 
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own published research supports the cognitive economy model of selective expo-
sure; with three new studies directly testing and supporting its basic assumptions 
and predictions.

The main theoretical advance of the proposed model is that it resolves many 
problems arising from its previous accounts, which differentiated between cogni-
tive and motivational psychological processes. This differentiation is not viewed 
as leading to a unified model of selective exposure. The advantage of the new 
model is that it does not require any distinction between these processes, as all 
of its levels and assumptions permit both to work at the same time and thus do 
not lead to conflicting results. For this model, it does not matter whether deci-
sion threats and associated subjectively experienced decision certainty stem from 
cognitive or motivational processes: comparatively low levels of decision certainty 
lead to less selective exposure than comparatively higher levels, independent of 
whether they are induced by motivational (defense) or cognitive (informational) 
cues. With regard to informational cues, associated accuracy motivation can lead 
to both reduced (Hart et al., 2009) and increased intensities in selective exposure 
effects (see Fischer et al., 2005, Fischer, Schulz-Hardt et al., 2008). From the new 
perspective, the direction of the effect depends on metacognitions about subjec-
tively experienced decision certainty.

In contrast to previous models of selective exposure (for example, Frey, 1986), 
the cognitive economy model is believed to be the first “real” one-process form in 
the field of selective exposure research: If individuals feel uncertain about their 
decision, they decide to invest increased amounts of cognitive resources and thus 
search for new information in a balanced way. In contrast, if they feel that their 
decision is a sure thing, they opt to save cognitive energy by principally approach-
ing easy-to-process, decision-consistent information.

The cognitive economy model presents a unique perspective on the function-
ality of selective exposure by suggesting that both balanced and selective forms 
of exposure have their own particular advantages. If decision quality is under 
threat (which can be signaled by loss framing, threat cues, or the existence of 
 disconfirming information), it is functional for the decision maker to invest cogni-
tive energy and to be less reluctant to approach hard-to-process inconsistent infor-
mation. This leads to increased subjectively experienced decision certainty and it 
lowers the likelihood of a poor decision outcome (a physical or material benefit). In 
contrast, when subjectively experienced decision certainty is already high (signaled 
by the absence of decision threat cues), it is functional for the individual to save 
cognitive energy by mainly approaching easy-to-process consistent information. In 
sum, the presented model resolves the ambiguity in the discussion about the func-
tionality of selective exposure, assuming that both balanced and selective forms 
of exposure have functional aspects, which are dependent on the decision context 
and associated subjectively experienced decision certainty.
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note
 1. In the context of tentative decisions, participants make a preliminary decision, after-

ward search for additional decision-consistent and -inconsistent information, and 
finally have the chance to make a final decision. Participants in final-decision sce-
narios only make one decision in the beginning, which cannot be revised after the 
subsequent information search.

 2. A short version of the presented model will be published elsewhere.
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3
Automatic and Controlled 

Decision Making
A Process Dissociation Perspective

B. KEITH PAYNE and JAzMIN L. BROWN IANNUzzI

T here was a time when a psychologist interested in unconscious processes 
had to struggle against the overwhelming weight of received opinion that 
the human mind made decisions by deliberately computing costs and ben-

efits, and methodically weighting them by their likelihood. That time is past.
The last two decades have revealed dozens of ways that decisions can be shaped 

by unconscious, unintended, or unwanted influences. Although such findings are 
sometimes controversial, there is little reason left to argue about such basic questions 
as whether unconscious processes can drive decisions. The time has come to ask a 
next generation of questions about exactly how unconscious and automatic processes 
interact with conscious, deliberate reasoning. This chapter describes a process dis-
sociation approach to decision making that addresses these second- generation ques-
tions. In particular, we will address such questions as: To what extent was a given 
decision influenced by automatic versus intentionally controlled processes? How do 
automatic and controlled processes interact? And, when automatic and controlled 
processes are in conflict, which one wins the day? Along the way, we hope to shed 
light on questions of accuracy and bias in human decision making.

automatIc InfluenceS In decISIon makIng
When Simon (1955) and Kahneman and Tversky (1973) fired the opening salvos 
against expected utility theory as a psychological theory of how humans decide, 
few would have guessed how far their charge would lead. Whereas they showed 
that people sometimes satisfice and use heuristics, later authors have gone much 
further, sometimes suggesting that conscious deliberation plays a minimal role in 
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people’s decisions (Bargh & Chartrand, 1999; Wegner, 2002). Is such a conclu-
sion warranted? We believe that taking a quantitative approach to separating auto-
matic and controlled contributions can put the issue in greater perspective. Before 
describing how, we selectively review some key pieces of evidence supporting the 
importance of automatic decision making.

The psychology literature is full of demonstrations that unconscious, unin-
tended, and unwanted thought processes influence decisions. Some of these find-
ings are based in the fact that seemingly minor, logically irrelevant cues can alter 
people’s behaviors in ways that are startling, not only to us readers, but also to the 
people doing the behaving. For example, a researcher exposing subjects to words 
related to “hostility” might cause them to judge an ambiguous target person as 
more hostile (Srull & Wyer, 1979), behave with more hostility themselves (Bargh, 
Chen, & Burrows, 1996), and even become motivated to actively seek an oppor-
tunity to aggress against someone (Todorov & Bargh, 2002; see Gilovich, Cone, & 
Rosenzweig, this volume, Chapter 1).

Decisions, however, are not simply about what concepts are salient but also 
about how people value their options. A number of studies have shown that the pro-
cess of valuation also has important automatic aspects. In one study, Winkielman, 
Berridge, and Wilbarger (2005) subliminally presented photos of happy or angry 
faces as subjects were trying a novel beverage. Happy faces led subjects to drink 
more and be willing to pay more for the drink. Additional evidence comes from a 
study in which subjects completed an instrumental conditioning task with sublimi-
nal reward cues (Pessiglione et al., 2008). Each trial presented a masked image of 
a coin to indicate that they could win money if they pressed a key, or a coin with a 
bar through it to indicate that they could lose money if they pressed the key. After 
each decision they received feedback about whether they had won or lost money. 
Even though subjects could not report what the cue image was, their key-press 
decisions showed that they learned to respond adaptively over a few dozen trials. 
Priming research thus demonstrates that subtle cues can shape some components 
of the decision-making process.

Other research suggests that when making complex choices it is advantageous 
to rely on unconscious processes as opposed to conscious processes. Dijksterhuis 
and colleagues (Dijksterhuis, 2004; Dijksterhuis & Nordgren, 2006) compared the 
decisions people made when they were instructed to think about the decision, 
with the decisions they made when their attention was directed elsewhere for a 
few minutes. They found that decisions were higher in quality when they were dis-
tracted, and this was especially true for more complex decisions (see also Wilson 
& Schooler, 1991).

There has been controversy over the sophistication of unconscious decision 
making. Some research has demonstrated that conscious thought processes among 
subjects who made decisions at their own pace performed just as well or better than 
those in the unconscious condition (Payne, Samper, Bettman, & Luce, 2008; see also 
González-Vallejo & Phillips, 2010). This controversy extends an older  controversy 
on the “incubation effect”—the finding that problem solving is often aided by 
shifting conscious attention away from the problem for a while (Wallas, 1926).   The 
debate concerns whether distraction has its effects through an active, unconscious 
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thought process or by simply removing impediments such as getting stuck on wrong 
 solutions, overweighting nondiagnostic information, forgetting  distracting informa-
tion, or spending more time than is needed to make a decision (Acker, 2008; Payne 
et al., 2008; Shanks, 2006; Vul & Pashler, 2007). The debates currently underway 
are likely to yield a more focused picture of exactly when and how unconscious 
thought aids decision making and when it does not. But this is not the only para-
digm that suggests a powerful role for the unconscious in driving decisions.

Some researchers have suggested that unconscious processes are not merely 
one aspect of decision making, but that decisions are made unconsciously, and 
consciousness comes in only after the fact to claim credit. Libet, Gleason, Wright, 
and Pearl’s (1983) seminal research showed that the experience of  consciously 
making a decision was preceded in time by unconscious neural activity. Recent 
research using functional magnetic resonance imaging (fMRI) has found that 
decision outcomes can be predicted by as much as 7 seconds before the subject’s 
behavioral response (Soon, Brass, Heinze, & Haynes, 2008). In reviewing this 
and other research, Wegner (2002) proposed that the experience of consciously 
willing an act is an illusion. According to Wegner’s theory, unconscious thought 
processes produce both actions and the thoughts that accompany them. Because 
the thoughts and the actions reliably happen together, we mistakenly infer that 
our thought caused the action. Not all theories go so far as to claim that con-
sciously willed aspects of decisions are an illusion, of course. In the next section 
we consider some theories that have been developed to explain the joint contri-
butions of automatic and consciously controlled cognition.

dual ProceSS theorIeS aS 
IntegratIVe exPlanatIonS

A variety of dual process (or dual system) theories have been proposed to account 
for the automatic-controlled distinction (Chaiken & Trope, 1999). For example, 
Strack and Deutsch (2004) distinguish between reflective and impulsive bases for 
behavior. Sloman (1996) distinguishes between rule-based and association-based 
reasoning. Smith and DeCoster (2000) link social psychology research on automatic 
and controlled processing with implicit and explicit memory systems. Gawronski 
and Bodenhausen (2006) focus on the distinction between associative and propo-
sitional processes, and Evans, Clibbens, Cattani, Harris, and Dennis (2003) on the 
distinction between implicit and explicit processes. Recognizing the similarities 
across these models, Stanovich and West (2000) proposed the more general terms 
System 1 and System 2 to describe automatic and controlled thought processes.

These models all differentiate the conditions when automatic versus controlled 
processes are most likely to influence decisions and behavior. These conditions are 
closely tied to the definitions of automatic and controlled processes. Because auto-
matic processes are efficient and effortless, whereas controlled processes are slow 
and effortful, it is clear when each kind of process is likely to matter. When con-
ditions allow people to think slowly and carefully, controlled processes are likely 
to dictate behavior. But when they are unmotivated or unable to think carefully, 
automatic responses will be important.



 b. keIth Payne and JazmIn l. brown IannuzzI44

Although they differ in their particulars, these theories converge on the gen-
eral idea that automatic (or implicit, associative, etc.) and consciously controlled 
(or explicit, propositional, etc.) processes contribute to judgment, decisions, and 
behavior. The convergence between theories is encouraging, in that it suggests 
that they are revealing a basic duality about human psychology (but see Keren & 
Schul, 2009). The trouble with dual-process theories is that many findings might 
be just as easily predicted or explained by one dual-process theory as another. For 
example, when making a decision influenced by a subliminal prime, is the decision 
based on implicit rather than explicit processes? Impulsive rather than reflective 
systems? Associative rather than propositional reasoning? Choosing one theory 
over another can be difficult (Meehl, 1990).

Although verbal theories are useful for organizing thinking about the processes 
underlying behavior, quantitative theories are sometimes necessary for the greater 
rigor and detail they can provide. One way that quantitative theories offer greater 
specificity is by requiring researchers to specify the relations between processes. 
For example, when choosing how to vote do citizens go with the first thoughts that 
come to mind by default, and only reconsider their choice if their initial ideas are 
suppressed? Or do automatic impulses only drive choices when more controlled 
efforts fall apart? Or do automatic and controlled influences have additive effects 
in a tug-of-war for control of action? Most dual-process theories do not distinguish 
between such process accounts at this level of detail, and consequently increases in 
one process cannot be disentangled from decreases in the other. To answer these 
questions, we need to pose a more formal model that makes assumptions about the 
relations between processes, and then test those assumptions against experimental 
data. The process dissociation procedure provides a means of doing so.

the ProceSS dISSocIatIon Procedure
Larry Jacoby developed the process dissociation procedure to separate controlled 
and automatic uses of memory (Jacoby, 1991; Jacoby, Toth, & Yonelinas, 1993). 
Prior research had relied on the comparison of explicit and implicit memory tests. 
For example, researchers might use a cued recall test to measure explicit memory 
and a word fragment completion test to measure implicit memory. Comparisons 
of this kind assume that implicit tests purely reflect automatic memory processes, 
and that explicit tests purely reflect controlled memory processes. However, as 
Jacoby and others argued, subjects sometimes used controlled memory retrieval 
to complete implicit tests, and automatic influences sometimes influenced explicit 
tests. Implicit and explicit tests could thus be contaminated, so neither was likely to 
provide a process-pure measure of underlying processes. The process dissociation 
procedure provided an experimental paradigm, along with simple equations, for 
separating underlying processes.

The ability to disentangle the influence of control and automatic processes 
relies on pitting these processes against one another. By setting up an experiment 
that includes congruent conditions, in which automatic and controlled processes 
work in concert, and incongruent conditions, in which automatic and controlled 
processes work in opposition to one another, we can estimate the contributions of 



automatIc and controlled decISIon makIng 45

control and automatic processes (Jacoby, 1991; Jacoby et al., 1993). Process dissoci-
ation defines control over behavior by whether an act is consistent with intentions. 
Automatic responses are those made regardless of intentions (Jacoby, 1991).

As process dissociation has been discussed in the context of memory elsewhere 
(Kelley & Jacoby, 2000; Yonelinas, 2002), we focus in this chapter on decision mak-
ing and social cognition research. We will first describe the use of process dissocia-
tion in social cognition research, where it has been applied widely in recent years. 
Then we describe new applications to studies of decision making in the tradition of 
research on judgments under uncertainty.

Process Dissociation in Social Cognition

Process dissociation has been used increasingly in recent years to disentangle the 
cognitive processes underlying social judgments and behavior. Research into unin-
tended aspects of prejudice and stereotyping was stimulated by the widely publi-
cized death of Amadou Diallo, who was mistakenly shot by New York City police 
officers who mistook the wallet in his hand for a gun. Because Diallo was unarmed 
and Black, some observers alleged that the officers’ use of force was biased by race. 
Following this incident, we wanted to study whether people in general tended to 
assume that objects associated with Black men were weapons (Payne, 2001). We 
developed a task in which a picture of a Black or White individual was quickly 
flashed on a computer screen followed by a picture of either a gun or a tool. The 
task is to ignore the face and press one key for “gun” and another for “tool.” This 
task arranges the situation so that successful control of responses can be estimated 
using process dissociation’s C parameter, and automatic influences of stereotypes 
can be estimated with the A parameter, as follows.

When a Black face precedes a gun, unintended race biases and the intended 
gun response both lead to the same behavior (a congruent trial). In contrast, when 
a Black face precedes a tool, the unintended race bias favors the gun response, 
whereas carrying out the intended identification process favors the tool response 
(an incongruent trial). When both sources of information favor the same response, 
then correct responses could result from either controlled responding (C) or 
automatic bias (A) given the failure of control (1 – C). This relationship may be 
expressed mathematically in the equation

 P(correct|congruent) = C + A × (1 – C) (3.1)

That is, when a Black face was paired with a gun, the correct response (gun) could 
be consistently achieved in two ways. The first way was by successfully controlling 
the response. The second was by unintentionally responding gun because of the 
race prime, even when unable to implement the response based on the actual tar-
get. On incongruent trials, the two processes were set in opposition to one another. 
As an example, consider the trials in which a Black face was paired with a tool. 
If control failed and a participant was influenced by activated stereotypes, then 
he or she would incorrectly respond gun. When cognitive control and stereotypic 
automatic bias were opposed to one another, false alarms would occur when an 
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automatic bias (A) operated in the absence of control (1 – C). Mathematically, this 
can be written as:

 P(stereotypic error|incongruent) = A × (1 – C) (3.2)

Notice that the term A × (1 – C) is common to Equations 3.1 and 3.2. On the 
assumption that A and C operate independently, one can solve algebraically for 
estimates of controlled responding (C) and automatic bias (A). The estimate of 
controlled responding is the difference between responding gun on congruent and 
incongruent trials:

 C = P(correct|congruent) – P(stereotypic error|incongruent) (3.3)

Conceptually, this reflects the idea that on congruent trials, one can achieve the 
correct response by either controlling one’s response or relying on automatic influ-
ences in the absence of control. However, stereotypic errors in the incongruent 
trials are posited to result only from automatic influences in the absence of control. 
Subtracting these terms allows researchers to identify how well participants exerted 
control over their responses. Once the degree of control has been estimated, it can 
be used to further solve for estimates of automatic influence. Stereotypical errors 
in the incongruent trials are posited to reflect automatic bias in the absence of 
control. Dividing the rate of stereotypical errors by (1 – C) allows researchers to 
estimate the degree of automatic bias independent of control failures.

 A = P(stereotypic error|incongruent)/(1 – C) (3.4)

Applying this model produces two parameters (C and A). C represents the prob-
ability that controlled processes contribute to a response, and A represents the 
probability that automatic processes contribute to responding. More concretely, 
the C parameter reflects how well participants successfully distinguish between 
guns and tools as they intend to do. The A parameter reflects influences of race 
stereotypes, which bias responses when control over behavior fails.

The results of the study showed that subjects were indeed biased by the race 
primes, as subjects were more likely to mistake a tool for a gun when it was primed 
with a Black face than a White face (see also Correll, Park, Judd, & Wittenbrink, 
2002, 2007; Greenwald, Oakes, & Hoffman, 2003; Plant & Peruche, 2005). The 
process dissociation estimates showed that automatic and controlled processes 
played distinct roles in driving responses. Requiring subjects to respond quickly 
reduced the controlled component. But the controlled component was unaffected 
by the race primes. In contrast, the race primes affected the automatic component, 
but response speed did not.

The weapons task has been used to estimate automatic and controlled processes 
that can predict other meaningful behaviors. In one study, after completing the 
weapons task, subjects formed an impression of a new Black person from a vignette 
about a typical day in this person’s life (Payne, 2005; see Srull & Wyer, 1980). 
Although the behaviors in the vignette were identical for all subjects, the kinds of 
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impressions they formed varied widely. Subjects who showed the most stereotypi-
cal automatic biases in the weapons task liked the Black character less. Moreover, 
the impact of automatic bias depended on how much control subjects exerted over 
their behaviors. For subjects who displayed high control estimates in the weapons 
task, automatic stereotyping was not associated with more negative impressions. 
This suggests that the automatic and controlled estimates in the weapons task 
are not bound only to performance of that particular task. Instead, the automatic 
component is informative about an individual’s propensity to engage in automatic 
stereotyping across tasks, and the control estimate is informative about the indi-
vidual’s ability to supersede automatic processing with controlled processing.

Taking these insights about individual differences in automatic and controlled 
processing a step further, Stewart, von Hippel, and Radvansky (2009) studied age 
differences in racial bias using the Implicit Association Task (IAT; Greenwald, 
McGhee, & Schwartz, 1998). Many studies have documented greater prejudice 
among older adults as compared to younger adults. Two explanations have often 
been offered to explain these differences. The first is that generational differences 
lead to greater prejudice among the elderly because they experienced times when 
prejudice was more widespread; the second is that older adults have deficits in cogni-
tive control, and thus cannot filter the expression of prejudice as well as the young.

These compatible and incompatible trials on the IAT are analogous to “inclu-
sion” and “exclusion” conditions of the process dissociation procedure. Using accuracy 
data rather than response times in the IAT, Stewart and colleagues found that older 
adults showed lower control estimates than younger adults, but the groups did not 
differ in their automatic biases. Only the automatic component of responses distin-
guished the racial groups. So, both race and age influenced the amount of bias dis-
played on the IAT, but they did so through different processes. White Americans 
showed more bias because they had more biased automatic impulses. Older adults 
showed more bias because they lacked control.

Process Dissociation in Judgment and Decision Making

Process dissociation has been used to understand several classic judgment and 
decision-making situations where controlled deliberation seems to fail. Ferreira, 
Garcia-Marques, Sherman, and Sherman (2006) applied the process dissocia-
tion principles to separate rule-based reasoning from heuristic reasoning. They 
set up problems that either pitted these two types of reasoning against each 
other or allowed them to work in concert. The study used three types of clas-
sic decision-making problems to create congruent and incongruent conditions: 
ratio bias problems, base-rate problems, and conjunction problems. The ratio bias 
problems investigated the phenomenon that people generally use a heuristic that 
weighs absolute numbers more heavily than proportional numbers (Kirkpatrick 
& Epstein, 1992). For example, when choosing odds at winning the lottery, an 
individual might choose 19 out of 100 chances to win rather than 2 out of 10 
because of a heuristic to favor larger absolute numbers. The base-rate problems 
operated on the principle that people tend to neglect base rates and weigh salient 
information more heavily when making judgments (Kahneman & Tversky, 1973). 
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The conjunction problems were created to investigate the heuristic that the likeli-
hood of a salient event is greater than the likelihood of a larger class of events that 
include the salient event. For example, people tend to think a woman described as 
bright, outspoken, and concerned with social justice is more likely to be a feminist 
bank teller than simply a bank teller (Tversky & Kahneman, 1983).

Ferreira and colleagues created versions of each problem in which the heuris-
tic-based and rule-based solutions would be the same (congruent conditions) and 
versions in which they would conflict (incongruent conditions). Using these condi-
tions, Ferreira and colleagues (2006) were able to separately estimate controlled 
and automatic components of decision making. The data revealed that instructions 
to complete the problems in a rational (versus intuitive) way increased the esti-
mate of rule-based reasoning, whereas having participants perform a distracting 
secondary task reduced the estimate of rule-based reasoning. Both manipulations 
left estimates of heuristic processing unchanged. In contrast, priming participants 
to complete problems using heuristic strategies selectively increased estimates of 
heuristic processing.

Bishara (2005) expanded the use of process dissociation to understand the 
anchoring and adjustment heuristic (Tversky & Kahneman, 1974). This mental 
shortcut leads people to bias their responses toward an initial anchor. To test the 
dual process model of anchoring and adjustment, participants were given time to 
study correct answers before starting the experiment, which allowed them to use 
controlled processing in the form of memory retrieval. Therefore, if participants 
remembered the answer, they could use controlled processing, but if control failed 
(e.g., they forgot the information) they would rely on the automatic accessibility of 
the anchor. Studying the answers beforehand increased the estimated parameter 
of control but did not change the estimated parameter of automatic processes. In 
contrast, a manipulation of whether the numerical anchors were relevant for the 
question influenced only the automatic estimate. Related anchors, but not unre-
lated anchors, increased the automatic anchoring estimate.

Process dissociation has recently been used to investigate how repetition influ-
ences agreement with persuasive messages (Moons, Mackie, & Garcia-Marques, 
2009). Previous research has shown that repeated statements are considered more 
valid than novel statements (Begg, Armour, & Kerr, 1985; Hasher, Goldstein, & 
Toppino, 1977). Moons and colleagues (2009) asked participants to listen to strong 
and weak arguments advocating for comprehensive exit exams in universities. Some 
arguments were presented repeatedly, whereas other arguments were only pre-
sented once. Participants were asked to rate the extent to which they agreed with 
each argument. This fully crossed design created conditions in which controlled 
processing of argument quality and presumably automatic influences of repetition 
were placed in concert and in opposition. In addition to these manipulations, half 
of the participants were asked to judge whether they agreed with the implementa-
tion of comprehensive exams in their school, and the other half was asked about 
agreement for another distant university. The results revealed that participants in 
the low-relevance condition engaged in less controlled processing than participants 
in the high-relevance condition, with no effects of relevance on the automatic esti-
mate. In contrast, the automatic estimate was increased by repeated presentation 
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of the arguments. These findings suggest that agreement with a message may be 
automatically influenced by repetition of the message, but that this is most likely to 
affect attitudes under conditions of low elaboration.

when automatIcIty faIlS
The experiments described thus far all applied a version of the process dissocia-
tion procedure, which assumes that automatic processing only drives responses 
when control fails. But in fact, Jacoby developed two complementary forms of the 
model. The second form assumes that control processes only drive responses in the 
absence of an automatic influence. This model was originally developed for use in 
the color/word Stroop task (Lindsay & Jacoby, 1994). In the Stroop task, automatic 
word-reading processes were hypothesized to dominate performance unless they 
are overridden by controlled color naming. Figure 3.1 displays the two models 
for comparison. We refer to the first model as a control-dominant model because 
according to this model, if automatic and controlled processes conflict, the control 
process dominates the response. In contrast, we describe the second model as an 
automatic-dominant model because the automatic process dominates responses 
when they conflict.

Control-Dominant Model

Automatic-Dominant Model
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figure 3.1 Two variants of the process dissociation model. In the control-dominant 
model, controlled responding drives responses whenever it is active. Automatic processing 
drives responding only when control fails. Thus, control dominates whenever the processes 
conflict. In the automatic-dominant model, automatic influences drive responses whenever 
they are active. Controlled processes drive responses only in the absence of automaticity. 
Thus, automatic influences dominate when both are active.
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Importantly, these models do not imply any temporal order. It is well known that 
controlled processes typically take longer to operate than automatic processes, and 
this difference in speed is frequently used as a defining characteristic of automatic 
versus controlled processing (Bargh, 1994). It is therefore a mistake to interpret 
these models as claiming that one process comes “first” in a temporal sequence. To 
illustrate why this is so, consider Figure 3.2, which displays an algebraically equiv-
alent version of the control-dominant model. As in the original depiction, when-
ever control is active, responses are correct. Only when control fails do automatic 
processes drive responses. Notice that this depiction, though algebraically equiva-
lent to the control-dominant model in Figure 3.1, appears more consistent with 
two-stage dual-process models that are common in social psychology (Chaiken & 
Trope, 1999). Both control-dominant and automatic-dominant models are consis-
tent with the idea that automatic thoughts, feelings, and impulses spring quickly 
to mind and that controlled monitoring and deliberation unfold only slowly, with 
effort and concentration. The feature that differentiates the two models is which 
processes “wins” when they are in conflict.1

Process dissociation models provide powerful tools for testing hypotheses about 
how automatic and controlled processes interact. They do not, however, make a 
priori predictions about whether automatic or controlled processes are likely to 
be dominant. Researchers must rely on substantive theories about the domain in 
question. The models provide a means of testing such hypotheses by comparing 
the fit of competing models. However, the theoretical interpretations of the models 
and a priori predictions will depend on the topic of study.

The control-dominant model has been used much more commonly than 
the automatic-dominant model. In many cases in which both models have been 
 compared, the control-dominant model has often provided a superior fit to data. 
For example, Bishara and Payne (2009) examined four studies using the weapon 
identification task and found that the control-dominant model provided the best fit 

C

C

A 1–C

1–C

1–A

Control
Fails

Automatic
Influence

No
Automatic
Influence

Congruent Incongruent

+ +

+

+

+

+

–

–

Control
Succeeds

Control
Fails

Control
Succeeds

figure 3.2 An algebraically equivalent representation of the control-dominant model. 
Placing control to the right of automatic influence fits with intuitive notions of temporal 
order. The fact that this model and the control-dominant model in Figure 3.1 are equiva-
lent illustrates that the models have no temporal order.
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to the data. However, in some cases the automatic-dominant model better explains 
the data. As alluded to earlier, the automatic-dominant model provides a good 
 description of the Stroop task (Lindsay & Jacoby, 1994). A recent set of studies 
suggests that the automatic-dominant model also provides a good description of 
the illusory truth effect (Fazio, Marsh, & Payne, 2009).

The illusory truth effect is the finding that when a statement is repeated it 
becomes rated as more true. In deciding whether a particular statement is true, 
people might deliberately retrieve whatever they know about the topic and use 
that information to assess the truth value of the new statement. Alternatively, they 
might simply respond based on an intuitive feeling of familiarity, assuming that if it 
seemed familiar it is likely to be true. Fazio and colleagues presented participants 
with facts that were easy (e.g., the short pleated skirt that Scottish men wear is 
called a kilt) and facts that were hard (e.g., the Tiber River runs through Rome) 
along with matched false statements (e.g., the short pleated skirt that Scottish men 
wear is called a sari). In an initial phase the statements were either presented or not, 
under the guise of having participants rate how interesting they were. Later, par-
ticipants read each statement and decided whether it was true or false. Consistent 
with other research on the illusory truth effect, participants were more likely to 
call a statement true if it was repeated than if it was novel. This happened not only 
for the hard facts, which most participants did not know, but also for easy ones, that 
they already knew. These results suggest that participants did not always retrieve 
the statements from memory, but in some cases responded on the information that 
came easily to mind.

How did deliberate retrieval and spontaneous familiarity processes inter-
act? In this case, the automatic-dominant model provided a good fit to the data, 
whereas the control-dominant model did not. When the outcomes of automatic 
familiarity and controlled retrieval processes conflicted, the automatic process 
won. If the control-dominant model described these findings, it would mean that 
familiar ideas only seemed true whenever people are unable to retrieve the fact 
from memory. Instead, the results imply that when a fact came automatically to 
mind, participants did not bother to retrieve the fact from memory but simply 
assumed that the fact was true. This finding has interesting implications for politi-
cal propaganda and advertising, in which claims are often repeated extensively. 
This suggests that the power of “staying on message” is twofold. Not only does 
repeating a message make it seem true, it also makes people less likely to think 
critically about it.

extenSIonS of ProceSS dISSocIatIon 
logIc In new modelS

We have described two versions of process dissociation models—the control-
dominant and automatic-dominant models—that instantiate what Jacoby (1991) 
described as the logic of opposition. Both models rely on placing automatic and 
controlled processes in opposition, as well as in concert, to estimate their unique 
contributions. That basic logic has been extended in recent research to estimate 
the contributions of other processes as well.
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Conrey, Sherman, Gawronski, Hugenberg, and Groom (2005) proposed the 
quadruple process model as a means of distinguishing four processes. Two of the 
processes are similar to the automatic and controlled parameters in the original 
process dissociation model. The quad model’s detection parameter reflects the 
ability to discriminate between correct and incorrect responses (as does the con-
trol parameter in process dissociation) and the association activation parameter 
reflects automatic influences of implicit associations (similar to process dissocia-
tion’s automatic parameter). The model also includes a general guessing parameter 
that captures whether participants tend to guess with one response rather than 
another. Guessing parameters can be practically useful because they can repre-
sent responses that are driven neither by controlled nor automatic processes, such 
as mindless guessing or random responding. The guessing parameter does not 
strongly distinguish the two models at a theoretical level, however, because pro-
cess dissociation has also been implemented at times with a guessing parameter 
(Buchner, Erdfelder, & Vaterrodt-Plünnecke, 1995; Yonelinas & Jacoby, 1996).

The parameter that seems to distinguish between models is called “overcoming 
bias.” This parameter has been interpreted as a kind of inhibitory control, in which 
participants suppress automatic responses and respond instead based on their 
detection of the correct answer. More concretely, the parameter indicates which 
process drives responses when detection and association activation are in conflict.

We discussed earlier how comparing control-dominant and automatic-dom-
inant models could reveal which process “wins” when they are in conflict. The 
approach taken by the quad model shares important similarities with these model 
comparisons. Bishara and Payne (2009) provided a proof that when the quad mod-
el’s overcoming bias parameter equals zero, the quad model reduces to the auto-
matic-dominating process dissociation model (with a guessing parameter). And 
when the overcoming bias parameter equals one, the quad model reduces to the 
control-dominant model. In other words, estimating the quad model and compar-
ing automatic-dominant versus control-dominant models accomplish largely the 
same goal. The difference is that in the quad model, the likelihood that automatic 
or controlled processes dominate is estimated by the overcoming bias parameter; 
in our studies comparing models, it is estimated by model fit statistics. The con-
vergence between models is an encouraging sign that researchers beginning with 
different assumptions have found common processes underlying a variety of dif-
ferent tasks.

accuracy and bIaS
The studies reviewed illustrate how process estimates can clarify the  processes 
underlying many sources of error and bias, as well as sources of accuracy. 
Contemporary psychology research has been critiqued as focusing too heavily on 
errors and biases, and too little on how often perceivers get things right (Krueger 
& Funder, 2004). Although the purpose of the process dissociation procedure is 
to separate intentional and unintentional contributions to behavior, in some cases 
it has the fortunate side effect of quantifying the degree of accuracy and bias in 
responses at the same time.
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Process dissociation is not inherently tied to accuracy; it is inherently tied to 
intent. The procedure defines control as responding based on intent, and it defines 
automatic processing as responding independent of intent. Yet in many cases, 
accurately responding on a task that requires a lot of cognitive control provides 
a good way to measure control. As an example, consider tasks that are used to 
measure executive control, such as working memory, flanker, and Stroop tasks. In 
each of these tasks there is one source of diagnostic information on which subjects 
are instructed to respond (target items in working memory and flanker tasks, and 
color names in the Stroop). There is also a source of irrelevant information that 
interferes with intentional responding (intervening operations in working memory 
tasks, flankers in the flanker, and color words in the Stroop). In executive control 
tasks such as these, responding based on the target items leads to accuracy, and 
accuracy is used as a measure of executive control.

In process dissociation studies of memory, intentionally retrieving a conscious 
memory of an episode will lead to accurate responding, even under exclusion 
instructions. And in tasks such as the weapon identification task, carrying out the 
intention to distinguish between guns and tools will lead to high accuracy. To be 
sure, cognitive control is not the same thing as accuracy, and automatic process-
ing is not the same as bias. Nonetheless, accuracy and bias are often good ways to 
operationally measure intended and unintended responses.

When process dissociation is applied in a task using accuracy to measure con-
trol, process dissociation parameters can be interpreted as estimates of accuracy 
and bias. Thinking about decision tasks from this perspective reframes the ques-
tion of whether people are accurate or biased. Studies documenting the use of 
heuristics in decision making are sometimes interpreted as showing that people’s 
reasoning is terribly flawed. Studies showing effects of stereotypes on judgment 
are sometimes interpreted as showing that people are hopelessly unfair. Yet, 
studies using process dissociation typically find that people are relatively good at 
 responding based on relevant information (Dawes, 1979; Jussim, 1991; Kunda & 
Thagard, 1996).

First, control estimates are often quite high. And second, studies across many 
domains (though not all) have found that a control-dominant model better explains 
the data than an automatic-dominant model. In cases where controlled processes 
dominate and automatic processes drive responses only when control fails, it is 
difficult to argue that automatic processing has an overwhelming effect on behav-
ior. Bargh (1999) described automatic social cognition as a “cognitive monster” 
that cannot often be constrained by efforts at controlled thought. Kihlstrom 
(2006) criticized this view, describing instead an “automaticity juggernaut” that 
 threatened to overrun social psychology research with a one-sided emphasis on 
automatic thought. Questions about the scope of automatic and controlled pro-
cesses in everyday life cannot easily be resolved with a few empirical studies. 
However, the process dissociation approach provides a tool for researchers to study 
the relative dominance of each kind of processing, one behavior at a time. An 
accumulated database of such studies might eventually provide a basis for making 
broader claims about the dominance of automaticity (for an extended discussion, 
see Payne & Bishara, 2009).
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Process dissociation highlights that accuracy and bias coexist in the same task 
and within the same person. Like signal detection analyses, the procedure assumes 
that accuracy and bias are independent of each other (see also Swets, Dawes, & 
Monahan, 2000). Finding evidence of bias does not imply, therefore, that the 
 person’s judgment is inaccurate. Thinking of accuracy and bias as independent 
components of decision making advances the question about human accuracy and 
bias. Rather than asking whether people are accurate or biased in their decisions, 
it underscores that many processes contribute to accuracy and bias, even within a 
single person making a single decision.

concluSIon
We began this chapter by reviewing a number of exciting findings about the ways 
that unconscious and automatic processes influence decision making. Dual-process 
theories provide useful frameworks for thinking about automatic and controlled 
processes in general, but they do not provide the specificity needed to identify how 
automatic and controlled processes interact to drive a particular decision. Formal 
models such as process dissociation provide that specificity. After decades of dem-
onstrations that decisions are driven by unconscious, impulsive, and unintended 
influences as well as deliberate reasoning, new research is beginning to ask a next 
generation of questions. Process dissociation provides a set of tools to study how 
unobservable automatic and controlled processes relate to decisions and to each 
other.

note
 1. Although the models are agnostic with respect to temporal order, estimates derived 

from the models may be used to answer questions about the time course of processing. 
As an example, McElree, Dolan, and Jacoby (1999) asked participants to complete a 
recognition memory test while responding to each item as soon as they received a 
signal to respond. By varying the timing of the signal they derived a speed-accuracy 
trade-off function. Moreover, they estimated automatic and controlled contributions 
at each time interval using process dissociation analyses. These analyses showed 
that automatic influences developed very early (i.e., within milliseconds), whereas 
controlled processes came online much more slowly (i.e., over the course of a few 
seconds). Temporal sequencing is thus an empirical question that is likely to have dif-
ferent answers for different tasks. Quantitative models provide a tool to help identify 
answers
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4
The (Ir)rationality Project 

in Social Psychology
A Review and Assessment

JOACHIM I. KRUEGER

Formulas are crutches. If we were logical, we wouldn’t need them.

Professor Theo Harder, University of Bielefeld

S cientific psychologists have been sitting in judgment over the rationality of 
ordinary people. They have asked how well people fare executing everyday 
tasks of estimation, prediction, and inference. Reviewing the ebb and flow 

of these judgments throughout the 20th century, zajonc (1999) found more ebb 
than flow. Of 33 influential social psychologists, zajonc classified 23 as irrational-
ists, 7 as rationalists, and remaining undecided on 3. Had he included himself, the 
tally might have been even more skewed.

zajonc (1999) doubted that social psychology had reached its goal of becoming a 
cumulative science. Were it cumulative, there should be growing consensus on the 
defining issues of the field. The lack of consensus on an issue as central as rationality 
suggests “a schism in our conceptions about the basic nature of the individual [and 
a difference in] a major premise about [the] rationality of behavior” (pp. 201–202). 
According to zajonc, rationalists believe that human behavior involves “voluntary and 
willful reason,” whereas irrational behavior is guided by “forces of nature and bio-
logical dispositions, often unconscious and uncontrollable” (p. 202). Crediting Mark 
Lepper with the idea, zajonc listed four sources of irrationality: cognitive or logical 
inadequacies, biological causes (e.g., instincts), social pressure, and personal values.

zajonc (1999) classified Freud, Sherif, Festinger, Milgram, and Tajfel as irra-
tionalists, whose theories and findings illustrate varieties of irrationality. Freud 
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argued that unconscious forces residing in the id and the super ego control most 
human behavior. Sherif showed that people yield to social influence even when 
that influence is not based on valid information. Festinger found that people 
change their attitudes without sufficient reason. Milgram demonstrated that he 
could get ordinary people to (presumably) shock a fellow person to death simply on 
the grounds of obedience. Finally, Tajfel showed that the threshold for intergroup 
discrimination is intolerably low. On the other side of the divide, zajonc listed 
Bandura as the clearest exemplar of rationalism for his tireless efforts to document 
the role of deliberative reasoning in human agency.

Some of zajonc’s classifications can be questioned, and his list is hardly com-
plete. For example, Asch’s work on normative social influence and Darley and 
Latané’s work on the bystander effect had a strong irrationalist bent (cf. Krueger & 
Massey, 2009). Conversely, Kelley’s (1967) attribution theory credited ordinary 
people with rational scientific minds, and so did Fishbein and Ajzen’s (1975) theory 
of reasoned action.1

Quibbles aside, zajonc’s argument has great force. Since its beginning, social 
psychology has grappled with the yin of rationality and the yang of irrationality. 
Mostly, the yang carried the day without a fight, but during the last decade, the 
debate has become more open (for example, Barbey & Sloman, 2007; Krueger & 
Funder, 2004). An emerging theme is a careful consideration of the criteria by 
which rationality is evaluated, the contexts in which research participants make 
their judgments and decisions, and the type of rationality at stake (e.g., coher-
ence or correspondence; Krueger, 2009a; Todd, Gigerenzer, & the ABC Research 
Group, in press).

With new theoretical models of rationality emerging and progressive empirical 
research programs taking shape, the next phase of scientific work will yield a more 
subtle and textured picture of what people do well, under what kinds of conditions 
they succeed, and how and when they fail. Rationality should no longer be a straw 
man null hypothesis; it deserves to be restored to its proper status as a hypothesis 
that may become less or more credible given relevant empirical evidence.

homo IdIotIcuS, or the tale of 
the faIled ScIentISt

During the 1960s, the idea that ordinary people can be modeled as competent, if 
naïve, scientists enjoyed a honeymoon. The researchers who studied them believed 
that the general rational actor model prevailing in other social sciences could be 
applied to social psychology. The model assumes that people have access to a wealth 
of information relevant to the judgments they need to make, that they are willing 
and able to process this information without bias, and that they are conversant in 
the art of hypothesis testing (Kelley, 1967; Peterson & Beach, 1967). The model 
of the naïve scientist was an ideal, and hence vulnerable to attack. Notwithstanding 
the scientists’ own failure to reach consensus on how scientific inferences are to be 
drawn (Gallistel, 2009; Krueger, 2001), they soon presented data suggesting that 
people systematically violate the precepts of logic and probability. In an influential 
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essay, Ross (1977) declared that naïve scientists are best characterized not by their 
triumphs but by their shortcomings.

Soon after, Nisbett and Ross (1980) published their monograph Human 
Inference as a catalog of errors, illusions, and fallacies. The list was long and depress-
ing; the naïve scientist had devolved into homo idioticus. Going beyond catalogu-
ing, Nisbett and Ross argued that a handful of judgmental heuristics can explain 
most errors. They followed Tversky and Kahneman (1974), who had introduced 
“representativeness,” “availability,” and “anchoring (with insufficient adjustment)” 
as the Big Three heuristics. According to the heuristics-and-biases view, people 
base judgments of categorization mainly on the similarity between instance and 
category (i.e., representativeness), while neglecting the relative size of the category 
(i.e., base rates). The result is systematic categorization errors. Judgments of fre-
quency and probability depend mainly on the ease with which relevant instances 
come to mind (i.e., availability). This heuristic also guarantees systematic error. 
Although it is reasonable to think that an instance can be recalled if its frequency 
in the environment is high, it is not necessarily true that an instance is frequent if 
it can be recalled. Finally, estimates of absolute value (e.g., number) can be con-
taminated by other, arbitrary values that happened to be under consideration prior 
to the estimation task (i.e., anchoring). Here, the bias lies in the inability to ignore 
information that is recognized as irrelevant.

The heart of Nisbett and Ross’s (1980) argument was that many of the familiar 
social irrationalities could be reframed as the results of a few simple habits of mind. 
The signature bias in the field of social cognition is the “fundamental attribution 
error” (Ross, 1977), also known as “correspondence bias” (Jones & Harris, 1967). 
The error consists of overattributing behavior to the person and underattributing it 
to the situation. One concern about the heuristics-and-biases interpretation is that 
each of the Big Three heuristics offers a plausible explanation. When a behavior is 
observed, it seems to be representative of the person, not the situation; the person 
is more available in memory than the situation; the person attribution forms an 
anchor because it is an automatic inference, whereas a situation attribution can 
only be made by laborious adjustment.

Nisbett and Ross’s (1980) framework not only assimilated past social-psycho-
logical findings into a common irrationalist paradigm, it also created new oppor-
tunities to extend the list of fallacies. Hence, it had the hallmarks of a scientific 
revolution (Kuhn, 1962). Journals soon teemed with demonstrations of cognitive 
and behavioral problems, and the psychology of ordinary people threatened to 
devolve into a litany of foul-ups. Krueger and Funder (2004) drew up a partial list 
of 42 biases (from “asymmetric insight illusion” to “vulnerability bias”). A more 
recent check of Wikipedia’s “List of cognitive biases” (n.d.) yielded a list of 43 
“decision-making and behavioral biases,” 29 “biases in probability and belief,” 20 
“social biases,” and 11 “memory errors.” For those hungry for more, the site pro-
vides 14 “see also” links (e.g., “list of fallacies,” “self-deception”).

More is not always better. The original promise of the heuristics-and-biases 
paradigm was not to prove that humans are stupid, but to use their failures as a 
window into the architecture of mind. Clearly, an exclusively irrational mind is an 
untenable premise. People succeed at many tasks. To say that these successes are 
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not interesting is to define social psychology as the psychopathology of everyday 
life. To avoid such an unappetizing reduction, it is necessary to claim that the 
study of failures is more informative than the study of successes. This argument is 
usually made by analogy. Much as perceptual illusions reveal how the mind recon-
structs physical reality, cognitive illusions are supposed to reveal how the mind 
reconstructs social reality. Typically, this analogy is not probed, just asserted.

The idea that judgmental errors, biases, and fallacies might be the footprints 
of an adapted mind has not fully taken hold. Instead, these findings are often por-
trayed as serious problems in need of remedy rather than exciting signals of the 
mind’s well-honed inner workings.2 By suggesting that if people were more rational 
the world would be a better place, the irrationalist project implies an attitude of 
meliorism. Early on, Kahneman and Tversky (1979; cited in Makridakis, Hogarth, 
& Gaba, 2009, p. 197) declared that “man [sic] suffers from mental astigmatism as 
well as myopia, and any corrective prescription should fit the diagnosis.”

The meliorist project found a natural theoretical frame within the dual-process 
models that began to emerge during the 1990s (Chaiken & Trope, 1999). Although 
each model has unique attributes, there are significant commonalities. They all 
assume that one process or system of processes (System 1) is characterized by fast, 
parallel, and easy information processing. This system operates automatically, 
reflexively, and associatively. The other process or system of processes (System 
2) has limited resources, and its workings are laborious. This system operates 
reflectively in a controlled fashion, and it follows rules (Stanovich & West, 2000). 
Most dual-systems models are “default-interventionist,” which means they assume 
that System 2 is engaged only when System 1 fails (Kahneman, 2003). “Parallel-
competitive” models (for example, Epstein, 1994; Payne & Brown Iannuzzi, this 
volume, Chapter 3) offer an interesting alternative, as they do not assume that the 
two systems act in sequence (see also Kruglanski & Orehek, 2007).

The elaboration-likelihood model of persuasion (ELM) is an early example of 
a dual-systems model (Petty & Cacioppo, 1986). The ELM assumes that capable 
people who are properly motivated carefully consider attempts of persuasion by 
covertly arguing and counterarguing. Depending on the outcome of this internal 
review, they adopt an attitude consistent with the best available evidence. This 
reason-based attitude change is called the “central route,” where central is another 
term for rational. All other forms of persuasion, that is, attitude change without 
prior argument elaboration, take the “peripheral route,” which includes the appli-
cation of various heuristics, such as yielding to persuasion attempts that include 
many arguments, repeated arguments, associations with charismatic communica-
tors, or the presence of pleasant odors.3

The ELM foreshadowed some of the problems that plague dual-systems mod-
els today. One problem is the asymmetry between the two systems. Gilovich and 
Griffin (2010) note that “System 1 is almost certainly not as unitary as System 2” 
(p. 569). Most definitional efforts address the question of what System 2 is, so that 
System 1 ends up containing all psychological activity not included in System 2. 
System 1 is defined by exclusion—by what System 2 is not. This method of cat-
egorization renders System 1 unwieldy and incoherent, held together only by the 
faintest ties of family resemblance (Keren & Schul, 2009). Evans (2008) speculated 
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that over evolutionary time many kinds of implicit-reasoning systems have been 
differentiated.

The asymmetry between the two systems vitiates any clear mapping of irra-
tionality and rationality on System 1 and System 2, respectively. Many heuristics 
make rational sense (Fiedler & Wänke, 2009; Hertwig & Herzog, 2009). Within 
the context of the ELM, weighting a persuasive message by the communicator’s 
expertise need not be the logical fallacy of “appeal to authority.” Instead, it can be 
seen as good Bayesian practice to integrate a prior probability (that the expert is 
credible) with the weight of the evidence (the merits of the arguments). To ignore 
the communicator’s expertise would be an instance of the much-bemoaned base-
rate fallacy. Conversely, some effortful cogitation performed by System 2 is more 
rationalizing than rational. “System 2 is often used for the confabulation of expla-
nations for these [System 1] behaviors” (Evans, 2008, p. 258). There is no guarantee 
that deliberate and rule-oriented cogitation applies the very rules endorsed by 
logicians or statisticians (Dawes, 1976).

The dominant view remains meliorist; it holds that biased judgments and erro-
neous decisions result from the quick and dirty operations of System 1. The task of 
System 2 is to come to the rescue by identifying instances where System 1 has gone 
astray and then correcting them. In Tversky and Kahneman’s (1982, pp. 82, 89) 
words, System 2 acts like a benevolent editor, who retains “what is useful and valid 
in intuitive judgment while correcting the errors and biases to which it is prone.”

Dawes (1988) assigned a more radical role to System 2. Expecting System 1 to 
not only miss the mark but to sometimes lead a person in the direction opposite 
to truth or survival, he argued that System 2 must actively and effortfully impose 
rationality against the resistance of System 1. Consider his analogy from the swim-
ming pool. When children first go into the water they instinctively take an upright 
position to keep their heads in the air. Yet, a vertical orientation makes drowning 
more likely. To overcome this dangerous impulse, they have to learn to take a hori-
zontal position and to keep their heads in the water while intermittently coming 
up for air.

The natatorial analogy is optimistic. It assumes that the simple inference sys-
tem produces the wrong response and that the more complex system provides 
the correct response, which, with practice can be routinized. The analogy is 
not generally valid, however, because System 2 does not always provide the cor-
rect response. The conventional view is that errors and biases stem from limited 
psychological capacity, and that people fall back on simple heuristics that do not 
require extensive mental resources. Ironically, it is the resource-consuming System 
2 that is characterized by limited capacity (e.g., attention span, short-term memory 
capacity), which raises the question of how a limited-capacity system can correct 
mistakes that result from limited capacity in the first place? Dawes (1976) noticed 
this problem in his prophetic essay on “shallow psychology.” He wrote, “Conscious 
judgment—as opposed to automatic processing based on vast experience—is fee-
ble. Yet it is precisely this sort of feeble conscious processing on which most people 
rely when attempting to solve most interpersonal and intrapersonal problems. This 
feebleness alone—without the help of motivational factors—may account for many 
of our disasters” (p. 11).
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Let two examples illustrate the troubles of System 2.
Discounting. Hyperbolic discounting in intertemporal choice entails prefer-

ence reversals (Ainslie, 1991). A person may prefer an immediate small reward 
(e.g., $100 today) over a larger future reward ($120 next week), yet also prefer the 
larger reward over the smaller one if both are delayed by the same interval (e.g., 
prefer receiving $120 in 53 weeks over receiving $100 in 52 weeks). This pat-
tern is incoherent because the person both chooses and rejects the same reward 
depending on a condition (the delay) that does not discriminate between the 
options.

What is System 2 to do? One way to regain coherence is to always choose the 
smaller reward. In the delayed version of the example, however, it may seem silly 
to reject a 2% additional wait for a 20% increase in payout. Alternatively, one could 
always choose the larger reward. Yet, to ask a person to always  override  temptation 
seems more reflective of a moralistic norm of self-restraint than of a reasoned 
search for rational choice.4 Yet, the equation of rational choice with resistance to 
temptation (Baumeister & Vohs, 2004) breaks down when the delay becomes very 
long. From an evolutionary perspective, some discounting is  judicious because 
a reward (or the organism itself) might vanish while  waiting (Haselton et al., 
2009).  Recognizing the visceral lure of immediate rewards (Loewenstein, 1996), 
Wang and Dvorak (2010) conclude that hyperbolic discounting can be “an adap-
tive mechanism linking human decision making to metabolic cues, indicating 
 environmental scarcity on a micro level” (p. 186). It is an interest ing hypothesis 
that such adaptations regarding food consumption generalized to how people 
think about money or other symbolic rewards (Briers, Pandelaere, Dewitte, & 
Warlop, 2006).

Resisting temptation is not always best. Aizer and Dal Bó (2010) suggested that 
a battered woman’s desire to alert the authorities is strongest immediately after a 
beating incident. In locations where the law does not allow charges of abuse to be 
dropped, fewer women kill their abusers. If a battered woman’s first impulse is the 
rational one, the task of System 2 is turned on its head. Now the system needs to 
protect the first response from dissipating instead of override it.

Framing. Another well-studied irrationality arises from the framing of pros-
pects (Tversky & Kahneman, 1981). People tend to be risk averse when outcomes 
are described as gains, and risk seeking when they are described as losses. Whereas 
most people prefer a certain gain of $100 to the prospect of gaining $200 with a 
probability of .5, few people who have received an endowment of $200 give up 
$100 rather than risk a possible loss of $200. As a change in the reference point can 
reframe any gain as a loss, and vice versa, preference reversals violate the invari-
ance criterion of rationality.

What is System 2 to do? A person encountering one frame has no incentive to 
simulate the problem in the other frame, and then to vow that the choice would be 
the same in the other frame if anyone asked. If both frames were presented (which 
they usually are not), the person might become aware of the inconsistency and 
remove it. Kahneman and Tversky (1984, p. 346) doubted, however, that the ordi-
nary mind is “adequate to perform the task of recoding the two versions … into a 
common abstract form.” The real problem, however, is that the gambles selected 
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for study typically involve prospects with very similar, if not identical, expected 
values (Levin, Schneider, & Gaeth, 1998). Indeed, if the expected values were 
drastically different, framing effects would disappear.

If there is no good reason to prefer the (un)certain outcome, indifference is 
the only reasonable attitude. Indifferent individuals may choose randomly, but it 
would be odd to see rational choice devolve into random choice. Ironically, no one 
would be accused of being irrational for choosing the (un)certain prospect half the 
time, as long as choice did not covary with frame. If there is covariation, it must be 
assessed over multiple problems and tested for statistical significance. For a person 
responding only to one problem in two frames, there is no way to tell if the framing 
effect arose from random responding or systematic bias.

Rules of Engagement

Adding to the troubles of the limited-capacity System 2 is the question of how it 
knows when to engage. If many heuristics yield adequate results much of the time, 
brute replacement of heuristic with systematic inference is inefficient. System 2 
must be called upon selectively. The ELM addresses this problem by introducing 
motivation. The central, “less traveled,” route is chosen when an important ego-
involving issue is at stake. In a typical study, the merit of the arguments (strong 
versus weak) is orthogonal to the heuristic cue (e.g., the communicator’s expertise). 
Therefore, systematic message elaboration improves overall performance.

In contexts outside of experiments, many of the cues favored by System 1 
have such high validity that elaboration yields little or no incremental benefit 
(Gigerenzer & Brighton, 2009). The best use of System 2 would be to know when 
heuristics return a poor judgment and then to correct it. System 2 would have to 
have “both the inclination to monitor initial impressions and the ability to reason 
accurately” (Kahneman & Frederick, 2006, p. 46). Reflecting the default-interven-
tionist perspective, Camerer, Loewenstein, and Prelec (2005) likened System 2 to 
a kind of mental fire department. “Controlled processes occur at special moments 
when automatic processes become interrupted, which happens when a person 
encounters unexpected events, experiences strong visceral states, or is presented 
with some kind of explicit challenge in the form of a novel decision or other type of 
problem” (p. 18), and they anticipated Kahneman and Frederick’s position by sug-
gesting that the two systems work like an “agency model in which a controller only 
steps in when an extreme state of the system (or unusual event) requires controlled 
processes to override automatic ones” (p. 56).5

Consider the implications of this view with an example from research on 
persuasion. Suppose an expert offers eight opinions, that, when compared with 
nature, fall into four categories: three true positives (expert yes, nature yes), three 
true negatives (expert no, nature no), one false positive (expert yes, nature no), 
and one false negative (expert no, nature yes). To always follow the expert yields 
reasonably high accuracy; Φ = .5. If System 2 were activated to revisit each issue, 
the correlation between judgment and truth would become 1. This, however, is a 
costly strategy, which begs the question of why System 1 reliance on the expert 
should be run in the first place. It does not help to claim that System 2 already 
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knows when and where the expert errs. If System 2 already knew where the errors 
lay, the question of why this system was brought in to help would be begged. In 
short, the decision of whether to activate System 2 cannot be made by System 2 
itself (or by System 1).

A third possibility exists if the validity of expert judgment and the cost of 
additional thinking are known. Now System 2 can choose the optimal number of 
randomly selected issues to be audited. In the example, the probability p of the 
heuristic response to be correct is .75. If one issue is randomly selected for review, 
the probability of correcting an error is 1 – p = .25. If a correction occurs, the 
overall probability of being correct increases to .875. More generally, the postcor-
rection probability of being correct is p + (1 – p)k/n, where k is the sample size, 
and n is the set size. Assuming that the cost of reviewing a sample is k/n, sam-
pling becomes unattractive (irrational) when the ratio of cost to benefit exceeds 1. 
Psychophysical logic suggests that the perceived benefit of any additional numeri-
cally constant increment in the overall probability correct will diminish exponen-
tially (i.e., [(1 – p)k/n]e, where e < 1). Once decision makers know how much they 
care about improving the accuracy of their judgments, they can find the optimal 
number of items to be reviewed. If e = .2, for example, samples of 5 and 6 items 
are, respectively, worthwhile and too costly.

The solution is a general one for any heuristic cue that is known to be valid (r > 
0) but imperfectly so (r < 1). In the absence of other information, perfect reliance 
on the one valid cue is the optimal strategy. When additional information must be 
bought, buying should stop when the cost exceeds the benefit.

The example makes the simple assumption that the cost of cognition depends 
only on a proportion of judgments reviewed. Another assumption is that System 2 
is perfectly able to repair a judgment. The cost of repair for a single judgment can 
vary dramatically, however. Some tasks are so easy that they are only of interest in a 
developmental context. For example, it is intuitive that if 8 out of 10 events are hits, 
the probability of a hit is .8. Fewer people can predict joint outcomes. What is the 
probability that there will be at least two hits if there are three independent opera-
tors that each produces a hit with a probability of .8? A savvy person knows about 
the binomial expansion and how to use a spreadsheet. No one knows offhand what 
the probability of producing a hit should be for an individual operator so that the 
probability of having at least two hits is .8. No amount of glucose (Masicampo & 
Baumeister, 2008) can generate enough energy to overcome the lack of capacity. The 
savvy person suspends judgment and consults a mathematician.6

It makes no sense to blame irrational judgment on limited cognitive capacity. 
To demand unlimited capacity and to blame humans for not having it is frivo-
lous. The only meaningful framework of the study of rationality is an ecological 
one that studies human performance at the intersection of cognitive capabili-
ties and tasks with characteristics suited to these capabilities (Gigerenzer, 2008; 
Simon, 1990). No one asks a rat to do calculus. Asking humans for a derivative 
is unfair and a waste of scientific effort. Viewed in this light, efforts to abandon 
the dual-systems framework for a unified model seem promising (Kruglanski & 
Gigerenzer, 2011).
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the return of ratIonalIty
As the tide of irrationalism washed over social and cognitive psychology, the case 
for rationality was never dead. Critics questioned some of the assumptions and 
implications of the heuristics-and-biases paradigm (Cohen, 1981; Funder, 1987; 
Lopes, 1991), and proponents of rational models continued their work (Ajzen, 
1985; Bandura, 1982; Funder, 1995). Over time there was a revival of interest 
in rationality. Only a small part of this revival can be attributed to efforts of the 
meliorist variety. The meliorist paradigm seeks to improve judgment and decision 
making through “debiasing.” Strategy-based errors can be fought by raising “the 
cost of using a suboptimal judgment strategy” (Arkes, 1991, p. 492) or by increasing 
the benefits of attaining greater accuracy. Association-based errors, however, tend 
to resist incentive-based methods. Instead, they will motivate subjects to “perform 
the suboptimal behavior more enthusiastically” (Arkes, 1991, p. 493).7

Rationality has returned to the scene, in part, because of three developments, 
all of which suggest that the heuristic inference system performs rather well. First, 
some formerly accepted criteria of rational judgment have become questionable. 
Upon reformulation, former errors and biases have taken on a more rational mien. 
Second, some of the contexts in which judgments seemed irrational turned out to 
be rather abstract, arcane, or artificial. In more appropriate, accessible, or eco-
logically valid contexts, judgments make more sense. Third, study designs allowing 
investigators to see the long-term or across-domain effects of judgments reveal 
remarkably good correspondence with criteria.

Criteria

Consider three examples for changing the criteria of rationality. The fundamental 
attribution error (Ross, 1977), the false consensus effect (Ross, Greene, & House, 
1977), and self-enhancement (the better-than-average effect; Alicke, 1985) were 
long considered the three signature biases of social judgment. All three shrink 
under scrutiny.

The charge that person attributions are fundamentally erroneous when situa-
tions affect behavior turned out to be erroneous itself. Person and situation effects 
can be conceptualized in a common framework without assuming that an increase 
in one effect entails a reduction in the other (Krueger, 2009b). Moreover, the notion 
of the fundamental attribution error involves a self-referential paradox because it is 
itself a person attribution (Krueger & Funder, 2004). The actor–observer effect, an 
offshoot of the fundamental attribution error, expired unceremoniously in a meta-
analysis (Malle, 2006; see also Gawronski, 2004).

The false consensus effect is not all that false. People who have no information 
about others may expect them to be similar to themselves. By using their own pref-
erences, traits, or behaviors as sample observations, they can form rational Bayesian 
beliefs about the likely characteristics of others. The predictions made with this 
projection strategy are more accurate than predictions made by guessing (Dawes, 
1989). When people are interdependent, projection can improve outcomes. In the 
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prisoner’s dilemma, and other games in which positive coordination is socially effi-
cient, the expected value of cooperation increases inasmuch as participants expect 
others to make their choices the way they themselves do (Krueger, 2007).

Even self-enhancement is not necessarily a cognitive illusion. The principal dif-
ficulty with this effect is that there are too many ways of measuring it. They all seek 
to solve the problem of separating a self-image that is too positive from one that 
is just positive. These measures tend to correlate positively with one another, but 
they reflect different theoretical premises, none of which has been able to claim 
supremacy (Krueger & Wright, 2011). Current research seeks to gain a deeper 
understanding of the role of regression effects (Moore & Small, 2007, 2008; see 
also Fiedler & Krueger, this volume, Chapter 10), information sampling (Denrell & 
Le Mens, this volume, Chapter 9), and the relation between self-enhancement and 
overconfidence (Larrick, Burson, & Soll, 2007; Moore & Healy, 2008).

Context

Now consider two examples of the role of context . Wason (1960) famously showed 
that people fail to use modus tollens when testing the truth of a conditional propo-
sition. Presented with cards that had a letter (A or B) on one side and an even or 
odd number on the other side, they were asked to test the rule “If there is an A 
on one side there is an even number on the other.” Few participants turned over a 
card showing an odd number. The Wason task assumes that abstract reasoning is 
the proper domain of rationality. Hence, the violation of an abstract rule of deduc-
tive logic is probative for the lack of rationality.

An alternative view is that most everyday reasoning problems are embedded 
in socially meaningful contexts. With this view, performance on abstract tasks says 
little about how well people generally do. Cosmides (1989) rewrote the Wason task 
to represent a social rule (e.g., “If a person is under 21 years of age, he or she does 
not drink alcohol”). Here, a test of the rule becomes a challenge to detect a breach 
of a social or legal rule. Consequently, many participants know the value of inves-
tigating the age of individuals who are known to drink.

Oaksford and Chater (1994) recast the Wason task in the context of inductive 
reasoning, showing that when evaluating the proposition “if p, then q,” it makes 
good sense to examine the associates of p, q, –q, and –p in that order. Indeed, when 
both p and q are rare occurrences (e.g., eating tripe and getting sick), asking if a 
sick person (q) had eaten tripe (p) yields more useful information than asking if a 
well person (–q) has eaten tripe (see also Klayman & Ha, 1987).

The other example regarding the role of context is learning how to exploit a 
probabilistic environment. Having observed, for example, that foraging for food in 
the left patch turns up edibles with a probability of .7, whereas foraging in the right 
patch is rewarded with a probability of .3, the rational strategy is to consistently 
forage on the left. Yet, humans and some other animals tend to select each option 
with the probability with which it has been rewarded (Tversky & Edwards, 1966). 
Such probability matching means that people fail to maximize their payoffs.

Hastie and Dawes (2010) suggest that a desire to control the uncontrollable 
lies at the root of probability matching. People “cannot bring themselves to believe 
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that the situation is one in which they cannot predict” (p. 323). In contrast, Shanks, 
Tunney, and McCarthy (2002) showed that in an optimal learning context, most 
individuals learn to maximize. These authors offered large financial incentives, 
concrete performance feedback, and long periods of training. Whether such con-
texts are ecologically valid, is arguable; but the research demonstrates that prob-
ability matching is not an impenetrable cognitive illusion.

There is, however, a more radical explanation for why organisms tend to match 
probabilities. Tversky and Edwards (1966) observed that participants distributed 
their responses even more broadly when they were told to expect changes in the 
relative reward probabilities. Because the reward probabilities were stationary in 
the experiment, performance suffered. Had there been changes (as promised), 
however, participants would have been more likely to detect them. If nonlabora-
tory environments are not perfectly stable, organisms do well if they balance the 
exploitation of currently productive patches with the exploration of emerging alter-
natives (Steyvers, Lee, & Wagenmakers, 2009).

An organism that tries to balance exploration with exploitation faces an 
immensely difficult task; the derivation of an optimal rule must be nontrivial, to 
say the least, especially if the rate of possible environmental change is unknown. 
In a situation that is computationally intractable, heuristics do best, and probabil-
ity matching is relatively simple and robust (and because of that perhaps innate; 
Gallistel et al., 2007).8

Correspondence

The idea that “in general, these heuristics are quite useful, but sometimes they 
lead to severe and systematic errors” (Tversky & Kahneman, 1974, p. 1124) has had 
a strong if imbalanced impact on research on judgment and decision making. Many 
investigators took the first clause of this claim to be self-evident. Concentrating 
their efforts on shedding light on the second clause, they could construe their 
research as challenging detective work. If heuristics generally work well, snoop-
ing out “severe and systematic errors” seems like risky research. When the null 
hypothesis of rationality has a high prior probability of being true, its rejection 
yields the greatest advance in knowledge. The theoretical advances derived from 
error detection have not, however, lived up to their promise; they have done little 
to explain why heuristics generally work.

A different school of researchers has taken on the task of systematically studying 
the correspondence between heuristic judgments and external criteria; that is, 
of exploring the first clause of the Tversky–Kahneman claim (Hastie & Rasinski, 
1987). A good 20 years of work in this research program has shown that many heu-
ristics perform well and often better than more complex and resource-consuming 
inference strategies (Hertwig & Herzog, 2009; see also Jussim, Stevens, & Salib, 
this volume, Chapter 6).

To illustrate how the correspondence issue was initially misconstrued, consider 
the idea that judgment by heuristic amounts to an overweighting bias (Kahneman, 
2003; Morewedge & Kahneman, 2010). The way a heuristic works can be repre-
sented in the lens model (Brunswik, 1952). In the case of the “recognition heuristic” 
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(Goldstein & Gigerenzer, 2002), for example, items (e.g., cities) vary on some criterion 
(e.g., size) and some dimension (e.g., presence in the media). The association between 
the distal criterion and the proximal cue is the “ecological correlation.” When the 
criterion is not directly observable, judges may infer it from the cue. The association 
between their judgments and the cue values is the “surrogate correlation.”

The measure of success is the “accuracy correlation,” that is, the correlation 
between judgments and criterion values. The heuristic works if both the ecological 
and the surrogate correlation are positive, but the judges can only affect the latter. 
If they assume the cues are valid and if no other information is at hand, their best 
strategy is to act as if the cues were perfectly valid. Then the accuracy correlation 
will be equal to the ecological correlation. As cue utilization (i.e., the surrogate 
correlation) becomes weaker, the accuracy correlation will attenuate because the 
expected value of the accuracy correlation is the product of the ecological and the 
surrogate correlation. In other words, a pure case of heuristic judgment, which 
involves a single cue of some validity, most likely entails an underweighting bias 
instead of an overweighting bias. Accuracy (correspondence) would increase if 
people reasoned heuristically in a more principled way. When there are multiple 
valid cues, summed unit weights outperform optimal regression weights in cross-
validation (Dana, 2008; Dawes, 1979).9

conScIouSneSS and free wIll
The tendency (or temptation) to see rationality bound up with consciousness and 
free will is strong. Baumeister (2008, p. 71) cited John Searle (2001) for the claim 
that “theories of rationality almost inevitably presuppose some degree of free will.” 
The views expressed by Hastie and Dawes (2010) and zajonc (1999) are no excep-
tions. The frequent mapping of rational thinking onto System 2 thinking, which was 
critically reviewed earlier, may be responsible here. System 2 thinking is assumed to 
be controlled, and controlled thinking is assumed to be conscious and free. This line 
of reasoning—perhaps ironically—appears to be rather associative and illogical.

Perhaps it is best to resist the temptation to view issues of rationality through 
the prism of consciousness and free will. It is hard enough to define and mea-
sure rationality in terms of coherence or correspondence. Both criteria operate on 
judgments and decisions and how they relate to one another (coherence) or how 
they relate to external benchmarks (correspondence). They do not involve a per-
son’s subjective experience while making these judgments or decisions. Once this 
is understood, we can evaluate the rationality of nonhuman animals in contexts 
appropriate to their species without being embarrassed. An added benefit of this 
strategy is that one need not worry that the eventual victory of the determinists 
over the free willers will spell the demise of rationality.
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noteS
 1. Fishbein and Ajzen are noted in the text but not included in the list of theorists.
 2. For arguments of how errors reveal more fundamental adaptations, see Arkes (1991) 

or Kenrick et al. (2009).
 3. Note that these labels could be reversed. So-called central-route processes may 

actually be peripheral because they are mediated by elaborative reasoning, and thus 
indirect; so-called peripheral processes may actually be central because they are 
unmediated and thus direct.

 4. In defense of humans, it may be said that nonhuman animals have much steeper dis-
counting functions (Stevens & Hauser, 2004).

 5. The agency model entails that when an error occurs, both systems have failed. “Biased judg-
ment […] represents a joint failure of System 1 and System 2: System 1 generates a biased 
impression and System 2 fails to correct it” (Morewedge & Kahneman, 2010, p. 437).

 6. Hence, I respectfully disagree with my teacher Theo Harder (quoted in the introduc-
tion). We can be logical and use formulas. Indeed, we can be logical because we use 
formulas (Dawes, 1979).

 7. Arkes’s (1991) analysis is profound and subtle. Strategy-based errors can be avoided 
by using more cues, considering other evidence, or by making counterfactual com-
parisons. Avoiding association-based errors requires the suppression of automatically 
activated ideas, which is difficult by definition. Arkes was guardedly optimistic that a 
third type of error, which is psychophysically based, can also be reduced by bringing 
overlooked costs to mind. Framing effects fall into this category.

 8. The implications of this analysis for mate search and choice remain to be studied. In 
this context, “exploration” (or “foraging” for mates) may generate different additional 
costs and benefits for the two sexes.

 9. The accuracy-enhancing logic of social projection can also be cast in a lens model 
(Hoch, 1987), but the probability-matching heuristic cannot.
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5
Irrational Numbers

Quantifying Accuracy and Error
HART BLANTON and JAMES JACCARD

I will send you the chapter in two weeks.

Hart Blanton in an e-mail to Joachim Krueger, 8 weeks too soon

IntroductIon

E xperimental psychologists thrive on deficiencies. Consider just a handful 
of shortcomings that interest them: judgmental overconfidence, the bet-
ter-than-average effect, correspondence bias, the fundamental attribution 

error, confirmation bias, the planning fallacy, gambler’s fallacy, hindsight bias, ego-
centric bias, the sunk-costs fallacy, the illusion of control, omission bias, neglect 
bias, and on and on (see Jussim, Stevens, & Salib, this volume, Chapter 6; Krueger, 
this volume, Chapter 4). These phenomena differ from one another in substantive 
regards, but they share an important quality. Each points to ways in which social 
judgments can be systematically distorted away from a criterion of “accuracy” or 
“rationality” that is held up as an ideal in a theoretical model of human cognition. 
Such comparisons between actual judgments and idealized judgments pervade the 
psychological literature. At times, the idealized model has been explicated as the 
response that should be observed when people adhere to rational thought processes 
(for example, Jones & Davis, 1965; Kelley, 1967). Other times, it is adapted from 
statistical or mathematical models (for example, Tversky & Kahneman, 1971). Still 
other times, the ideal is so obviously the “correct” response that researchers merely 
appeal to the counterintuitive nature of a response (Prentice & Miller, 1992).

Most research examining the limitations and errors in human judgment 
has been carried out in the psychological laboratory, where are revealed when 
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participants respond to experimental stimuli in a manner inconsistent with the ide-
alized, rational model. Consider “gambler’s fallacy” as an example. Through appli-
cation of Bayes’s theorem, psychologists know that the results of separate tosses 
of a fair coin will be statistically independent of one another, such that each toss 
will yield a 50% likelihood of generating heads as opposed to tails. Experimental 
psychologists have shown, however, that by manipulating information about the 
results of prior coin tosses that research participants act as if independent coin 
tosses are causally linked (Gold & Hester, 2008; Tversky & Kahneman, 1971). 
A string of heads is thought to increase the probability of tails and a string of tails 
is thought to increase the probability of heads. It is because this response pattern 
departs from a known statistical model that the “gambler’s fallacy” is not labeled 
“gambler’s preference” or “gambler’s tendency.” It is a fallacy.

Measuring Accuracy, Quantifying Error

It often seems to students of psychology that it would be a straightforward task to 
apply the same logic of accuracy criteria when measuring the accuracy of human 
judgments. Such a pursuit might take a variety of forms: labeling specific judg-
ments as “correct” or “incorrect,” quantifying the prevalence of errors in a group of 
respondents, or estimating the average magnitude of the errors expected in a given 
group. After all, there are models that convey right and wrong answers in the “real 
world”—just as there are rational criteria to apply in the laboratory. Consider for 
purposes of illustration a college student who makes a prediction about her grade 
on a final exam. If she believes she will get a score of 100 out of 100 and she only 
gets a 65, then she has made an error. If a researcher collected similar data from 
a sample of students taking this same course, it seems easy enough to measure the 
magnitude and prevalence of errors in the classroom by comparing group predic-
tions to group reality.

Despite the intuitive appeal of such inferences, the quantification of errors 
has proven to be an unusually difficult task. For one thing, many of the percep-
tions psychologists study cannot be easily linked to “rational” models. This is illus-
trated in the documented tendency for many adults to view positive traits as more 
self-descriptive than negative traits (Alicke, 1985). This tendency might reveal the 
presence of an “error” or “illusion,” one that leads individuals to see themselves in 
overly positive terms (Taylor & Brown, 1988). However, who is to say that any given 
response pattern is inaccurate, and how would one ever quantify the number of 
positive traits a person should endorse? Thus, although it is easy enough to gener-
ate examples in which a precise judgment can be compared to an obvious reality, 
many consequential social judgments occupy a conceptual space that cannot be so 
easily quantified.

Even with a seemingly straightforward judgment—like the test-prediction 
example—an unusually complex array of issues must be considered to quantify error. 
Consider a study that had college students estimate the time it would take them 
to finish their senior theses (Buehler, Griffin, & Ross, 1994). The average estimate 
was 33.9 days but the actual completion time was 55.5 days. This clear demonstra-
tion of the “planning fallacy” calls to mind instances we all have experienced, ones 



IrratIonal numberS 81

in which we expect one outcome and experience another. Certainly, it is reasonable 
to state that there is a mean tendency toward “error.” However, it is precisely the 
methodological convention used in this study that we wish to scrutinize and often 
challenge with this chapter. Our thesis is that even when the criterion for evaluat-
ing a judgment seems clear, the strategy of comparing a measured perception to a 
rational criterion can be misleading.

An Informal Take on Formal Models

The perspective we adopt draws heavily on classic methodological work docu-
menting the measurement hurdles standing in the way of researchers who wish to 
measure the accuracy of perceptions (Anderson, 1981; Cronbach, 1955; Hastorf 
& Bender, 1952). The effect of these works was that they all but shut down early 
interest in measuring the accuracy of human judgments, and this was perhaps 
one of the reasons researchers moved into the research laboratory, where experi-
mental control permitted stronger statements about error. Unfortunately, these 
seminal critiques are rarely examined in graduate methods classes, and each 
draws on formal mathematical models that are hard for many students and schol-
ars to digest. We think that as a result there has been a drift in some areas of the 
judgment literature that place trust in simple criterion comparisons, violating the 
spirit of these seminal works. Our goal is to present some of the concerns in these 
papers through informal examples and often hypothetical data sets. We begin by 
discussing four psychometric criteria that have relevance to the accuracy ques-
tion, giving particular attention to the measurement of overconfidence.

PSychometrIc hurdleS: QuantIfyIng 
oVerconfIdence

By most any reasonable definition, individuals who think that they know things that 
they do not are overconfident. This logic has driven many of the analyses of overcon-
fidence. For instance, one common technique for measuring this type of error has 
individuals answer knowledge questions and then estimate the probability that they 
have answered each question correctly. If respondents’ mean confidence scores are 
higher than their mean accuracy scores, this is treated as evidence of overconfidence 
(Fischhoff, Slovic, & Lichtenstein, 1977). The difficulty of such an approach can be 
revealed by first considering an obviously inadequate measurement strategy.

A Limited Measure

Psychologists quite often rely on measures that assess perceptions using numeric 
response formats, made meaningful with semantic anchors. Suppose that a 
researcher followed this strategy and administered the following question to a stu-
dent, prior to a final:

How well do you think you will perform on the final?

Not at all 0 1 2 3 4 5 6 7 8 9 10 Extremely Well
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The student circles the number 8 and later receives a grade of 74 out of 100 on the 
final exam. Can we say that this student committed an error with respect to her 
judged ability to do well on the exam? Certainly not.

A variety of issues prevent psychologists from inferring that this student’s knowl-
edge perception was in any way faulty. First, it is not at all clear what level of per-
ceived knowledge is conveyed by an 8. It seems possible that the student perceived 
her knowledge to be high, because she circled a number that was at the upper end 
of the response metric. Perhaps, however, this rating conveyed a perceived ability 
to do satisfactory work and if so, the student’s perception seems accurate—as she 
exhibited satisfactory performance on the final exam. Alternatively, the student 
may have given only cursory thought to how her knowledge might translate into a 
test performance when she circled an 8, and if so, comparisons between her rating 
and exam grade are of dubious value.

This example illustrates how documentation of a seemingly straightforward 
bias can elude researchers who employ measures that are not up to the task. We 
now introduce refinements to this measure to improve accuracy estimation and in 
the process review four measurement dimensions that speak to the utility of psy-
chometric measures in psychological research.

Valid Versus Invalid measures The student in our example was asked to rate 
her knowledge using a metric that ranged from 0 to 10. This numbering system can 
be useful for researchers interested in examining the causes and consequences of 
perceived knowledge. Such researchers are not concerned with quantifying accu-
racy or error. Instead, they are interested in testing psychological theories that 
speak to the underlying processes that might influence judgment outcomes. These 
processes might promote more accurate judgments in some contexts and less accu-
rate judgments in others, but no attempt is made to assess the overall accuracy 
of any given judgment, in any given context. In research enterprises such as this, 
investigators do not need measures that can gauge accuracy. They simply need 
measures that are valid.

In the way we use it here, validity refers to the extent to which variation in 
an observed measure is related to variation in the construct that the measure is 
intended to reflect. Our 0 to 10 measure of perceived knowledge is valid by this 
definition to the extent that the respondents who feel less knowledgeable circle 
lower numbers than those who feel more knowledgeable. Researchers need not 
know the absolute level of perceived knowledge that is reflected by an 8, as com-
pared to a 7 or 9, for it to be valid. They only need to know that respondents who 
circle 8 are, on average, higher in confidence than those who circle 7 and lower 
than those who circle 9, and that the variation in the observed measure is linked to 
variation in the underlying dimension being measured.

To illustrate, suppose that a researcher measured perceived knowledge on a 
valid 0-to-10 metric in order to test the theory that perceived knowledge is caus-
ally influenced by actual knowledge. Table 5.1 presents two data sets that might 
be generated in a class of five students, and the theoretical conclusions they would 
support. Notice that the first data set shows that perceived knowledge has a per-
fect correlation with exam performance (r = 1.00), whereas in the second data set, 
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the correlation is near zero (r = –.10). The first data set suggests that perceived 
knowledge is driven entirely by actual knowledge (at least as measured by exam 
performance). In contrast, the second data set suggests that perceived and actual 
knowledge are independent of one another. Thus, although the researcher cannot 
determine whether the student who circled an 8 in either data set was overconfident 
or if either sample was showing signs of systematic error or bias, statements can 
be made about the theoretical link between perception and reality. For instance, a 
number of studies investigating the links between perceived and actual knowledge 
suggest that the dynamic represented by Data Set 2 often occurs. In many content 
domains, measures of perceived knowledge appear to be valid estimates of what 
people think they know, even though what people think they know seems to be 
independent of what they actually know (for example, Lichtenstein & Fischhoff, 
1977). Such findings suggest that people often base their confidence estimates on 
information they should not, but in no way does it quantify the prevalence or mag-
nitude of error.

meaningful Versus arbitrary metrics At times, investigators seek knowl-
edge of a metric’s meaning. Typically, this occurs in applied settings, where practitio-
ners want to make accurate inferences about the absolute standing of an individual 
or group of individuals on the psychological dimension of interest. For instance, 
clinicians working with depressed populations want to know which of their clients 
are at a high as opposed to low risk of suicide. It is not enough for them to know that 
the depression inventory given to a set of clients shows a correlation with suicide 
risk (suggestive of validity). They also want to know which scores reveal an unac-
ceptable risk of suicide and which scores suggest little reason for concern.

The example of clinical assessment points to the need for psychological inven-
tories that have meaningful, as opposed to arbitrary, metrics. It is important to 
keep in mind that a measure can be valid yet still have an arbitrary metric. For 
example, weight as measured in kilograms is a valid measure of weight, but most 
people in the United States have no idea how much a person weighs when told the 
individual weighs 60 kilos. For people in the United States, the metric system of 
weights represents an arbitrary (but valid) metric. Blanton and Jaccard (2006a) 
define metrics as arbitrary “when it is not known where a given score locates an 

table 5.1 knowledge estimation

Data Set 1 Data Set 2

Student
Perceived 

Knowledge
Exam 
Grade Student

Perceived 
Knowledge

Exam 
Grade

1 5 64 1 5 64
2 6 69 2 6 69
3 7 74 3 7 74
4 8 79 4 8 79
5 9 84 5 9 84
Mean 7 74 Mean 7 74

r = 1.00 r = –0.10
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individual on the underlying psychological dimension or how a one-unit change on 
the observed score reflects the magnitude of change on the underlying dimension” 
(p. 28). The perceived knowledge scale we examined earlier had an arbitrary met-
ric by this definition, even though it can be useful (valid) tool for testing a causal 
theory about the relationship between perceived and actual knowledge.

To move beyond mere validity, a researcher must empirically link scores on 
the metric to other perceptions or benchmarks to get some sense of what different 
numbers mean (Blanton & Jaccard, 2006b). Suppose, for instance, that a researcher 
uses an arbitrary 0-to-10 scale to measure perceived knowledge of psychology in 
a sample of 1,000 introductory psychology students, and further collects detailed 
information on grade expectations. Through careful analysis, the researcher learns 
that students who circle 8 on the confidence rating most typically report an expec-
tation of getting a B in the course, students who circle 8 or lower report feeling 
satisfied with a B or higher on the final, and those who circle 9 or higher report 
feeling dissatisfied with any grade other than an A. From these data, the number 
8 begins to take on meaning. This hypothetical data pattern suggests that a rating 
of 8 reveals an expectation of B-level performance.

Of course this fictitious study is not realistic, but many arbitrary metrics do 
become meaningful when their real-world implications are detailed. Consider 
measures of IQ. Tests of IQ have been used to such an extent that many educa-
tional psychologists have a reasonable sense of what to expect from students with 
IQ scores of 90, and they know how they would likely differ from those with IQ 
scores of 120. IQ tests rely on a metric that, however imperfect, has become less 
arbitrary over time.

Verifiable Versus Indefinite metrics To go beyond absolute inferences and 
estimate accuracy, the score generated by a respondent must be compared to some 
external criterion of “truth.” To this end, psychologists often measure judgments 
on the same metric as some accuracy criteria. For instance, to determine if the stu-
dent was too confident in her ability to do well on an exam, one might ask her what 
score she expected out of 100: What grade do you think you will get on the final 
exam (0–100)? Use of this 0–100 metric gives an investigator the ability to state 
whether the student made an error in judgment. If she predicted an 85 on the final 
exam and received a 74, then she made a mistake. By moving from a 0–10 rating 
scale to a 0–100 rating scale, the researcher seems to have shifted from a metric 
with indefinite meaning to one that can be mapped directly onto a verifiable crite-
rion. That is, it appears that the accuracy of the rating can now be assessed.

Again, however, the thesis of our chapter calls verifiability into question when 
logic such as this is employed. This point is introduced by two hypothetical data 
sets in Table 5.2. Notice that with each data set, the students overestimated their 
exam grades by an average of 11 points. However, the dynamics underlying this 
identical average grade overestimation differed dramatically in the two data sets. 
In the first data set, all of the students overestimated their grades, but the students 
who made the highest predictions performed the best on the exam and those who 
made the lowest predictions performed the worst. In the second data set, each of 
the students again overestimated their own grades, but there was little relationship 
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between predicted grade and actual grade. Is it reasonable to say that the students 
in the first data set are biased in their ratings or that their ratings reveal an error 
when this group seems strongly attuned to true relative standing in the classroom? 
Is it reasonable to use the same term to describe the grade overestimation tenden-
cies in these two data sets?

Before answering, note that these two data sets were designed to have the same 
underlying psychological dynamics as the two data sets in Table 5.1. Specifically, 
the correlation between perceived and actual knowledge in the first data set is r = 
1.00 and in the second data set is r = –.10. Recall that in Table 5.1, the dynamics in 
the first data set were used to support the theory that respondents showed a degree 
of insight into their true competencies, whereas the data from the second were 
used to argue against that perspective. Because the data sets in Table 5.2 employed 
a metric that seems meaningful as opposed to arbitrary (in the sense that it reflects 
a percent correct) and because it seems verifiable as opposed to indefinite (in the 
sense that the 0–100 metric is also employed in the accuracy standard), then a data 
pattern that suggested knowledge and insight in Table 5.1 seems to suggest bias 
and error in Table 5.2. This is problematic.

We suggest that if researchers adopt new interpretations of the same data pat-
tern simply because of a change in the metric, then perhaps too much faith is being 
placed in numeric rating systems. The arbitrary nature of the first metric focuses 
attention on the correlation pattern, whereas the seemingly verifiable nature of 
the second metric focuses attention on mean differences. This shift is expected 
if researchers mistakenly assume they have shifted from metric indeterminacy to 
metric transparency.

transparent Versus Indeterminate metrics People often say what they 
mean and mean what they say. If a student says she will ace an exam, then it seems 
fair to assume that she thinks she will receive an A for her grade. If she then fails 
the exam, it also seems fair to infer that she was overconfident. At times, however, 
the meaning of a communication is not so clear and the inferences that follow are 
indeterminate, given such ambiguity. If a student says she will thrash or annihilate 
an exam, the meanings of her utterances are not fully clear. These words need to 
be translated before their truth value can be determined.

table 5.2 grade estimation

Data Set 1 Data Set 2

Grade Grade

Student Predicted Actual Student Predicted Actual

1 75 64 1 75 69
2 80 69 2 80 74
3 85 74 3 85 84
4 90 79 4 90 79
5 95 84 5 95 64
Mean 85 74 Mean 85 74

r = 1.00 r = –0.10
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In many research settings, the meaning of ratings is clear and transparent, 
and in others it is indeterminate or fuzzy. When a researcher poses a question to a 
respondent for purposes of obtaining a rating, the researcher has a set of thoughts 
that this investigator wants to convey to the respondent, in the context of the ques-
tion. For the researcher to communicate those thoughts, the researcher must con-
vert each thought into an external symbol system and then convey these symbols to 
the respondent. In turn, the respondent must then decode—that is, interpret—this 
system and extract meaning from it. Ideally, the respondent will infer the meaning 
that was intended by the researcher. However, should the symbolic expressions 
evoke a different thought in the respondent than what the researcher intended, a 
miscommunication will occur, and the underlying meanings ascribed to the sym-
bols will differ from the researcher’s intent.

From this framework, we define a measure as transparent when the under-
lying meanings intended to be conveyed by the researcher are the same as the 
underlying meanings extracted by the respondent. Transparency by this definition 
is related to validity, because validity occurs to the extent that there is correspon-
dence between the underlying meaning intended by the researcher and extracted 
by the respondent. We introduce transparency as a distinct quality, however, for 
two reasons. First, we wish to draw attention to the communication process occur-
ring between questioner and respondent. Second, and more specifically, we wish 
to highlight the communication gaps that can occur when experimenters allow 
their own interest in measuring accuracy drive their interpretations of a question. 
Although researchers may think that by adopting a metric that can be verified that 
the metric has transparent meaning, at times this strategy can cause researchers to 
interpret questions in ways that respondents will not. Common interpretations of 
probability ratings provide an example of this.

When incorporated into formal mathematical models, the meaning of prob-
ability units is known and understood. If a coin has a 50% chance of landing on 
heads, then the expected number of heads in a sample of 1,000 coin tosses is 500. 
But consider the meaning that percentage scales convey when used to quantify 
psychological experiences. If someone says she is 99.9% sure that she will have a 
date on Friday, she probably is not invoking the metric of percentages to communi-
cate that if she were to randomly sample 1,000 future Fridays from the population 
of possible Fridays like the upcoming one, that she would expect to stay home on 
1 of these nights. Rather, she is probably using this metric to communicate subjec-
tive certainty that a date will occur.

Of course psychologists typically avoid casual utterances in favor of formal 
ratings scales, and they do this partly to move to a shared meaning system. The 
move to structured ratings has great value in improving the psychometric proper-
ties of questions, but there will always be a potential for gaps of interpretations. 
The use of structured probability rating scales provides one such example. Only 
a few specialized populations—gamblers and weather forecasters, for instance—
have extensive experience using percentage estimates to make formal predictions. 
Members of other populations communicate in percentage terms only rarely and 
may be unable or unwilling to use these scales in a way that comports with the 
meaning in formal probability models.
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Consider as another example a structured response scale that is routinely 
employed to document a cognitive error. This is the perception of unique invul-
nerability (Weinstein, 1980). The typical question that might be used to reveal this 
bias is as follows:

What is the likelihood that you, relative to other same-sex college  students, 
will fall and break a bone?

–3 –2 –1 0 1 2 3

Much Less 
Likely

Same 
Likelihood

Much More 
Likely

The pattern of results typically observed is for respondents, on average, to rate 
their own likelihood of experiencing negative events (like falling and breaking a 
bone) as lower than that of comparable others. Because it is not possible for every-
one to have lower odds of experiencing misfortune than everyone else, a negative 
mean score on this scale seems to reveal the presence of a collective error. But is it 
appropriate to use such a label?

By following this convention, researchers must explicitly assert or implicitly 
assume transparent meaning. More specifically, they must assume that the value 
of zero on this metric has a clear interpretation and provides a meaningful dividing 
line between two distinct psychological states, one that indicates a collective error 
toward unique vulnerability and another that indicates a collective error toward 
invulnerability. Although this interpretation follows if the scale means precisely 
what it looks like it means, to our knowledge, the transparency assumption of this 
metric and zero-point hypotheses have never been tested. And there is reason 
to think that if such research were conducted that it would not be supportive. 
Various investigators have studied the properties of comparative ratings scales such 
as this one and their results suggest that, although respondents are asked to esti-
mate relative probabilities, the ratings participants give are driven more by their 
perceptions of their own, absolute probabilities (for example, Kruger, 1999). Thus, 
although it appears that the negative mean for individuals reveals false belief in 
unique invulnerability, perhaps it just reveals a (mostly correct) view that most 
negative events are unlikely.

The problem of transparency points to the need to test for the presence of 
errors empirically, rather than through conceptual or logic-based assertions. To 
illustrate, suppose a researcher administers a 100-item, multiple-choice test of 
knowledge to a sample of 1,000 individuals. After each question, and following 
common practices in the overconfidence field, he asks participants to rate the like-
lihood that they will get each question correct. He finds that when he averages 
the confidence ratings for each question, participants tend to overestimate their 
performance by 10 points. Thus, on average, students who get 50% of the questions 
correct on the test report an average confidence rating across the 100 items of 60%. 
Students who get 60% of the questions right on the test report an average confi-
dence rating across the 100 items of 70%. And so on. If we view probability ratings 
as a nonarbitrary subjective estimate of performance and if we view actual test 
scores as a nonarbitrary objective estimate of test performance, then the estimate 
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of the sample can be verified relative to the normative standard and it is fair to say 
that participants exhibited an overconfidence effect.

But is the psychology underlying these ratings transparent? We might ask, 
what does a 70% mean to a participant who makes this rating? How does it differ 
from a 50%? Perhaps many of the students who indicate 70% are simply convey-
ing a subjective sense that there is a “pretty good chance” of getting a question 
right. How might one determine if the ratings of 50% or 60% or 70% are faulty in 
a psychological sense? One way to get traction on these ratings would be to aban-
don assertions about the meaning of probability numbers in the minds of respon-
dents and instead seek to identify through empirical research the real-world 
consequences of different numeric ratings. Suppose, for instance, a researcher 
looks past the 10-point difference in true and estimated probabilities to see if 
participants are acting like a group that has overestimated its knowledge. To 
this end, the researcher asks participants if they are willing to enter into a bet 
for each item on the test, with varying payoffs for each question. By random lot-
tery, the payoffs for a given question will range from 9:1 to 1:9, with each point 
representing the exchange of 10 cents. If a participant is given 7 to 3 odds for 
a given question, this means that a correct answer will yield 70 cents and an 
incorrect response 30 cents. If someone is given 2 to 8 odds, this means then a 
correct answer will yield 20 cents and an incorrect response 80 cents. With such 
a setup, the researcher can empirically examine what risks people will take at the 
different levels of confidence they generate. If a participant truly believes that 
her chances of being correct on a given item are 60%, then she should enter into 
any bet that gives better than 4 to 6 odds. Over the long haul at 60%, she will 
win money with those odds if her estimate is accurate. If the participant is con-
sistently overestimating her probability of knowing, she should enter into wagers 
that do not favor her and over the long haul lose money.

This study would require sophisticated experimental controls and even then the 
effects would be open to multiple interpretations, as factors other than  knowledge 
confidence, like the tendency toward “risk taking,” can influence gambling decision. 
These and other obvious limitations would need to be examined, but we introduce 
this example to convey the spirit of quantifying error based on the consequences 
of judgments rather than strict and literal interpretations of numeric ratings. As we 
show shortly, this approach provides one of two methods we advance for gaining 
traction on accuracy and error.

Summary of Four Properties

We have examined four qualities of a response metric and related them to the 
study of error: validity, meaningfulness, verifiability, and transparency. We argued 
that researchers should not assume that metrics, however valid, reveal what they 
intuitively seem to reveal, especially for the purpose of asserting an error. A par-
ticipant who answers questions about absolute or relative probability might not be 
communicating probability estimates in a fashion consistent with formal probabil-
ity models, and so deviation from rational models might reflect poor measurement 
translation rather than cognitive miscalculation. Further complicating matters, 
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the meaning of a single scale metric might shift from one judgment to the next 
(Schwarz, 1996). For instance, when psychology majors rate their knowledge of 
psychology, they might use the scale to convey how their mastery of psychology 
compares to their mastery of other topic areas (see Marsh, 1986). When the same 
group rates the knowledge of other psychology majors at their school using the 
same metric, they might use the scale to convey how psychology majors at their 
own institution compare to psychology majors at comparable institutions (see 
Biernat & Crandall, 1996). If researchers do not consider the shifting meaning of 
a seemingly identical metric from one question to the next, they might draw faulty 
inference when they make direct comparisons between them.

We think misplaced faith in transparency is one reason many judgment prob-
lems are framed in terms of probabilities. Many times, when human judgments are 
measured using precise mathematical language, the correct answer can often be 
unerringly determined. But the transparent meaning of percentages when convey-
ing the true likelihood of a criterion does not necessarily hold when this metric is 
imported to psychological judgments. In fact, there is considerable evidence that 
the natural metric of human probability judgments is not one of probabilities (for 
example, Windschitl & Wells, 1996). We thus see some irony in the faith that judg-
ment researchers place in their measures, in light of their conclusions. The judg-
ment and decision literature has focused attention on the human tendency to make 
faulty judgments of odds and probabilities, but such conclusions only follow if one 
also embraces strong assumptions about the human capacity to accurately and pre-
cisely report this same information.

StrategIeS for StudyIng accuracy and error
We propose two strategies that avoid such strong assumptions. The first “prag-
matic approach” focuses on the consequences of accurate versus inaccurate judg-
ments. The second “process approach” focuses on the psychological mechanisms 
surrounding accuracy and error, rather than accuracy per se.

The Pragmatic Approach: Measuring Mistakes

Our hypothetical betting example illustrated a pragmatic approach to measuring 
error. In that study, the meaning of a seemingly transparent metric was deduced 
empirically (but imperfectly) through research that linked observed values to 
meaningful, real-world events. Elsewhere, we have discussed how this approach 
can bring meaning to arbitrary metrics that measure racial bias (Blanton & Jaccard, 
2006b). In the current chapter, we extend the logic to consider the task of making 
meaningful statements about errors. Our review shows that it is one thing to define 
errors through analytic conventions but quite another to determine meaning by 
linking numeric ratings to daily outcomes.

The pragmatic approach to errors calls on researchers to operationalize judg-
mental shortcomings, independent of the numeric rating system they adopt (for 
example, Dawes & Mulford, 1996; Moore & Small, 2008). Researchers can then 
empirically link ratings to judgments in order to identify cut points and critical 
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regions on the response metric that they find to be associated with the tendency 
to make errors of judgment. For instance, one might define overconfidence in bet-
ting as the tendency to lose money. With this definition chosen beforehand, one 
could then determine the magnitude of discrepancy between perceived and true 
probabilities (if any) that leads to an error. Perhaps the error will be linked to 
the tendency to overestimate true odds by 10 points. Perhaps it will be linked to 
the tendency to underestimate true odds by 10 points. Regardless, the meaning 
assigned on any given rating discrepancy is established empirically, not by defini-
tional fiat.

Pragmatic meaning has parallels in treatments of human judgment pointing 
to the need to link empirical findings to contexts of interest (Brunswick, 1956; 
Todd & Gigerenzer, 2007). Funder (1987) focused discussion of this issue around 
a distinction he makes between “errors” (responses that deviate from normative 
models of correctness) and “mistakes” (maladaptive responding in daily life rooted 
in faulty perceptions). In a sense, the pragmatic approach we are suggesting shifts 
attention away from research strategies that seek to quantify errors to alternative 
strategies that seek to quantify mistakes.

To illustrate, consider again the example of the student who mistakenly pre-
dicted her grade to be an A. Her prediction did not correspond to her actual grade, 
and so she did make an error. But was this a mistake? If the student hopes to be 
admitted to a selective college, if she believed that she needed to obtain an A in 
the course to remain competitive, and if she stopped studying based on her belief 
that she had learned enough to get an A on the final, then she made a mistake. If 
her prediction had no discernible effect on her studying behavior or her emotional 
reaction to the grade, then no mistake was made. A similar analysis can be applied 
to the illusion of invulnerability, discussed earlier. If researchers can document 
that groups shift from adaptive to maladaptive behavior as they move from positive 
to negative ratings, then the current convention for scoring an error has pragmatic 
value for measuring mistakes. If the zero-point is not a dividing line, the conven-
tion is called into question.

Quantification of shortcomings in terms of consequences will not always be 
easy or straightforward. In any given research context, researchers must seek 
consensus around a definition of a “mistake” to link observable events to specific 
points on the scale metric (see Blanton & Jaccard, 2006a, 2006b). This will move 
researchers away from clean, universal definitions of inaccuracy and irrationality 
that can follow from logical definitions to a multitude of operationalizations, each 
rooted in the consequences of cognition. The reason is that the consequences of a 
given judgment depend on the specific environments where thought translates into 
action (Berg & Gigerenzer, 2010). Further complicating matters, a given judgment 
or judgmental process might be deemed adaptive when it is evaluated in relation 
to one of its outcome and maladaptive when it is evaluated in relation to another. 
Suppose, for instance, that a particular cognitive style is linked to both economic 
gain and hedonic loss (Quoidbach, Dunn, Petrides, & Mikolajczak, 2010). Whether 
this tendency reveals a “mistake” in daily life depends on the criterion of interest. 
Importantly, the multitude of criteria that might be used to evaluate cognition 
must be expressed a priori and applied consistently across a program of study. 
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The reason is that most positive outcomes will come with some attendant nega-
tives, and so it will be easy for researchers to seize on the “bad news” to highlight 
human tendencies toward irrationality, after the fact (Krueger & Acevedo, 2007; 
Mazzocco, Alicke, & Davis, 2004).

These complexities aside, a pragmatic approach can light a bright path for those 
who wish to understand the meaning of the phenomena they study. Overconfidence 
takes on meaning when a researcher identifies the points on the scale metric where 
measured hubris is linked to unacceptably high risks of teen pregnancy or drunk 
driving or budget overruns. In each case, interest in real-world outcomes pulls 
a researcher’s attention away from numbers and toward everyday life. It thereby 
adds a new twist to traditional debates over whether commonly measured forms 
of “irrationality” are adaptive (Taylor & Brown, 1988) or maladaptive (Colvin & 
Block, 1994), as it inextricably binds the assessment of rationality to its measure-
able effects.

The Process Approach: Quantifying 
Erroneous Influences, Not Errors

The psychometric hurdles reviewed here are only of concern when researchers 
wish to estimate accuracy and error. These can be circumvented, however, if a 
researcher instead focuses on modeling the antecedents and consequences of irra-
tional thought process. This alternate approach is consistent with common uses 
of laboratory experimentation. Recall that experimental psychologists document 
errors by determining how experimental stimuli influence responses in ways not 
accounted for by idealized rational models. The same logic can be incorporated 
into measurement enterprises. Researchers can model the factors that influence 
judgments, after known rational influences have been statistically controlled. The 
factors that operate independent of known, rational influences can then be inter-
preted as biasing factors—factors that distort judgments away from what would be 
predicted on the basis of the rational model.

For instance, in one idealized model, confidence in judgments will vary sys-
tematically as a function of the accuracy of these judgments (plus or minus ran-
dom error). One can thereby identify factors that systematically bias judgmental 
confidence by modeling the variables that predict confidence ratings for a judg-
ment or set of judgments, after judgmental accuracy has been statistically con-
trolled. Blanton, Pelham, DeHart, and Carvallo (2001) deployed this approach 
in a study of judgmental overconfidence. They were interested in determining if 
egoistic factors exert irrational influences on judgmental confidence. The judg-
ment task involved a blind taste test in which participants needed to discrimi-
nate between Coke and Pepsi placed in two separate cups. Although the ability 
to identify Coke from Pepsi is trivial in most senses, some individuals state 
strong preferences for one cola over the other. A stated “preference” implies 
a perceived ability to discriminate between the two colas on the basis of taste. 
Pilot testing for this study revealed, however, that many individuals are not able 
to distinguish between the two colas, even if they state a preference between 
them. Blanton et al. thus hypothesized that the stronger the stated preference 
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for one cola over the other, the more confidence would become inflated, inde-
pendent of judgmental accuracy. Further, because research suggests that self-
affirmations ameliorate threats to the self (Steele, 1988), they predicted that a 
self-affirmation manipulation would diminish the nonrational influence of pref-
erence on confidence.

Results indicated that the relationship between judgmental confidence and 
accuracy was close to zero, r = –.05, suggesting that participants had little insight 
into their ability to perform the taste test. Further, participants expressed 78% 
confidence in their ability to label the two colas accurately, although only 73% of 
the participants were able to do this. The difference in these values was statisti-
cally significant (p < .05) and would traditionally be interpreted as evidence that 
the sample was about 5% overconfident. However, such an interpretation requires 
adoption of the questionable transparency assumption. To avoid this, confidence 
ratings were regressed on the two factors that were thought to exert irrational 
influences (preference and self-affirmation) and their cross-product, with judg-
mental accuracy statistically controlled. Results indicated that in the absence of an 
affirmation a stronger tendency to state a preference of one cola over the other was 
associated with a higher confidence rating, independent of judgmental accuracy. In 
the presence of an affirmation, however, this irrational influence was eliminated. 
This study thus provided evidence that motivation can exert influences on confi-
dence levels that operate outside their effects on accuracy. The findings pointed 
to an irrational thought process that can promote error in some contexts, but error 
was not quantified by this research method.

This same logic can be used in studies designed to determine the conse-
quences of irrational thought processes. This is done by examining the influence 
of a perception on some other outcome of interest, after controlling for all other 
factors highlighted by a rational model. Jaccard, Dodge, and Guilamo-Ramos 
(2005) examined sexual risk taking in over 8,000 female adolescents who par-
ticipated, over two years, in two waves of a national survey on health-related 
cognitions and behavior. Jaccard and colleagues hypothesized that perceived 
knowledge of sexual risk factors would influence sexual health decisions, and 
they examined the influence of perceived knowledge on such decisions while 
controlling the influence of actual knowledge (measured with a knowledge test). 
By so doing, they modeled irrational influences of perceived knowledge on sexual 
risk taking.

Consistent with the cola preference study, this study showed that perceived 
knowledge was largely uncorrelated with actual knowledge, r = .10. Further, per-
ceived knowledge of sexual risk taking predicted (unplanned) pregnancy occur-
rence when actual knowledge (and a large set of covariates) was controlled. The 
nature of the effect was that for every unit that perceived knowledge changed (on 
the five-category scale), the predicted odds of a pregnancy increased by a factor of 
1.53, holding actual knowledge constant. Subsequent analyses suggested that this 
effect was due, in part, to the effects of perceived knowledge on sexual activity. 
Independent of actual knowledge, the perception of knowledge predicted greater 
sexual activity. Since perceived knowledge was unrelated to protective behavior, 
this increased sexual activity resulted in higher rates of pregnancy.
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Together, these studies show how one might study irrational influences that 
can undermine accuracy and promote error. One approach involves studying fac-
tors that influence perceptions and beliefs after rational influences have been 
statistically controlled. Another involves studying the effects of perceptions and 
beliefs on outcomes of interest after the rational influences of these perceptions 
and beliefs have been statistically controlled. Both approaches can reveal psycho-
logical dynamics that depart from idealized rational models, but each avoids the 
many thorny measurement issues created by seeking to study accuracy or quantify 
error (although they leave many thorny issues related to establishing reliability and 
validity). By focusing on irrational processes of thought, rather than irrational con-
tent of thought, this analytic method can move researchers beyond the mere docu-
mentation of errors to understanding their effects (cf. Krueger & Funder, 2004).

concluSIon
We all make errors, and psychologists have a long tradition of studying the causes 
and consequences of these errors. This chapter was written with an eye for the 
many ways psychologists themselves might err by pursuing seemingly straightfor-
ward methods of quantifying error. We offered a pragmatic approach and a process 
approach as alternatives that at times will be less intuitive and straightforward, 
but that have the potential of helping researchers gain a better understanding of 
human decision making and its effects.
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6
The Strengths of Social Judgment

A Review Based on the 
Goodness of Judgment Index

LEE JUSSIM, SEAN T. STEVENS, 
and ELIzABETH R. SALIB

IntroductIon

H ow good is normal human judgment? Much of the scholarship in psy-
chology (especially social psychology) and related disciplines has long 
suggested that it is not very good at all. Perspectives emphasizing error, 

bias, and how social beliefs create social reality have dominated the literature on 
social cognition (for example, Fiske & Taylor, 1991; Kahneman & Tversky, 1973; 
Ross Lepper, & Ward, 2010). These views have created an image of a social per-
ceiver whose misbegotten beliefs and flawed processes construct not only illusions 
of social reality in the perceiver’s mind, but actual social reality through processes 
such as self-fulfilling prophecies. In this bleak view, the mind becomes primarily a 
product of cognitive shortcomings and distorted social interactions.

We doubt that one can find any psychologist who can be directly quoted as 
claiming that people are generally fools. Instead, what happens is far more sub-
tle. First, the amount of time, energy, and journal space devoted to research on 
error and bias vastly exceeds that devoted to accuracy. Second, the receptacles of 
“received wisdom” in social psychology—handbook chapters, annual review chap-
ters, and textbooks—consistently review and emphasize research demonstrating 
error and bias while typically ignoring or deemphasizing research on accuracy (for 
example, Dovidio & Gaertner, 2010; Myers, 2008; Ross et al., 2010).

The unflattering picture of normal human judgment painted by social psychol-
ogy can be seen in several ways. Social cognition over the last 60 years has been 
largely a “bias-documenting” enterprise (see Jussim, in press; Krueger & Funder, 
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2004, for whole tables listing social cognitive biases). Or, consider the following 
quotes (see Jussim, in press, for a large collection of such quotes):

“Social perception is a process dominated far more by what the judge 
brings to it than by what he takes in during it” (Gage & Cronbach, 1955, 
p. 420).

“Self-fulfilling prophecies occur … across a wide variety of situations. 
Although there are some circumstances that counter their occurrence, on 
the whole, biases in both the perceiver’s and target’s interpretations of the 
meaning of behavior and social norms for reciprocating behavior would 
seem to favor their development” (Fiske & Taylor, 1991, pp. 549–550).

There are good reasons to study bias. Biases can reveal the inner workings 
of the mind by revealing the processes underlying perception and judgment (see 
Funder, 1987). Similarly, bad and foolish behavior is inherently attention grab-
bing (Jussim, 2005; Krueger & Funder, 2004). Furthermore, identifying errors and 
sources of irrationality is often a first step toward improving human judgment. 
Nonetheless, the good reasons to study bias do not constitute good reasons not 
to study accuracy or to overstate the role of bias in human judgment. Our view is 
that, at least within social psychology, this emphasis on bias is greatly overstated. 
The next several sections of this chapter point the direction toward a much-needed 
correction in the big take-away message from research on human social judgment. 
Describing that correction and its implications for understanding prior research is 
the centerpiece of this chapter.

The Failure of Bias Research in Social Psychology to 
Estimate How Good People’s Judgments Are

Obviously, if one acts as a “bias detective,” then one will be unmotivated to assess how 
good people are. Assessing error and bias versus how well people make judgments 
requires very different research efforts. For example, consider Bob Smith, who plays 
tennis better on clay than grass. He has a clay “bias.” This provides no information 
about how good Bob is. To do so, one would have to examine his won–lost record.

Furthermore, bias is usually assessed against an implicit comparison of perfec-
tion or as an unconfirmable null hypothesis (Krueger & Funder, 2004). For exam-
ple, in stereotype research, when people judge two groups (or individuals from 
two different groups) differently, it is interpreted as bias (for example, Dovidio 
& Gaertner, 2010; Fiske & Neuberg, 1990). The implicit standard of perfection 
here is unbiased responding (i.e., judging the groups or individuals identically) and 
any deviation from this standard is interpreted as bias. Furthermore, unbiased 
responding—a nondifference between experimental conditions—is not “accuracy.” 
It is an uninterpretable “null” result (see Krueger & Funder, 2004, for more on this 
topic). Finally, the pièce de résistance is that such studies almost never show how 
good people’s judgments are or how close they come to unbiased responding; they 
only address the probability of the observed difference occurring under the null 
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assumption of no difference between experimental conditions. If one is fortunate, 
one might find the effect size of bias reported, but rarely does one find an effect 
size for accuracy or unbiased responding.

Thus, in such studies, the only thing that is assessed is how bad people’s judg-
ments are, the implicit standard for comparison is perfection (zero bias), and there 
is no corresponding assessment of how good they are. One cannot reach conclu-
sions about the extent and power of bias in human social perception unless accu-
racy or unbiased responding is also measured.

We Rarely Care About Perfection

There is one more inherent problem with research that uses perfection as its 
standard for comparison. We rarely care about perfection (Jussim, 2005, in press; 
Simon, 1956). There are exceptions. In planning a lunar landing or when con-
structing a skyscraper, measurements that are incorrect by a tiny percentage may 
lead to disaster. Most of the time, however, we do not aspire to perfection.

Perfection is so high a standard that researchers rarely apply it when test-
ing their own models, theories, and hypotheses. Correspondence of theoretical 
 predictions with empirical outcomes almost never needs to be the equivalent of a 
correlation of 1.0. Consider a statistically significant confirmation of some hypothe-
sis, with a corresponding effect size of r = .20 (the average effect size in all of social 
psychology; see Richard, Bond, & Stokes-zoota, 2003). This can be interpreted 
as meaning that the theory was confirmed for 60% of the responses and discon-
firmed for 40% (for example, Rosenthal, 1991). It generally will not, however, stop 
a researcher from exclaiming, “Eureka, the data confirm my theory!” We see no 
justification for holding lay beliefs to a higher standard than the standard to which 
social scientists hold their own hypotheses.

It is important for researchers examining the quality of human social judgment to 
(1) have a clear standard for optimal judgment, and (2) provide information not only 
on the probability that people deviate from that optimal judgment but also on how 
close they come to optimal judgment. These issues have been widely recognized in 
cognitive psychology for some time (for example, Gigerenzer, 2002; Katsikopoulos, 
Schooler, & Hertwig, 2010; Koriat, Goldsmith, & Panksy, 2000); one goal of this chap-
ter is to develop a simple statistical method for bringing this idea to social psychologi-
cal studies of bias. Toward this end, we introduce the Goodness of Judgment Index.

the goodneSS of Judgment Index 
(gJI): what It IS and how to uSe It

Assessing people’s deviations from perfection can be a valuable and important 
research enterprise, and nothing in this chapter suggests otherwise. Nonetheless, 
we argue that it is useful, even imperative, to develop procedures that assess not 
merely how bad people’s judgments are but also how good their judgments are. Just 
as scientists consider their theories pretty good even if they do not perfectly cap-
ture reality, it seems reasonable to evaluate the quality of lay judgments not merely 
by their deviation from perfection but by how closely they capture reality.
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Of course, there are both theoretical perspectives and empirical research in 
social psychology that address people’s accuracy (for example, Brunswik, 1952; 
Funder, 1987; Jussim, 1991; Kenny, 1994). Such perspectives, however, typically 
require statistically sophisticated techniques (structural equation modeling; the 
Social Relations Model, signal detection analysis, etc.), methodologically complex 
forms of data collection, or both. This emphasis on complexity in assessing accu-
racy probably derives from Cronbach (1955), Kenny (1994), and Judd and Park’s 
(1993) heavy emphasis on complex componential approaches to accuracy.

Nonetheless, there are many useful and constructive approaches to accuracy 
that do not require complex componential analyses (see Jussim, 2005). More 
important, complex approaches typically require very specific methods uniquely 
tailored to yield data that can be analyzed using those methods. Absent the “right” 
data, many of these methods cannot be used to assess accuracy, rationality, optimal 
judgment, and so forth.

An important contribution to understanding issues of accuracy, error, and bias, 
therefore, would be the development of a relatively simple and straightforward 
method of assessing accuracy, reasonableness, or unbiased responding, especially 
one that is widely applicable even when a study was not specifically designed to 
employ sophisticated accuracy assessments. Such a statistic could provide several 
significant contributions to understanding social perception and judgment:

 1. It could put studies of bias into some context. How much bias do they 
really find? How large is bias relative to accuracy or unbiased responding? 
Psychologists should want to know answers to these questions if they want 
to reach broad and general conclusions about people’s tendencies toward 
error and bias.

 2. It could sometimes extract information about accuracy, rationality, and so 
forth, from studies that only assessed bias as deviation from perfection.

 3. Therefore, it could also help provide a broader and more complete view 
of social judgment and perception than is provided by studies focused on 
bias. If such a statistic showed that studies of bias often provide abundant 
evidence of unbiased, accurate, or rational responding—evidence that 
was overlooked because researchers only provided tests of bias—it could 
constitute one useful antidote to overstatements of bias.

This chapter introduces the Goodness of Judgment Index (GJI). The GJI is a 
simple arithmetic formula (it can be viewed as a statistic in the sense of being a 
computational tool with a purpose, but it has no probabilistic properties as do, for 
example, correlations, F tests). Although the GJI can be used to address many dif-
ferent questions about accuracy, optimality, and goodness of judgment, it can most 
easily be used to address three common questions:

 1. How close do people’s judgments come to perfection?
 2. How far are people’s judgments from perfection?
 3. How much do people’s judgments improve over some alternative model 

of judgment?
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We created the GJI for the purpose of filling several holes in social psycho-
logical research on bias. First, the GJI can be used to explicitly and operationally 
articulate a standard for accuracy, reasonableness, or rationality, even when the 
original authors did not. Second, it provides a way to assess how close people’s 
judgments come to perfection, even when the original authors only assessed devia-
tion from perfection. Thus, it is capable of extracting information about accuracy, 
reasonableness, or rationality from studies reporting only evidence of bias. Last, it 
is a relatively simple calculation that can be used alone or along with more sophis-
ticated techniques (e.g., signal detection, Bayesian analysis).

The next sections, therefore, first describe this new statistic, then apply it to 
several studies of bias, and, finally, discuss the implications of the findings obtained 
for broad and general understandings of bias, rationality, and accuracy in social 
cognition and judgment.

Computing and Using the GJI

Most results in studies of judgment, decision making, and prediction can be readily 
translated into a 0–1 scale, because such studies often use frequencies or percent-
ages as their basis for identifying error and bias. The GJI then becomes:

 (Maximum possible imperfection – Actual degree of imperfection)/
Maximum possible imperfection

Maximum possible imperfection is the most anyone could possibly be wrong under 
the circumstances. Imperfection can be operationally defined as errors, discrepan-
cies from predicted values, disagreements, and so forth, depending on the type of 
data in any given context. The GJI ranges from 0 to 1 and, when used as described 
here, it indicates the proportion improvement of social judgment compared to 
complete error. Thus, it is simple and easy to use.

The basic ideas and computations can be illustrated with almost any concrete 
example, say, predicting the number of days in March that New York City (NYC) 
will have snowfall of at least 1 inch. Let us assume that NYC has only one such 
day. Fred, however, predicted three such days. Fred was “wrong.” It did not snow 
three times in March. Fred has an “anti-snow bias.” But, because a prediction of 
3 days of snow in March also means 28 days of no snow, Fred’s prediction is far 
closer to reality than is implied by the blunt declaration that Fred was wrong or 
that he possesses an anti-snow bias. Indeed, Fred’s GJI shows quite precisely how 
close he is to perfection:

Maximal possible error: 30 (there are 31 days in March, it snows once, so the 
most Fred could be wrong is 30)

Actual error: 2
GJI = (30 – 2)/30 = 28/30 = .93

In general, GJI scores above .6 indicate that the judgment is closer to com-
plete agreement or accuracy than to complete disagreement or error; scores below 
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.5 mean that the judgment is closer to complete error or bias than to complete lack 
of bias or accuracy. Scores between .5 and .6 mean that people’s responses are cor-
rect about as frequently as would be predicted by blind guessing.1

Issues in the Choice of Comparison for Maximal Possible Error

In many situations, use of the GJI requires scientific judgment regarding the 
appropriate choice for maximal possible error. The simplest meaning for maximal 
error is maximal possible, no matter how unlikely. Indeed, that is how our March 
snow example was conducted.

Nonetheless, the GJI is flexible enough that it could be used to compare the 
quality of people’s judgments to some standard other than maximal possible error. 
However, when doing so, researchers should be explicit that such usage no longer 
involves comparison to complete error, since this alters the interpretation of the 
GJI. For example, consider again the March snow example used previously. Let us 
assume that there never have been more than 10 days of snow in March in NYC. If 
the researcher wishes to assume that 10 is an upper bound for predictions of days 
of snow in March in NYC, the GJI could be computed using 9 (10 – 1) as maximal 
error, rather than as 30.

Of course, this is now a very different assumption; such a researcher is now 
accepting that, in fact, people have a great deal of knowledge about the relative 
rarity of snow in March in NYC. Use of the smaller term of maximal error does 
not, somehow, eliminate all that valuable, valid knowledge that people have. Using 
it does, however, allow the researcher to estimate how good people’s judgments 
about snow in March are, over and above some level of knowledge against which 
the researcher is interested in comparing people’s judgments. In this latter case, 
Fred’s GJI would be computed as:

Maximal error = 10
Actual error = 2 (3 – 1)
GJI = (10 – 2)/10 = .80

Fred is still shown to be doing quite well, even taking for granted that he should 
have information about general snowfall levels in NYC in March.

This issue will often be important when deciding between maximal error 
versus random responding as a baseline. Random responding may produce 
many accurate predictions, if the base rate of some outcome is high enough. For 
example, consider predicting the outcome of coin flips. If it is a balanced coin, 
on average, it will come up heads 50% of the time. So, someone who “success-
fully” predicted five of ten coin flips is right five times. The GJI here could be 
computed as (10 – 5)/10 = .5. But, even though there is evidence here that their 
predictions are better than maximal error, there is no evidence here that they 
are clairvoyant.

One could use the GJI to test the quality of predictions over and above ran-
dom responding. The GJI formula remains the same, but its elements need to be 
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computed slightly different to reflect the different purpose to which it is being put. 
When comparing improvement over random responding:

 Maximal error = (Number of trials – Expected number of hits based on
 random responding)

and
 Actual error = (Number of trials – Number of hits)

In the case of someone successfully predicting 5 of 10 coin flips, the GJI would be 
computed as

 [(10 – 5) – (10 – 5)]/(10 – 5) = (5  – 5)/5 = 0

If the person got 9 of 10 right, the GJI would be computed as

 [(10 – 5)  – (10 – 9)]/(10 – 5) = (5 – 1)/5 = .8

which is interpretable as meaning people did 80% better than chance. Of course, 
in such situations, the GJI can be negative, that is, when people perform worse 
than chance.

Admittedly, one does not need the GJI to figure out how successful someone is 
at predicting coin flips. The next sections, therefore, use the GJI to revisit several 
studies of bias. The first several studies (Darley & Gross, 1983; Hastorf & Cantril, 
1954; Rosenhan, 1973) were selected precisely because they are classics, highly 
cited cornerstones in social psychological perspectives on bias. The final study 
(Monin & Norton, 2002) was selected because it is more recent and it staunchly 
carries on the tradition of research that focuses almost entirely on bias while, in 
fact, yielding more evidence of accuracy or unbiased responding than it does of 
bias. Lest we be accused of cherry-picking, we have purposely included highly 
cited studies that have been widely interpreted (both by the original authors and 
by many of those citing them) as clear and strong demonstrations of bias. As shall 
be shown, even these classics show that bias is generally quite modest, something 
that occurs around the edges of the main pattern of social judgment, which is 
largely accurate and in touch with reality.

This review is not a comprehensive reinterpretation of the vast literature on bias. 
Instead, its intention is to illustrate the main themes of this chapter: (1) psychol-
ogy, especially but not exclusively social psychology, has a long history of bias in 
favor of bias; and (2) bias has long led psychologists to, intentionally or not, create 
an unjustified impression that bias dominates accuracy, when, in fact, their own 
data—even the data of some of the most classic demonstrations of bias—show that 
people are, in fact, far more accurate or unbiased than they are biased.

uSIng the gJI to extract InformatIon 
about the goodneSS of JudgmentS 

from PrIor StudIeS of error and bIaS
Under the right conditions, the GJI can be used to extract information 
about accuracy and agreement from studies that have focused exclusively on 
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demonstrating error and bias. Even when the original research focused exclu-
sively on testing for deviations from perfection, under some conditions, the 
information necessary to compute the GJI can be uncovered. Several condi-
tions need to be met:

 1. The research needs to report its evidence of error or bias in some sort of 
quantitative terms; means, percentages, and so forth, will usually work 
fine; if

 2. The scales of measurement are also reported (so that it is possible to figure 
out what maximal possible error would be); or, at least,

 3. Maximal error can be plausibly estimated, even if not identified precisely.

In the next sections, therefore, we use the GJI to reinterpret several oft-cited 
empirical demonstrations of bias.

They Saw Nearly Identical Games: The GJI 
Applied to Hastorf and Cantril (1954)

The classic “They Saw a Game” study by Hastorf and Cantril (1954) has long been 
cited as a sort of testament to the power of subjectivity, distortion, and bias (for 
example, Ross et al., 2010; indeed, according to Google Scholar, as of April 19, 
2010, the study had been cited nearly 500 times, and, although we have not read 
all 500 such articles, we have never seen it discussed as a testament to the validity 
or accuracy of social perception). Consider, for example, Ross et al.’s treatment of 
the study in the most recent Handbook of Social Psychology:

The early classic study by Hastorf and Cantril (1954), on the differing percep-
tions of Dartmouth and Princeton students watching the same football game 
through the prisms of their rival partisanships, reflected a radical view of the 
“constructive” nature of perception that anticipated later discussions of naïve 
realism. (2010, p. 23)

This quote nicely captures the received wisdom regarding the message of the 
study. Next, therefore, we examine the study’s actual results through the lens of 
the GJI.

In 1951, Dartmouth and Princeton played a hotly contested, aggressive football 
game. A Princeton player received a broken nose; a Dartmouth player broke his 
leg. Accusations flew in both directions: Dartmouth accused Princeton of playing 
a dirty game; Princeton accused Dartmouth of playing a dirty game.

Into this mix stepped Hastorf and Cantril (1954). They showed a film of the 
game to 48 Dartmouth students and 49 Princeton students, and had them rate the 
total number of infractions by each team. Dartmouth students saw both teams as 
committing slightly over four (on average) infractions. The Princeton students also 
saw the Princeton team as committing slightly over four infractions; but they saw 
the Dartmouth team as committing nearly 10 infractions.
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Here are Hastorf and Cantril’s conclusions:

There is no such “thing” as a “game” existing “out there” in its own right which 
people merely “observe.” … The “thing” simply is not the same for different 
people. (1954, p. 133)

To the extent that we evaluate the Dartmouth and Princeton students’ judg-
ments according to an implicit criterion of perfection, they were clearly biased 
in a self-serving manner: Dartmouth students saw Dartmouth committing only 
4 infractions whereas the Princeton students saw Dartmouth as committing 
10 infractions. People’s judgments were not identical to one another. They devi-
ate from perfection. Thus the study has come to be viewed as a testament to the 
subjectivity of social perception.

An analysis based on the GJI, however, yields a very different perspective. First, 
let us consider judgments regarding Princeton. Both Princeton and Dartmouth stu-
dents estimated that Princeton committed about four infractions. One does not even 
need the GJI for this. For fully half of the football game (the half involving Princeton) 
there was no bias at all. If we computed a GJI for these results, it would equal 1.0.

Note that the GJI here is being used to assess in-group biased versus unbi-
ased responding. It is not being used to assess accuracy per se. Total bias is read-
ily assessed simply by comparing the perceptions of the two groups. When those 
 perceptions differ, one does not know whether one group or both groups were 
biased, but one does know the total degree of bias across the two groups; it is 
the difference in perceived infractions. In this sense, we are using the GJI in 
exactly the same manner as did Hastorf and Cantril (1954) when they performed 
their original analyses.

Next, we computed the GJI for Dartmouth. The Princeton students saw 
Dartmouth commit 10 infractions; Dartmouth students saw Dartmouth commit 
4 infractions. To compute the GJI, however, we need to know the maximal pos-
sible disagreement. To do so, we will make several simplifying assumptions. First, 
we assume that people saw no more than one infraction per play per team (it is 
sufficiently rare in football for a team to commit two independent infractions on a 
single play that this assumption is worth making). Second, we need to know how 
many plays there were in the game. Unfortunately, although we have searched high 
and low for a full reporting of the game, we could not find one that reports exactly 
how many plays there were. Nonetheless, a typical college football game has 60 to 
100 plays. Indeed, the 60 figure is extremely low. But let us work with this lower 
figure because use of the higher figure would lead to a conclusion of even more 
agreement than we actually find.

With 60 plays, the maximal possible disagreement is 60. The Dartmouth and 
Princeton students could have, at least hypothetically, disagreed on every play. 
Computation of the GJI then becomes very simple:

Maximal possible disagreement = 60
Actual disagreement = (10 – 4) = 6
GJI = (60 – 6)/60 = .90



lee JuSSIm, Sean t. SteVenS, and elIzabeth r. SalIb106

That is, even for the half of the game (the Dartmouth players) on which there 
was the greatest amount of disagreement and bias, 90% of the time, the students 
were completely unbiased. The goodness of students’ judgments were 1.0 regard-
ing Princeton and .90 (or, more likely, higher because there were most likely more 
than 60 plays) regarding Dartmouth. Interpretations of this as some sort of testa-
ment to the power of the “constructive” nature of social perception would appear 
to reflect the constructive nature of social psychological theories and theorists far 
more than the constructive power of laypeople’s social perceptions.

On Judging Insane People as Insane: The 
GJI Applied to Rosenhan (1973)

The value of assessing accuracy via the GJI is also apparent when applied to 
Rosenhan’s 1973 “On Being Sane in Insane Places” study, which (according to 
Google Scholar) has been cited over 1,000 times, usually (within social psychol-
ogy) as a classic example of the power of labels and expectations to bias judg-
ment (for example, Darley & Gross, 1983; Ross et al., 2010). In this study, eight 
pseudo-patients (who had no history of mental illness) complaining of auditory 
hallucinations got themselves admitted to psychiatric hospitals. Upon admission, 
they immediately ceased exhibiting symptoms and acted as normally as possible 
under the (abnormal) conditions of the psychiatric hospital setting. Most were kept 
for about two weeks, although one was kept for 52 days. None were diagnosed as 
sane. Instead, all were released with a diagnosis of schizophrenia “in remission.” 
Furthermore, staff sometimes interpreted reasonable behavior as symptomatic of 
pathology (e.g., pacing halls from boredom as anxiety). Rosenhan believed he had 
shown that “we cannot distinguish insanity from sanity” (1973, p. 257).

Although this study provides more evidence of reasonableness and rational-
ity on the part of the doctors and staff than usually recognized (see Jussim, in 
press), the results are not readily represented by the GJI. Rosenhan (1973), how-
ever,  performed a follow-up study that is amenable to our method. In that study, 
he identified a hospital whose staff doubted that they would misdiagnose patients’ 
sanity. He then informed them that pseudo-patients would attempt to gain admis-
sion to their hospital during the upcoming three months. Psychiatrists were asked 
to rate the 193 new patients admitted during this period. Rosenhan (1973, p. 252) 
described his results this way: “Twenty-three [pseudo-patients] were considered 
suspect by at least one psychiatrist.” There were, however, no pseudo-patients.

To compute the GJI, we gave Rosenhan the benefit of the doubt, and assumed 
that no psychiatrist judged any of these 23 to be sane. This is not likely to be true. 
Rosenhan’s phrase, “at least one psychiatrist” strongly suggests that, at least sometimes, 
there were one or more psychiatrists who did not believe one or more of these 23 were 
fakers. Nonetheless, our assumption biases our computation of the GJI in favor of find-
ing as much bias as possible. Given our simplifying assumptions, the GJI is

Maximum possible number of errors = 193
Actual number of errors = 23
GJI = (193 – 23)/193 = .88
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The psychiatrists were right 88% of the time, based on our starting assump-
tions favoring bias and error. If we assume that only half of the time, rather 
than all of the time, psychiatrists identified these 23 patients as pseudo, the 
GJI goes up to .94. Neither Rosenhan’s conclusion that the insane are indistin-
guishable from the sane, nor the longstanding interpretation of this study as a 
testament to the constructive power of labels, are justified. Instead, the results 
suggest that the psychiatrists and staff were nicely, though not perfectly, in 
touch with reality. They were, however, unable to recognize that the people 
claiming auditory hallucinations were faking. They also judged that a small 
percentage of those sincerely admitting themselves to mental institutions were, 
in fact, sane. It is not clear that even this judgment was factually incorrect. 
Such a small percentage of people could actually have been fundamentally 
sane (perhaps they misdiagnosed themselves; perhaps they were misdiagnosed 
by other psychiatrists; perhaps their insane families convinced them that they 
were the insane one; etc.).

Where Is the Bias? The GJI Applied to Darley and Gross (1983)

Darley and Gross (1983) examined the potentially biasing effects of social class 
stereotypes. Princeton students were led to believe that a fourth-grade girl came 
from either a middle-class suburban background, or an inner-city impoverished 
background. Some then estimated her ability in liberal arts, reading, and math. 
These students showed little or no tendency to favor the students from the middle-
class background.

Others viewed a videotape of her taking a math test. All of these students saw 
the exact same tape of the exact same girl answering the exact same questions. 
Nonetheless, they rated her ability, cognitive skills, and motivation more highly 
when they believed she came from a middle-class background. They even claimed 
that the girl answered more questions correctly. Darley and Gross (1983) concluded 
that people’s expectations bias their judgments when people feel they have clear 
evidence relevant to those expectations but not in the absence of such evidence. 
This study has (according to Google Scholar) been cited about 600 times, typically 
uncritically as a demonstration of bias.

Although Darley and Gross (1983) used several dependent variables, we limit 
our analysis to the one with an objective metric, namely, estimates of how many 
math questions the girl answered correctly. Unfortunately, Darley and Gross did not 
report how many questions the girl answered correctly, which means that we can-
not use the GJI to estimate people’s accuracy. Fortunately, however, they reported 
the average percent correct estimated by perceivers with high versus low social 
class expectations, for easy, moderate, and difficult questions. This means that we 
can use the GJI to estimate how biased people were. The high versus low social 
class estimates of the percent correct were 94% versus 79% for the easy questions, 
69% versus 53% for the moderate questions, and 37% versus 36% for the difficult 
questions. Maximal bias in all cases is 100%, because the most extreme bias would 
involve people with a high social class expectation believing 100% was answered 
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correctly and people with a low social class expectation believing 0% was answered 
correctly. This means that:

Easy questions:
Maximal possible bias: 100%
Actual bias: 15% = 94% – 79%
GJI = (100% – 15%)/100% = .85

Moderate questions:
Maximal possible bias: 100%
Actual bias: 16% = 69% – 53%
GJI = (100% – 16%)/100% = .84

Difficult questions:
Maximal possible bias: 100%
Actual bias: 1% = 37% – 36%
GJI = (100% – 1%)/100% = .99

There are other issues surrounding this study, such as the fact that two 
attempts to replicate it failed (Baron, Albright, & Malloy, 1995). On its own terms, 
the study did indeed find that the social class expectations biased perceptions of 
how many questions the girl got right. And one could argue that any bias here is 
interesting and important, and we would agree. Nonetheless, whatever tendency 
there was for social class to bias perceptions, it constituted a tiny minority of what 
perceivers saw. There is bias here, but, mainly there is a healthy dose of reality.

The Consensus May Be False, But the Judgment Is (Mostly) 
True: The GJI Applied to Monin and Norton (2002)

The three studies thus far revisited using the GJI were classics, but all involved 
stereotypes (schizophrenia, social class) or intergroup relations (Princeton, 
Dartmouth). The final study is both similar and different. Much like the prior 
three studies, it is one that the authors interpreted almost entirely as a testament 
to the power of bias, but which, in fact, provides far more evidence of unbiased 
responding than of bias. It also differs from the first three studies. It is far more 
recent and addresses a very different type of bias—false consensus. We believe 
this is useful because it shows that the GJI is not restricted to reinterpreting dated 
classics, nor is it restricted to reinterpreting research on stereotypes or intergroup 
biases. First, therefore, we describe that study.

During a community water crisis, Princeton students were asked to stop 
showering for about two days (Monin & Norton, 2002). The researchers surveyed 
Princeton students, and asked them: (1) how many showers they took during the 
ban and (2) what percentage of other Princeton students showered during the ban. 
Although this study is not (yet) considered a classic, it is included here because (1) it 
has a respectable citation record (almost 70 citations according to Google Scholar) 
and (2) it addressed a different type of bias: false consensus.
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We focus on two of their data points: Days 2 and 3 of the ban. The researchers 
did not collect data the first day and the ban ended on Day 3; they did, however, 
report data for several days after the ban ended, which, for space purposes, are 
not included here. On Day 2, 33% of the respondents admitted to taking show-
ers. Bathers predicted 63% would take showers, and nonbathers predicted that 
39% would take showers. This is clearly a “false consensus” effect in that people’s 
estimates seemed to have been influenced in the direction of their own behavior 
(bathers estimating more bathing than did nonbathers). How big is the bias?

Bathers:
Maximal possible bias: 67% = 100% – 33%
Actual bias: 30% = 63% – 33%
GJI = (67% – 30%)/67% = .55

The bathers were indeed not very good at estimating the rate of bathing. These 
estimates were about as accurate as guessing. What about the nonbathers?

Nonbathers:
Maximal possible bias: 67% = 100% – 33%
Actual bias: 6% = 39% – 33%
GJI = (67% – 6%)/67% = .91

The nonbathers, by contrast, were quite good at estimating the rate of bathing.
During Day 3, 47% of their respondents admitted to taking showers. Bathers 

predicted that 66% took showers; nonbathers predicted that 47% took showers. 
One does not even need the GJI for the nonbathers—their prediction of the pro-
portion of bathers was perfectly accurate (47%), and their GJI would be 1.0. But 
even the predictions of the bathers were clearly sensitive to reality.

Maximal possible bias: 53% = 100% – 47%
Actual bias: 19% = 66% – 47%
GJI = (53% – 19%)/53% = .64

So, even though the bathers did indeed show a substantial bias, they were still 
more accurate than inaccurate, and more accurate than they would have been had 
people blindly guessed (the expected value for the GJI is .52 when maximal pos-
sible bias is 53% and people blindly guess). The average GJI across the four esti-
mates was .78, which is remarkably high for a study in which the discussion section 
(except for a footnote) did not even mention accuracy.

In some ways, this study captures much of what is wrong with much social psy-
chological research demonstrating bias. The authors are not oblivious to the bases 
for concluding that social projection (false consensus) is far more rational (Dawes, 
1989) and more accurate (Krueger, 1998) than usually indicated. These references do 
appear—in a footnote. Thus, the authors could plausibly defend themselves against 
“accusations of bias in favor of bias” by pointing out that they acknowledged the evi-
dence of accuracy and rationality. This would be literally true. Yet, in our view, as in 
so much other research in social psychology on social cognition, social judgment, and 
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social perception, this claim, though literally true, does not exonerate the authors from 
an accusation of bias in favor of bias. Burying accuracy and rationality in the footnotes 
does not constitute a balanced treatment of their results or the phenomenon.

One could imagine a different bias. The authors could have noted the extraor-
dinary accuracy and rationality of participants in this study, and buried the evi-
dence of bias in the footnotes. Indeed, for the most part, one can only imagine such 
papers in social psychology, because so much research on bias so rarely acknowl-
edges accuracy and rationality, except to minimize or trivialize it.

One could also imagine a more balanced social psychology. Monin and Norton 
(2002), like Hastorf and Cantril (1954), Rosenhan (1973), and Darley and Gross (1983) 
before them, could have interpreted their results as demonstrating some degree of 
bias, and also—in the main sections of the paper rather than the footnotes—a great 
deal of reasonableness, rationality, and responding that was nicely in touch with social 
reality. We are not denying the existence or importance of research on bias. We are 
simply calling for greater recognition of the demonstrable strengths of social judg-
ment—even among some of the research most heavily interpreted as demonstrating 
bias—in perspectives on social cognition, social judgment, and social perception.

concluSIon

Strengths and Limitations to the GJI

The GJI is not intended to replace any of the tools and methods that already exist 
for assessing accuracy, rationality, agreement, and so forth. Often, a simple cor-
relation or regression coefficient will suffice (Brunswik, 1952; Funder, 1987, 1995; 
Jussim, 1991, 2005, in press). Other times, methods such as signal detection theory 
(Green & Swets, 1966) or other componential models (for example, Cronbach, 
1955; Judd & Park, 1993; Kenny, 1994) are needed. Yet other times, researchers 
develop sophisticated normative models that attempt to reflect ideal judgment pro-
cesses and outcomes against which lay judgment may be compared (Kahneman & 
Tversky, 1973; Katsikopoulos et al., 2010).

All of these methods have advantages and disadvantages. Both signal detec-
tion analysis and most componential models require very specific types of data 
collection. When one has obtained such data, typically, one should perform one of 
these sophisticated accuracy assessment analyses because they provide far more 
information than does the GJI. However, because these methods require specific 
types of data, they cannot always be performed. Use the “wrong” method or col-
lect the “wrong” type of data, and one cannot perform a signal detection analysis, 
a componential analysis, or a comparison to a Bayesian normative model.

Among the great advantages of the GJI are its simplicity and flexibility. It does 
not require very specific types of data or methods. It can be used in almost any 
situation where it is possible to calculate (1) how much people could disagree or 
how wrong or biased they could be, and (2) how much they actually disagreed or 
were wrong or biased. As such, the GJI is particularly useful for two purposes that 
cannot readily be accomplished by most of the existing more complex approaches, 
and these are discussed next.
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One particular value of the GJI is that it is readily used to revisit and reinter-
pret existing, published studies of bias—especially when such studies reported 
no evidence that bears on accuracy, agreement, or unbiased responding. The GJI 
can often be used to extract information about agreement, accuracy, and unbi-
ased responding from them. We would argue that this is a particularly important 
endeavor. As illustrated in the present chapter, doing so with classics of the bias 
literature may often demonstrate that people are more in touch with reality than 
once recognized.

Our use of the GJI to review and reinterpret four studies exclusively framed by 
their authors as testaments to bias provides case study evidence in support of the 
proposition that introduced this chapter—social psychology’s scholarship has been 
so biased in favor of bias that it has likely created a largely distorted and invalid 
view of human (ir)rationality. Of course, a review of merely four studies cannot 
fully demonstrate that such a view is misplaced. Nonetheless, these four studies, 
three of which are highly cited classics of bias, all actually demonstrate far more 
evidence of agreement, unbiased responding, or accuracy than they do of error, 
disagreement, or bias. This raises the possibility that the general image of deeply 
flawed human functioning that has emerged from social psychological scholarship 
is largely unjustified.

Thus, we suggest that one good use to which the GJI should be put is to provide 
a more comprehensive and detailed review of classics of error and bias. If most, 
and not merely the four we have chosen here, show that people are generally far 
more in touch with reality than out of touch with it, it would suggest the need for 
a major change in the tone and tenor—and substance—of the conclusions rou-
tinely brought to the fore in many reviews of social perception and social cognition 
regarding error, bias, and accuracy.

Second, the GJI may prove a useful tool for future research. In contrast to 
much research in cognitive psychology (for example, Kahneman & Tversky, 1973; 
Katsikopoulos et al., 2010; Koriat et al., 2000), most social psychological studies 
of error and bias still have no standard for determining what is good, appropri-
ate, or well-justified judgment. The GJI can be used to provide that standard in 
almost any type of study of error and bias: 1.0 = (Maximal error – 0)/Maximal 
error. Researchers framing their studies as tests of bias should routinely report 
the GJI, or some other alternative that provides information on how good people’s 
judgments are and not merely how bad they are. That way, the rest of us would 
have some context for evaluating how much bias they actually found. Were people 
mostly biased? Somewhat biased? Statistically significantly more biased than zero, 
but, in fact, hardly biased at all? The GJI can answer questions such as these. If we 
want to reach conclusions about how error- and bias-prone people are, how irra-
tional they are, we should be compelled to compare the evidence to how good and 
accurate people are. The GJI provides a method for accomplishing exactly that.

Human Rationality and Irrationality

The present chapter does not justify broad conclusions about the extent of human 
irrationality versus rationality. Then again, we would argue that nor are they 
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justified by much of the existing social psychological evidence supposedly attesting 
to bias for several reasons. This chapter has highlighted one such basis for this lat-
ter claim: Even some of the most classic demonstrations of bias actually provided 
more evidence of accuracy, agreement, or unbiased responding than they provided 
of inaccuracy, disagreement, or biased responding. Taken together, the four stud-
ies reviewed here actually provided far more evidence of unbiased than of biased 
responding. The average GJI was about .86, which means the average deviation 
from perfection was a mere .14.

Of course, the claim that people are far less out of touch with reality than social 
psychology usually suggests is based on far more than the GJI. People’s expecta-
tions typically predict other’s behavior, accomplishments, and characteristics far 
more because those expectations are accurate than because they lead to biases or 
self-fulfilling prophecies (for example, Jussim, 1991, in press). In contrast to ste-
reotypes’ reputation as nearly unmitigated, exaggerated, irrational, and unjustified 
evils that are rigidly resistant to change, stereotype accuracy is one of the largest 
relationships in all of social psychology (Jussim, Cain, Crawford, Harber, & Cohen, 
2009). And many of the slew of errors and biases that have served as some of 
the foundations of the view of human judgment or memory as deeply flawed have 
been found to be quite useful, functional, and valid in the real world (for example, 
Gigerenzer, 2002; Katsikopoulos et al., 2010; Koriat et al., 2000).

Thus, our claim is not that the evidence shows that people are mostly rational. 
It is more limited, and merely that although abundant evidence shows that bias is 
alive and well, people often do quite well anyway. Even though it is premature for 
broad claims about how irrational versus rational people are, one thing is clear: The 
overwhelming emphasis on bias—without a concomitant recognition that people’s 
social beliefs are so often valid, rational, and in touch with reality—in much of the 
social psychological literature is not well justified.

There really is a reality out there, and far more often than social psychology 
seems to recognize, it is so obvious, that it bites through our sometimes dense intel-
lectual “top down” “cognitive miserly” expectations and beliefs. Social psycholo-
gists have a long history of extolling the allegedly “constructive” nature of social 
cognition, that is, the extent to which people’s beliefs, expectations,  stereotypes, 
and so forth influence and distort both their own perceptions of social reality 
and, sometimes, even that reality itself (for example, Fiske & Taylor, 1991; Ross 
et al., 2010). This review, and the evidence provided herein, does not deny an 
influence of social cognition on perception and reality. The evidence provided by 
applying the GJI to several classic studies of bias, however, suggests that social 
psychological perspectives emphasizing the constructive nature of social cognition 
are doing far more “constructing” of social reality than are the lay beliefs those 
theories aspire to describe.

note
 1. The expected value (EV) of the GJI, if people are making random guesses varies from 

about .5 to .58. If the criterion is 0% or 100%, the EV of the GJI for random guesses 
is .50. However, the EV of the GJI for random guesses has peaks of .58 when the 
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criterion is either 25% or 75%. At these values, more than half the possible guesses 
will produce GJIs greater than .50. For example, let us say people are asked to predict 
how often Bob Smith, a baseball player, will get a hit. In fact, he gets a hit 25% of the 
time. Let us further assume our sample has no knowledge whatsoever about baseball. 
A guess of 0% produces a GJI of .67 (.75 – .25)/.75. GJIs increase from 0% up until the 
guess is perfect. A guess of 25% produces a GJI of 1.00 (.75 – 0)/.75. GJIs then head 
down but do not drop below .5 until the guess reaches 63%, which produces a GJI of 
.49 (.75 – .38)/.75. In other words, guesses from 0% to 62% all produce GJIs greater 
than .50, and the average GJI for all 101 possible guesses (0% to 100%) is .58.
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7
A Multivariate Approach 

to Ambivalence
It Is More Than Meets the IV

JOHANNES ULLRICH

W hen you put that chocolate bar in your cart standing in line in the gro-
cery store, when you chase away the honey bee circling over your ham 
sandwich, or when you mimic the attractive other’s nonverbal behavior, 

you reveal your preferences, as the economists say. In the language of psychologists, 
who are more confident in their ability to measure mental states, you express a 
“tendency to evaluate an object,” or attitude (Eagly & Chaiken, 2007). Despite their 
differences in theoretical orientation, economists and psychologists would agree 
that attitudes cause behaviors. Indeed, when attitudes and behaviors are measured 
appropriately (Ajzen & Fishbein, 2005; Jaccard & Blanton, 2005), they are typically 
highly correlated, allowing for predictions as to what people will do or decide based 
on attitudinal measures, which Louis Thurstone (1954) used to call the “obverse 
psychophysical problem.” That is, perhaps, unless their attitudes are ambivalent.

In this chapter, I discuss theory and research on the ways that ambivalent 
attitude structures may complicate people’s lives. For increased drama, I begin 
by sketching out a perspective on attitudes that highlights how smoothly animal 
behavior is usually guided by attitudes were it not for ambivalence. In the remain-
der of this chapter I offer a critical review of the logic underlying the conceptual-
ization, measurement, and statistical analysis of ambivalence, inviting the reader to 
explore ambivalence as a fundamental aspect of human existence.

attItudeS are for actIng
With the exception of a few enlightened individuals, people constantly evaluate. 
Every waking hour we encounter perceived or imagined objects that we evaluate 
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by integrating memory traces and situational features in a sometimes more and 
sometimes less automatic fashion (Ferguson & Bargh, 2003; Wilson & Hodges, 
1992). The resulting summary evaluation, or attitude, varies on a continuum 
from  negative (minus infinity) to positive (infinity). A positive attitude implies 
in a quite literal sense an inclination to approach the attitude object, whereas a 
negative attitude inclines us to avoid or move away from the attitude object. The 
reverse relationship also exists. That is, we tend to infer positive attitudes from 
 approach-related motor behaviors, such as flexing our arm or nodding our head, 
and negative attitudes from avoidance-related motor behaviors, such as extending 
our arm or shaking our head (for example, Cacioppo, Priester, & Berntson, 1993; 
Krieglmeyer, Deutsch, de Houwer, & de Raedt, 2010; Wells & Petty, 1980).

Such evidence of attitude embodiment illustrates the old idea that the pri-
mary function of attitudes is to facilitate behavior, which is why Francis Galton 
(1884) considered measuring attitudes in terms of posture, or bodily orientations. 
In fact, the term valence, which is today mainly used to describe the positive or 
negative evaluative quality of attitudes, was originally used to describe the action-
prompting properties of attitude objects. According to Colombetti (2005), the 
term valence entered the psychological literature when Tolman was unsure how 
to translate Kurt Lewin’s Aufforderungscharakter, which literally means “invita-
tion-character,” and describes the force of objects to direct behavior in terms of 
approach or withdrawal.

Indeed, it appears that animal brains have evolved so as to optimally  prepare 
action by ranking behavioral options in the common currency of pleasure (Cabanac, 
1992). In other words, animals regularly convert seemingly incommensurate met-
rics into one another to make decisions that maximize pleasure. For humans we can 
equate pleasure with positive valence or affect, and for other  animals we  stipulate 
that pleasure “indicates something that is biologically useful” (Panksepp, 1998, 
p. 182). Foraging rats accept an unpleasant drop in temperature if it is matched by a 
pleasant increase in nutritional value of the food to be obtained in the colder areas. 
Humans master the algebra necessary to select a less rewarding activity when the 
cherished company of a friend outweighs the more rewarding activity that can 
only be done alone. Although choice anomalies exist, often rising to great fame in 
the social judgment literature, behavior generally approximates the matching law, 
whereby animals distribute their activities in proportion to their  reinforcement 
value (Herrnstein, 1970).

ambIValent attItudeS: not for actIng?
Complications arise when reinforcements are of mixed valence. At least since 
Miller’s (1944) studies on experimental neurosis, we know that objects that invite 
both approach and withdrawal can produce hesitancy, tension, vacillation, or 
complete blocking of behavior. Consider rats running down a runway for a daily 
 reinforcement (cf. Ettenberg, 2004). Food, water, sex, amphetamine, or heroin 
used as reinforcers cause the rats to run faster each day to get the reinforcer. 
They discover something that ranks high in the currency of pleasure and their 
positive attitude is expressed in increasingly shorter running times. Not so with 
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cocaine. Although cocaine quickly produces euphoria, it also slowly builds up anxi-
ety, which then becomes associated with the drug injection area. Unlike his sex 
rats, Ettenberg’s cocaine rats take progressively longer each day to reach the goal 
box, which is not due to slower running but to their tendency to stop, retreat, and 
approach the goal box again multiple times, which is characteristic of a typical 
approach–avoidance conflict. (If you feel pity for these rats, be assured that they 
get over it with a little amount of alcohol.)

Similar observations have been made with humans using a computer mouse 
to express their evaluations of a target person (Vallacher, Nowak, & Kaufman, 
1994). Their task was to imagine a person for whom they had positive, negative, 
or mixed feelings, and express their moment-to-moment feelings by moving a 
representation of the self on the computer screen toward or away from a rep-
resentation of the target. The characteristic observation in the mixed feelings 
condition was a type of mouse behavior that you might perform to check if your 
computer is still responding, that is, a high-frequency oscillation rendering the 
representations of self and target as spatially close together in one second and far 
apart in the next.

Obviously, such oscillating evaluations are difficult to translate into action. 
Empirical demonstrations of human behavior that would mirror the vacillation 
of rats discussed earlier do not exist (except in clinical case studies perhaps), but 
Miller (1944) mentioned the examples of a bashful lover or a timid man urged to 
demand a higher salary from his boss. It is not difficult to picture these characters 
as they walk down the hall to the boss’s door, stop, retreat, approach again, but 
never knock, or as they sit next to the telephone and repeatedly dial their sweet-
heart’s number only to hang up before the first ringtone.

The other three of Miller’s (1944) major criteria of approach–avoidance  conflicts, 
hesitancy, tension, and blocking of behavior, have indirectly found their way into 
current theory and research on attitude ambivalence. Hesitancy appears in studies 
measuring the latency of people’s self-reports of their attitudes. Ambivalent atti-
tude holders need to integrate a greater number of evaluatively inconsistent pieces 
of information, which retards responses to attitude queries (for example, Bassili, 
1996; van Harreveld, van der Pligt, de Vries, Wenneker, & Verhue, 2004). Tension 
has been studied as “subjective” or “felt” ambivalence (for example, Newby-Clark, 
McGregor, & zanna, 2002; Priester & Petty, 1996; Thompson, zanna, & Griffin, 
1995), and physiological arousal (for example, Maio, Greenland, Bernard, & 
Esses, 2001; van Harreveld, Rutjens, Rotteveel, Nordgren, & van der Pligt, 2009). 
Finally, ambivalence may lead people to avoid the object of ambivalence altogether 
(for example, Hänze, 2001), which can be viewed as an instance of behavioral 
blocking.

Inaction can be fatal in emergency situations. Janis and Mann (1977) famously 
describe several examples of defective modes of decision making resulting from 
strong decisional conflict. On a more optimistic note, ambivalent attitudes in 
everyday life may indeed be for not acting and serve to prevent premature action. 
It is interesting to note that the term procrastination used to have the connotation 
of “wise restraint” and only acquired its negative meaning during the Industrial 
Revolution (Steel, 2007).
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Whether adaptive or maladaptive, all of these criteria suggest that ambiva-
lent attitudes are not for acting. However, another theoretical focus suggests that 
ambivalence may not at all be in the way of action. Building on Freud’s idea of 
reactive displacement, according to which energy from the erotic impulse can be 
added to the hostile one or vice versa, Katz’s theory of response amplification (Katz, 
Glass, & Cohen, 1973; Katz, Wackenhut, & Glass, 1986) holds that ambivalence 
should be associated with more vigorous and extreme behavior, with the direction 
of behavior being contingent on relative cost and availability: “Once the direction 
of the response has been determined, however, its intensity will be greater if there 
was initial ambivalence than if there was not” (Carver, Gibbons, Stephan, Glass, 
& Katz, 1979, p. 50). Psychoanalysts are well aware of their patients’ ambivalence 
toward them. In a famous joke, a patient concludes the last session of treatment 
by first expressing his utmost gratitude to the analyst and then pulling out a gun, 
saying “But you know too much!”

Besides making behavior more intense and extreme, ambivalence seems to 
share some of the features of strong attitudes, which are defined to be not only 
(1) more stable, (2) more predictive of behavior, and (3) more resistant to persua-
sion than weak attitudes, but (4) should also have a greater impact on informa-
tion processing (Krosnick & Petty, 1995). Although ambivalence would seem to 
be indicative of weak attitudes according to the first three of these criteria, sev-
eral studies have found increased systematic processing and greater elaboration 
of persuasive messages among participants with ambivalent attitudes (Clarkson, 
Tormala, & Rucker, 2008; Jonas, Diehl, & Brömer, 1997; Maio, Bell, & Esses, 
1996; Nordgren, van Harreveld, & van der Pligt, 2006).

An in-depth reading of the ambivalence literature leaves one confused (if not 
ambivalent). Based on the empirical evidence, ambivalent attitudes could be char-
acterized as strong or weak, and as favorable or unfavorable for the behavioral 
enactment of attitudes. McGuire’s (1973) seventh koan, “The opposite of a great 
truth is also true,” reminds us that Bubba already knows the results of psycho-
logical studies even if they contradict each other. But Bubba rarely knows when a 
result or its opposite will be obtained in a study, which is why she has to defer to 
psychologists. Lest we let Bubba down, we should not be indifferent about atti-
tude ambivalence (Thompson et al., 1995), and we should begin by asking focused 
research questions.

aSkIng focuSed VerSuS dIffuSe QueStIonS 
In reSearch on ambIValence

My central argument is that much of the confusion in the empirical literature on 
ambivalence is the result of asking diffuse research questions. I borrow this ter-
minology from the literature on statistical contrasts (Rosenthal, Rosnow, & Rubin, 
2000), because the problem is structurally similar. Their first example of a diffuse 
research question deals with the hypothesis of age-related development of motor 
skills. Having children from five age groups play a video game, a researcher might 
use analysis of variance (ANOVA) to test for a main effect of age on motor skills 
treating age as a nominal scale (i.e., several unordered categories). The underlying 
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null hypothesis is that all age groups have the same mean. Such a test is diffuse 
because it includes a large subset of results that are highly implausible (for instance, 
a linear age decline of motor skills) and is not specifically sensitive to results that 
are more plausible a priori (e.g., a linear increase in motor skills; for a more detailed 
example of the misuse of ANOVA, see Hale, 1977).

The problem of asking diffuse questions in ambivalence research has two 
aspects: one related to experimental design and one to statistical analysis. I will 
first try to clarify conceptual distinctions relevant to study design by way of intro-
ducing the idea of bivariate evaluative space, and then give an empirical illustra-
tion of the statistical aspect of the problem in the next section.

Consider the hypothesis of response amplification: Behavior should be more 
intense “if there was initial ambivalence than if there was not” (Carver et al., 1979, 
p. 50). Even granting that the meaning of ambivalence is unequivocally understood 
as the presence of both positivity and negativity toward the attitude object, what 
exactly is the absence of ambivalence? To provide a context for ambivalent atti-
tudes, it is useful to conceive of the bases or components of attitudes as defined by 
a bivariate evaluative plane (Cacioppo, Gardner, & Berntson, 1997).

Figure 7.1 illustrates the idea that positive and negative attitude components 
(e.g., beliefs about a behavior) do not have to be reciprocally related to each other, 
allowing for the existence of ambivalence. Consistent with the general definition 
of attitude as evaluative tendency (Eagly & Chaiken, 2007), the model of bivariate 
evaluative space implies that attitudes are the net difference of positivity minus 
negativity. Thus, along the coactivity axis, a range of different attitude structures 
(combinations of positivity and negativity) all implies the same neutral attitude. 
Attitudes near the minimum of underlying positivity and negativity may be called 
indifferent, and attitudes near the maximum of positivity and negativity may be 
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figure 7.1 Model of a bivariate evaluative space.
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called ambivalent (Kaplan, 1972). In contrast, moving along the reciprocity axis 
we find that different attitude structures are associated with different attitudes, 
varying from highly negative (top left) to highly positive (bottom right). Positivity 
and negativity are rarely perfectly reciprocally related (i.e., a correlation of –1), 
but their relationship naturally varies across attitude objects (see the empirical 
example in the next section).

Whenever positivity and negativity are to some extent independent, we can 
roughly divide our sample into four groups of people: those holding negative 
attitudes, positive attitudes, indifferent attitudes, and those holding ambivalent 
 attitudes. If we want to demonstrate response amplification among ambivalent 
people, what should be the comparison group? A fair comparison would seem to 
consist of contrasting ambivalent people with indifferent people. It would be an 
interesting result to find quantitative differences in behavior between groups of 
people with the same net attitude. A bolder hypothesis would also contrast ambiva-
lent people with positive and negative people. Perhaps the reactive displacement 
that is hypothesized to underlie response amplification is so strong that it increases 
the intensity of ambivalent behavior beyond the levels found among highly  negative 
or highly positive people. In short, once we begin to sharpen the focus of a dif-
fuse research question, several distinct hypotheses emerge that are more or less 
plausible or risky.

To date, most ambivalence research has not considered the full range of out-
comes implied by a bivariate evaluative space. In response amplification studies, 
research questions are typically diffuse in that they contrast ambivalent people with 
unspecified “others” (for example, Bell & Esses, 2002) or construct experimental 
conditions in which the attitude object is presumably evaluated ambivalently or not 
(for example, a confederate belonging to a stigmatized or nonstigmatized group; 
Gibbons, Stephan, Stephenson, & Petty, 1980). Although it is interesting to learn 
that responses to stigmatized others are more extreme than responses to nonstig-
matized others, results obtained from such study designs do not illuminate the 
nature of ambivalence. Are ambivalent people more extreme in their responses 
compared with indifferent people? Are they more extreme compared with positive 
people, or negative people, or both, or are they more extreme than all three other 
groups of people?

The greatest concern is that the difference between ambivalent and nonam-
bivalent people could be a statistical artifact. This possibility can be seen more 
clearly if we closely examine the formulas underlying the two most frequently used 
indices for quantifying the amount of ambivalence associated with a given attitude 
structure. According to Kaplan’s (1972) formula, which is usually referred to as 
the Conflicting Reactions Model (CRM), ambivalence corresponds to total affect 
(the sum of positivity and negativity) minus polarization (the absolute difference 
between positivity and negativity):

 ACRM = (P + N) – |P – N| (7.1)

The CRM suggests that ambivalence is a positive function of the conflicting 
reaction (cf. Priester & Petty, 1996). When positivity is higher than negativity, 
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ambivalence corresponds to (twice) the amount of negativity and vice versa. A variant 
of this formula recognizes a potential drawback of the CRM, namely, that it ignores 
how similar positivity and negativity are regardless of their intensity, although it 
could be argued that the greater the difference between positivity and negativity, 
the less problematic the evaluative conflict. Thus, the Similarity–Intensity Model 
(SIM) (Thompson et al., 1995) modifies Kaplan’s (1972) formula as follows:

 ASIM = (P + N)/2 – |P – N| (7.2)

The SIM suggests that ambivalence increases with the strength of the conflict-
ing reaction and decreases (as a flatter function) with the strength of the dominant 
reaction (cf. Priester & Petty, 1996). For example, a person with P = 3 and N = 1 
would be less ambivalent than a person with P = 2 and N = 1, reflecting the greater 
dissimilarity of positivity and negativity.

Table 7.1 shows the predicted values of ambivalence according to the CRM and 
the SIM, ranging from 0 (minimum of ambivalence) to 1 (maximum of ambiva-
lence). By comparing the patterns predicted by the CRM and the SIM, we can 
verify that the SIM distinguishes between various attitude structures that are 
considered equivalent by the CRM. However, an important conclusion to draw 
from Table 7.1 is that both models predict the same value of ambivalence for mul-
tiple combinations of positivity and negativity. For instance, ambivalence is at its 
minimum when positivity is minimal and negativity is maximal, but also when 
negativity is minimal and positivity is maximal. Intuitively, this fact suggests that 
statistical relationships involving ambivalence as a single variable must be ambigu-
ous with regard to the underlying pattern of positivity and negativity.

To appreciate the possibility of a statistical artifact being responsible for a 
prima facie response amplification effect, let us assume that the SIM formula 
(Equation 7.2) is used to classify people as ambivalent (above the median) or not. 
A  demonstration of response amplification requires two experimental conditions. 
In one condition, we expect more negative responses (e.g., an unfavorable message 

table 7.1 Predicted Values of ambivalence for different 
combinations of Positivity and negativity

Negativity

Positivity 0 1 2 3

Conflicting Reactions Model (CRM) 0 0 0 0 0
1 0 .33 .33 .33
2 0 .33 .67 .67
3 0 .33 .67 1

Similarity–Intensity Model (SIM) 0 .33 .22 .11 0
1 .22 .56 .44 .33
2 .11 .44 .78 .67
3 0 .33 .67 1

Note: Entries are scaled on a percent metric from 0 to 1 because the minima and maxima differ 
between the CRM and the SIM.
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about an out-group is presented to participants), and in the other condition we 
expect more positive responses (e.g., a favorable message is presented). Will ambiv-
alent participants be more negative in the negative condition and more positive in 
the positive condition compared with nonambivalent participants?

It can be shown (Ullrich, Schermelleh-Engel, & Böttcher, 2008, Equation 7) 
that this result is a statistical necessity when the negative behavior observed in the 
negative condition (of all participants, that is, not only the ambivalent ones) depends 
more strongly on negativity than on positivity, and when the positive behavior in 
the positive condition depends more strongly on positivity than on negativity, 
which is not implausible. When this condition is met, our results would not reveal 
anything about our ambivalent participants except that their positive and negative 
attitude components were above average to begin with. But the same could be 
said about participants with univalent positive attitudes in the positive condition 
and participants with univalent negative attitudes in the negative condition, which 
means that our test confounds overall ambivalence with its components.

If we allow for the possibility that positive and negative attitude components 
are not reciprocally related (as we should if the phenomenon of ambivalence is not 
a delusion), then we should design studies that isolate the components of ambiv-
alence. In our fictitious example of a study on response amplification we might 
assume that positivity and negativity are defined as either low or high by experi-
mental manipulations, so that four groups of participants can be distinguished 
who are positive, negative, ambivalent, or indifferent toward the attitude object 
(see Figure 7.1). We should then ask six focused research questions: Do ambivalent 
participants respond more positively to a favorable message, and more negatively 
to an unfavorable message, compared with positive, negative, and indifferent par-
ticipants, respectively? In addition, we might test the assumption of the SIM that 
indifferent participants also show more extreme responses in both the positive and 
the negative message condition than positive or negative participants.

More generally, we should ask: Are responses in the negative condition more 
negative, and are responses in the positive condition more positive, the higher the 
conflicting reaction, whether it is positivity or negativity? If we sympathize with 
the idea that the similarity of positivity and negativity also contributes to ambiva-
lent responding (as assumed by the SIM), we should also ask whether the dominant 
reactions reduce response extremity, whether positivity or negativity is dominant.

a multIVarIate aPProach to data 
analySIS In ambIValence reSearch

The previous example of a response amplification study has revealed problems 
with study designs that represent ambivalence as a single independent variable. I 
have argued that designs that separate positivity and negativity enable us to avoid 
artifacts by asking focused research questions. However, a second problem that is 
frequently encountered in ambivalence research is that when interest lies in natu-
rally occurring attitudes, ambivalence tends to be measured rather than manip-
ulated. This is usually done by means of a split semantic differential procedure 
(Kaplan, 1972), in which participants are asked to separately rate the extent of their 
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positivity and negativity toward an attitude object. It is bad practice to force such 
quantitative variables into the familiar ANOVA scheme by dichotomizing them on 
their central tendencies (MacCallum, zhang, Preacher, & Rucker, 2002). Thus, an 
important question is how to ask focused research questions about the effects of 
ambivalence when its components are measured as continuous variables.

Recently, two independent methodological contributions have converged on 
similar solutions to this problem (Locke & Braun, 2009; Ullrich et al., 2008). 
Because the approach suggested by Locke and Braun (2009) is less general and 
does not model potential multiplicative effects of positivity and negativity, I will 
describe the multivariate approach that my colleagues and I have proposed. 
The empirical material I use is from an unpublished study on the bivariate atti-
tude structures of several attitude objects, one of which was also used to measure 
subjective ambivalence. This brings us back to Miller’s (1944) tension criterion of 
evaluative conflict and to the interesting question if social judges and decision-
makers are unbiased perceivers of their own ambivalence.

In 2005, 148 German students at Philipps University, Marburg, Germany (122 
women, median age = 21, range from 18 to 29), volunteered to complete an atti-
tude questionnaire. Participants rated their positivity and negativity toward six 
attitude objects: Michael Jackson, women, Turks in Germany, homosexuals, your 
mother, your partner (single participants were instructed to rate their best friend 
instead). The order of positivity and negativity measures as well as the order of 
objects was varied, but no order effects were observed. Based on Kaplan (1972), 
when rating positivity, participants were instructed to ignore any negative qualities 
and rate how positive the positive qualities of the attitude object were on a scale 
from 0 (not at all) to 3 (very much). Similarly, when rating negativity, participants 
were instructed to ignore any positive qualities and rate how negative the negative 
qualities of the attitude object were (from 0 to 3). Positivity and negativity were 
measured with three items each (positive versus negative, pleasant versus unpleas-
ant, worthy of love versus worthy of hatred). Cronbach’s alphas for positivity and 
negativity toward Turks in Germany, the focus of the present empirical example, 
were both equal to .83.

Subjective ambivalence toward Turks in Germany was assessed by asking 
participants to indicate their level of agreement to the following statements on a 
1 to 6 scale with the endpoints labeled do not agree at all and agree completely: 
(1) “With regard to the issue of ‘Turks in Germany’, I find it hard to be pro or con.” 
(2) “I have mixed feelings toward Turks living in Germany.” (3) “I feel conflicted 
toward Turks living in Germany.” Cronbach’s alpha was .77, the mean was 3.63 
(SD = 1.23). Table 7.2 shows descriptive statistics of the measures of participants’ 
positive and negative attitude components. Note that positivity and negativity 
were unrelated for most attitude objects, confirming the assumption underlying 
Cacioppo et al.’s (1997) model of evaluative space that positivity and negativity are 
not necessarily reciprocally related to each other. Reciprocity is approximated for 
the attitude objects “your mother” and “your partner,” as might often be the case 
with important others (for example, people’s spouses; Fincham & Linfield, 1997). 
Still, the correlation is far from being perfectly negative, which implies that a sub-
set of participants might well have ambivalent attitude structures.
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Let us now consider the question of how positivity and negativity toward Turks, 
the largest ethnic minority group in Germany, relate to participants’ subjective 
reports of ambivalence. The conventional approach would be to quantify ambiva-
lence using the indices implied by the CRM or SIM (see earlier) and then calculate 
the sample correlation between ambivalence and subjective reports of ambiva-
lence. In the present sample, ambivalence and subjective ambivalence are moder-
ately to strongly correlated, if one adopts the usual verbal labels for correlational 
effect sizes (r = .38 for the SIM index and r = .36 for the CRM index), which is a 
typical result (Priester & Petty, 1996; Riketta, 2000). However, assuming that we 
are looking at two measures of the same psychological phenomenon, the correla-
tions appear to be too low.

Given the theoretical and empirical hesitations about accepting these cor-
relations as evidence that people can accurately report the amount of ambiva-
lence inherent to their attitude structures, it is useful to explore the relationship 
between ambivalence and subjective ambivalence. To visualize the joint effect 
of two variables (positivity and negativity) on a third variable (subjective ambiv-
alence) with as little information loss as possible, I translated the amount of 
 subjective ambivalence into the size and color of points in a bivariate scatterplot. 
All panels of Figure 7.2 show the empirical scatterplot of positivity and negativity 
from the current data. Some random noise was added to each observation to avoid 
excessive overplotting. The larger and the darker a data point in the top left panel 
of Figure 7.2, the higher the subjective ambivalence (scaled on a percent met-
ric) reported by this participant. The top right and bottom panels of Figure 7.2 
display the amount of subjective ambivalence predicted by the SIM and CRM, 
respectively, for a given participant. Note that these two plots mainly differ with 
regard to the observations in the lower left corner. Points are smaller and lighter 
in the CRM plot because the CRM ignores the similarity of low-intensity attitude 
components.

table 7.2 means (Standard deviations) and 
Intercorrelations of Positivity and negativity

Attitude Object Positivity Negativity r

Michael Jackson 1.12 1.83 –.06
(.75) (.77)

Women 2.47 1.35 .02
(.54) (.69)

Turks 1.75 1.56 .08
(.69) (.80)

Homosexuals 1.90 .93 .09
(.77) (.72)

Your mother 2.64 1.13 –.51
(.53) (.75)

Your partner 2.72 1.06 –.41
(.42) (.67)

Note: Positivity and negativity are scaled from 0 to 3.
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Of course, a comparison of the top left panel in Figure 7.2 with the other pan-
els quickly reveals that many observations strongly differ in size and darkness from 
the values predicted according to CRM or SIM. The question is are we looking at 
random or systematic deviations from the model. Upon closer inspection of the 
empirical plot it appears that subjective ambivalence is more strongly related to 
negativity than to positivity. As we move up from low negativity to high negativity, 
we find larger and darker points, whereas there appears to be no systematic change 
in size and darkness as we move right from low positivity to high positivity, except 
for smaller and lighter points when negativity is low, which resembles the lower 
portion of the top right panel (SIM). In other words, the symmetry of increasing 
subjective ambivalence along the coactivity axis in the theoretical plots does not 
reappear in the empirical plot.

The multivariate approach to ambivalence models (MAAM) (Ullrich et al., 
2008) allows us to determine more precisely if and how the empirical relationships 
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figure 7.2 Observed and predicted ambivalence as a function of positivity and 
negativity.
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deviate from the predictions of the ambivalence models. For the case of ambiva-
lence as a conceptual independent variable predicting an outcome variable, the 
MAAM estimates the following multiple regression equation:

 Y = b0 + b1P + b2N + b3W + b4PN + b5WP + b6WN + ε (7.3)

In Equation 7.3, Y refers to the dependent variable (i.e., subjective ambivalence 
in the present case); P and N refer to positivity and negativity, respectively; and W 
is a dummy variable that is set to 0 when N < P, to 1 when P > N, and that is ran-
domly set to 0 or 1 when P = N. This dummy variable is important to determine 
W(hich) of positivity and negativity is the dominant or conflicting reaction. Finally, 
the terms PN, WP, and WN refer to products (interactions) of the aforementioned 
variables, and ε is a random error term. Note that for interpretational purposes, it 
is important to center (subtract the mean from) or standardize positivity and nega-
tivity before creating the product terms.

According to the MAAM, the assumptions of ambivalence models regarding 
how combinations of positivity and negativity give rise to ambivalence need to be 
translated into a pattern of predictions about regression coefficients. The coeffi-
cients b1 and b2 indicate the influence of positivity as a dominant reaction and neg-
ativity as a conflicting reaction, respectively, because we have coded W as 0 when 
negativity is smaller than positivity. All ambivalence models agree that ambiva-
lence should increase with the strength of the conflicting reaction (Priester & 
Petty, 1996). Thus, as shown in Table 7.3, both the SIM and the CRM hypothesize 
the coefficient b2 to be positive. In other words, when negativity is the conflicting 

table 7.3 Patterns of regression coefficients Implied by the 
conceptual hypothesis of a Positive effect of ambivalence on 
Subjective reports of ambivalence and empirical results

Coefficients

Hypotheses Constraints Empirical Results

CRM SIM CRM SIM b SE

Intercept .24 .17
b1P = 0 = − b2

3
–.41* .16

b2N > 0 > 0 .59** .18
b3W = 0 = 0 –.15 .23
b4PN = 0 = 0 .09 .09

b5WP = b2 = 4
3

2b .48* .24

b6WN = b2 = – 4
3

2b –.27 .28

Note: The multiple correlation was R = .5. ** p < .01, * p < .05. CRM = Conflicting Reactions 
Model (Kaplan, 1972), SIM = Similarity–Intensity Model (Thompson et al., 1995). 
P and N refer to commensurate measures of positivity and negativity toward the atti-
tude object; W is a dummy variable that equals 0 when P > N, that equals 1 when 
P < N, and that is randomly set to 1 or 0 when P = N. PN, WP, and WN refer to prod-
uct terms representing interactions among the aforementioned variables.
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reaction, subjective ambivalence should increase with increasing negativity. The 
models disagree with regard to the influence of the dominant reaction. According 
to the CRM, the coefficient b1 should be zero. In other words, when positivity is 
the dominant reaction, changes in positivity should leave subjective ambivalence 
unaffected. In contrast, according to the SIM, when positivity is stronger than 
negativity, increases in positivity should reduce subjective ambivalence, which is 
reflected in the constraint b1 = −b2/3, meaning that the coefficient b1 should be 
only a third of the size of b2 and of opposite sign. (Note that the sign and expected 
relative size of the coefficients may be more easily understood by reexamining 
Table 7.1; for a more detailed derivation, see Ullrich et al., 2008).

For those participants whose positivity is smaller than their negativity, we derive 
the effects of the conflicting (i.e., positive) and dominant (i.e., negative) reactions 
by forming the sums of b1 and b2, respectively, and the corresponding interaction 
terms b5 and b6. That is, when positivity is the conflicting reaction, its influence is 
given by b1 + b5, and when negativity is the dominant reaction, its influence is given 
by b2 + b6. The constraints listed in Table 7.3 reflect the symmetry assumptions of 
the ambivalence models, which require, for example, that the effect of positivity as 
a conflicting reaction should be the same as the effect of negativity as a conflicting 
reaction (b1 + b5 = b2). Finally, the CRM and SIM make no assumptions regarding 
the effect of being more positive than negative about an attitude object (or vice 
versa), which implies that the coefficient b3 is expected to be zero. Likewise, these 
models do not assume multiplicative effects of positivity and negativity, which 
implies that b4 should be zero. It is important to model this interaction to obtain 
unbiased estimates of the other parameters (Yzerbyt, Muller, & Judd, 2004) and to 
explore the viability of another model of ambivalence, according to which ambiva-
lence depends on the product of positivity and negativity (the cross-product model; 
for example, Hass, Katz, Rizzo, Bailey, & Moore, 1992).

The parameter estimates for Equation 7.3 as applied to the data on attitudes 
toward Turks in Germany are shown in the rightmost column of Table 7.3. Note 
that the dependent variable subjective ambivalence was rescaled to a range from 0 
to 1 so that the unstandardized coefficients can be interpreted as percent change 
in subjective ambivalence, and positivity and negativity were standardized before 
the product terms were computed.

Starting with the influence of the conflicting reactions, we find that b2 = .59, 
which indicates a significantly positive effect of negativity as conflicting reac-
tion. When negativity is the conflicting reaction and is increased by 1 SD, sub-
jective ambivalence increases by 59%, which is consistent with both the CRM 
and the SIM. However, the sum b1 + b5, indicating the influence of positivity as 
conflicting reaction, equals only .07, t(141) = .47, p = .64. Thus, only negativity 
as conflicting reaction seems to have the expected positive effect on subjective 
ambivalence.

Regarding the influence of the dominant reactions, we find that b1 = –.41, which 
indicates a significantly negative effect of positivity as dominant reaction. Ignoring 
the additional requirement that the effect should be only a third of b2 in absolute 
size, this effect is consistent with the SIM. However, the sum b2 + b6, indicating the 
influence of negativity as the dominant reaction, equals .32, t(141) = 1.80, p = .07. 
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Thus, only positivity as the dominant reaction seems to have the negative effect on 
subjective ambivalence expected by the SIM.

Another way of structuring these results is by positivity and negativity. 
Coefficient b2 indicates a positive effect of negativity as conflicting reaction, but 
the nonsignificant coefficient b6 indicates that this influence is not reduced to 
zero (cf. CRM) or below zero (cf. SIM) when the status of negativity changes from 
 conflicting to dominant reaction. In line with the assumptions of the SIM, the 
coefficient b1 indicates a negative effect of positivity as the dominant reaction and 
the interaction b5 indicates that this effect is modified when the status of positivity 
changes from dominant to conflicting reaction. However, as we have seen before, 
the simple slope of positivity as conflicting reaction, which is given by the sum 
b1 + b5, is not different from zero.

In summary, the statistical analyses confirm the visual impression of asymmet-
rical effects of positivity and negativity (see the top left panel of Figure 7.2). The 
German sample studied here tends to report more subjective ambivalence about 
Turks, the higher their negativity toward Turks. Furthermore, for those who are 
more positive than negative about Turks, subjective ambivalence is lower, and the 
higher their positivity. Yet for those who are more negative than positive, positivity 
does not influence subjective ambivalence. Contrary to what the positive correla-
tions between subjective ambivalence and the CRM and SIM index variables of 
ambivalence might have suggested, the results of the current application of the 
MAAM suggest that subjective ambivalence is not a function of the actual ambiva-
lence existing in people’s attitude structures. It seems that when people report 
“mixed feelings,” they essentially express their negativity toward Turks. If such 
results turned out to be replicable, and they may well depend on cultural norms for 
interpreting the words mixed or conflicted, they would seem to caution us against 
using subjective measures of ambivalence to test theoretical predictions about the 
effects of ambivalence as long as a core assumption of ambivalence models is that 
its effects are driven by the conflicting reaction, irrespective of whether positivity 
or negativity is the conflicting reaction.

concluSIon
In this chapter I have fallen short of the implicit goal shared by all psychologists 
(cf. Gilbert, 2006), which is to write something that would allow me to finish the 
sentence “The human being is the only animal that …” Instead I have argued that 
it makes sense for ambivalence research to go back as far as Miller’s rat models of 
conflict and use new approaches to examine old hypotheses such as the experience 
of tension. Humans may indeed turn out to be special with regard to their experi-
ence of ambivalence. For example, the Freudian idea of response amplification after 
reactive displacement might require a human unconscious. Alternatively, we might 
find that ambivalence works in much the same way for many different animals 
including humans, as seems to be the case for our broader attitudinal architecture. 
We will not find out, however, if we continue to ask diffuse research questions.

As a possible step forward, I have discussed a multivariate approach to ambiva-
lence models, which is designed to answer focused questions about the effects 
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of the positive and negative attitude components. In an empirical demonstration 
we have seen that subjective reports of ambivalence do not appear to be asso-
ciated with ambivalent attitude structures but rather with more negative ones. 
However, recent theorizing suggests that ambivalent attitudes should especially be 
 experienced as such when people confront a binary behavioral choice (Cunningham, 
zelazo, Packer, & van Bavel, 2007; van Harreveld, van der Pligt, & de Liver, 2009). 
The multivariate model discussed earlier could easily be extended by  introducing 
choice as a moderator variable. Furthermore, in hypotheses derived from the 
attitude strength perspective (Krosnick & Petty, 1995), ambivalence assumes the 
role of a moderator variable, and my colleagues and I have elsewhere presented a 
detailed exposition of statistical analyses that are useful in this scenario (Ullrich 
et al., 2008).

I began this chapter by noting that attitudes are for acting and that ambivalent 
attitudes may not be for acting. Animal models suggest that ambivalent attitudes 
may indeed be for not acting. Perhaps at last I should give in to the temptation of 
saying that the human being is the only animal who … prefers the company of 
ambivalent others when he or she is ambivalent rather than indifferent (Ullrich & 
Krueger, 2010). Comparative psychologists, falsify that!

author note
Writing of this chapter was facilitated by Vacation Grant SON060810 from 
Wolfgang Ullrich.
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8
Simple Heuristics in a 
Complex Social World

ULRICH HOFFRAGE and RALPH HERTWIG

W e have all had the experience. Agonizing over a difficult decision—be 
it a matter of the heart, a moral predicament, a risky financial propo-
sition, or a grave medical decision—we have on occasion wished for 

ourselves a sage consigliere who would simply tell us the right thing to do. When 
Joseph Priestley, an eminent 18th-century scientist and discoverer of oxygen, faced 
a particularly difficult choice, he had no need to dream up a wise man—he knew 
one. It was Benjamin Franklin, 27 years his senior, one of the Founding Fathers of 
the United States, and a noted polymath. Asked for his counsel, Franklin did not 
tell Priestley what to do. Franklin (1772/1987) gave him a potentially even more 
precious piece of advice—a versatile decision tool that can be employed to decide 
which of two options to choose, whatever the options may be:

In the Affair of so much Importance to you, wherein you ask my Advice, I 
cannot for want of sufficient Premises, advise you what to determine, but if 
you please I will tell you how. … My Way is, to divide half a Sheet of Paper by 
a Line into two Columns, writing over the one Pro, and over the other Con. 
Then during three or four Days Consideration I put down under the different 
Heads short Hints of the different Motives that at different Times occur to 
me for or against the Measure. When I have thus got them all together in one 
View, I endeavour to estimate their respective Weights; and where I find two, 
one on each side, that seem equal, I strike them both out: If I find a Reason 
pro equal to some two Reasons con, I strike out the three. If I judge some two 
Reasons con equal to some three Reasons pro, I strike out the five; and thus 
proceeding I find at length where the Ballance lies; and if after a Day or two 
of farther Consideration nothing new that is of Importance occurs on either 
side, I come to a Determination accordingly. And tho’ the Weight of Reasons 
cannot be taken with the Precision of Algebraic Quantities, yet when each is 
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thus considered separately and comparatively, and the whole lies before me, 
I think I can judge better, and am less likely to take a rash Step; and in fact I 
have found great Advantage from this kind of Equation, in what may be called 
Moral or Prudential Algebra. (p. 878)

Franklin’s decision tool is to search for all considerations, positive or 
negative, weight them with care, and tot them up to find out where the bal-
ance lies. Franklin’s tool embodies “two commandments that are often taken 
as  characteristic of rational judgment” (Gigerenzer & Goldstein, 1999, p. 83), 
namely, complete search and compensation. The first stipulates that all the avail-
able information should be found (or if not possible that search should be termi-
nated when the cost of further search exceeds the search’s benefit). The second 
stipulates that all pieces of information should be combined in one judgment. 
Modern descendants of Franklin’s tool, also embodying the commandments of 
complete search and compensation, are, for instance, multiple linear regression 
and nonlinear Bayesian networks.

We pursue a different vision of rationality, one that challenges the command-
ments of complete search and compensation. Instead, the vision of bounded 
rationality proposes that in navigating a world full of uncertainty under the con-
straints of limited time and knowledge, people cannot help but resort to fast and 
frugal decision making (Gigerenzer, Todd, & the ABC Research Group, 1999). 
Counterintuitively, this kind of decision making of mere mortals can be as accurate 
as strategies that use all available information (complete search) and expensive 
computation (compensation).

The research program on fast and frugal heuristics (henceforth also referred 
to as simple heuristics) has instigated a considerable amount of debate over the 
past decade (see, for example, the commentaries and the reply following Todd 
& Gigerenzer, 2000, or Gigerenzer, Hertwig, & Pachur, 2011). Moreover, it has 
stimulated research that has focused on two key aspects. The first aspect is the 
ecological rationality of simple heuristics, and the second is their potential also to 
account for judgments and decisions in the social world. Some of the research con-
cerned with ecological rationality is featured in Todd, Gigerenzer, and the ABC 
Research Group (in press), whereas some of the research investigating the use of 
simple heuristics in a social world is featured in Hertwig, Hoffrage, and the ABC 
Research Group (in press), and in Hertwig and Herzog (2009).

The present chapter reflects the major themes of the aforementioned three 
volumes on simple heuristics. First, we will explain how simple heuristics can 
be understood as models of bounded rationality. Second, we will introduce the 
notion of ecological rationality and explain when and why simple heuristics per-
form so well, both to describe the environment and to model behavior. Third, we 
will show how this research program can be extended to the social world; specifi-
cally, we will provide illustrations of heuristics that can be used in what Hertwig 
and Hoffrage (in press) have called games against nature and social games, and 
we will describe how research on simple heuristics investigates the structures of 
social ecologies.
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SImPle heurIStIcS aS modelS of 
bounded ratIonalIty

Our premise is that much of human reasoning and decision making in the physi-
cal and social world can be modeled by simple heuristics that enable organisms 
to make inferences and decisions under conditions of limited time, knowledge 
and computational capacity. They are models of bounded rationality (Simon, 
1956, 1982). In contrast to strategies that aim at finding the optimal solution to 
a problem at hand, models of bounded rationality take human constraints into 
account when specifying the (cognitive) processes that lead to a satisficing solu-
tion to a given problem; that is, to a solution that is both satisfying and sufficing 
(Gigerenzer et al., 1999, 2011). Moreover, boundedly rational strategies are the 
only alternative when real-world problems become computationally intractable; 
their solutions cannot be computed, neither by the most brilliant minds nor by the 
fastest computers. Unlike models of classic rationality such as probability theory, 
rational choice theory, or logic, heuristics are task specific, designed to solve a par-
ticular task (e.g., choice, estimation, categorization,  cooperation, resource alloca-
tion). They cannot, however, solve tasks that they are not designed for. A hammer 
is perfect for driving a nail into the wall but try cutting wood with it. Indeed, the 
premise of task specificity is fundamental to the notion of the adaptive toolbox 
(Gigerenzer & Selten, 2001), the collection of heuristics that has evolved through 
phylogenetic, cultural, social, and individual learning, and that can be used by the 
human mind.

Although simple heuristics differ with respect to the problems they have been 
designed to solve, their architecture has common properties. In particular, they 
are composed of building blocks, which specify how information, be it stored in 
memory or externally presented, is searched for (search rule); when information 
search is stopped (stopping rule); and how a decision is made based on the infor-
mation acquired (decision rule). Thus, unlike models that assume all information is 
already known to the decision maker and that are merely used to predict the out-
come of the decision-making process, simple heuristics specify the cognitive pro-
cesses, including those involved in information acquisition (for related programs 
that explicitly include information search, see Busemeyer & Townsend, 1993, and 
Payne, Bettman, & Johnson, 1993).

Heuristics can be fast for two reasons. First, they do not integrate the acquired 
information (e.g., probabilistic cues, reasons) in a complex and time-consuming 
way. In this respect, many heuristics of the adaptive toolbox are extremely simple 
because they do not combine pieces of information at all; instead, they search for 
only a single cue (one-reason decision making). Examples are the recognition and 
the fluency heuristics (Goldstein & Gigerenzer, 2002; Hertwig, Herzog, Schooler, 
& Reimer, 2008; Schooler & Hertwig, 2005). Second, they can be fast as a conse-
quence of being frugal, that is, they stop searching for further information early 
in the process of information acquisition. Examples are the take-the-best heuristic 
(Gigerenzer & Goldstein, 1996), the elimination-by-aspects model (Tversky, 1972), 
and the priority heuristic (Brandstätter, Gigerenzer, & Hertwig, 2006).
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Research on simple heuristics endorses a methodological pluralism. Across 
investigations researchers employ (a) computer simulations to explore the perfor-
mance of the heuristics in a given environment, in particular in real-world environ-
ments (for example, Czerlinski, Gigerenzer, & Goldstein, 1999); (b) mathematical 
and analytical methods to explore when and why they fare well or poorly (for exam-
ple, Martignon & Hoffrage, 2002); and (c) experimental and observational studies 
to explore whether and when people actually use these heuristics (for example, 
Bröder, in press; Rieskamp & Hoffrage, 2008). The most important finding from 
these studies is that simple heuristics can perform well, both as prescriptive models 
when predicting the environment and as descriptive models when fitting behav-
ioral data (for example, Gigerenzer et al., 2011; Goldstein & Gigerenzer, 2002).

SImPle heurIStIcS aS modelS of 
ecologIcal ratIonalIty

Tools, be they physical or cognitive, work well in one domain but may not work in 
others. A corollary of this general law is that different environments can give rise 
to different simple heuristics that succeed in exploiting their particular informa-
tion structure. To the degree that a match between heuristics and informational 
structures exists, heuristics need not trade accuracy for speed and frugality. The 
importance of considering the environment when studying the human mind is best 
illustrated in Simon’s analogy of a pair of scissors, with the mind and environment 
as the two blades: “Human rational behavior is shaped by a scissors whose blades 
are the structure of task environments and the computational capabilities of the 
actor” (Simon, 1990, p. 7). By restricting one’s attention to one blade at the expense 
of the other, researchers will fail to fully understand how the mind works, and also 
how simple heuristics can perform surprisingly well by co-opting the environment 
as an ally. In other words, the study of bounded rationality is also the study of eco-
logical rationality (Todd et al., in press).

For illustration, consider Woike, Hoffrage, and Petty’s (2011) investigation 
of venture capitalists. The authors used computer simulations to determine the 
performance of various strategies that venture capitalists may use to sequentially 
decide whether to invest in a series of business plans. Highlighting the importance 
of ecological rationality, the authors found that the profit the decision strategies 
accrued depended on the cue importance structure in the environment. When 
all cues were equally predictive, a simple equal-weighing strategy (Dawes, 1979) 
achieved highest profits (even higher than those by logistic regression). In contrast, 
when the distribution of the cues’ predictive power was highly skewed, a fast and 
frugal decision tree (ordering cues lexicographically) achieved the best results and 
even outperformed logistic regression.

Another important ecological property that is relevant for the performance of 
simple cue-based inference heuristics and complex inference strategies is the ratio 
of structure and noise. Robustness is the ability of an inference model only to extract 
relevant information from the past, and to disregard irrelevant information, which 
will not generalize to the future (Gigerenzer & Brighton, 2009). Fitting, in contrast, 
refers to the ability to explain or describe the past (i.e., data that are already known). 
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An excellent fit can be indicative of overfitting, that is, lack of robustness (for example, 
Mitchell, 1997; Myung, 2000; Roberts & Pashler, 2000). A strategy is said to overfit 
relative to another strategy if it is more accurate in fitting known data (hindsight) 
but less accurate in predicting new data (foresight). One can intuitively understand 
overfitting from the fact that past experience can be separated into two classes: the 
structure class comprises those aspects of the past that are relevant for predicting 
the future; the noise class includes those aspects that are vacuous with regard to the 
future. Everything else being equal, the more difficult a criterion is to predict (that is, 
the higher its uncertainty), the more noise exists in past information and needs to be 
ignored. An adaptive cognitive system operating in an uncertain world thus needs to 
ignore part of the information. Robustness can be enhanced by ignoring information 
and by exploiting evolved capacities such as the ability to forget (Schooler & Hertwig, 
2005). The art is to ignore the right information. Heuristics embodying simplicity, 
such as one-reason decision making, have a good chance of focusing on the informa-
tion that generalizes because they are—due to their simplicity—more “immune” to 
noise than complex strategies built to combine plenty of information. Heuristics are 
less likely to be “fooled by randomness,” seeing “faces in the clouds” when there is no 
robust pattern. Complex strategies, in contrast, are more prone to overfitting due to 
their greater flexibility in fitting data, and—as an unavoidable byproduct—noise.

In sum, the research program on simple heuristics (Gigerenzer et al., 1999; 
Hertwig et al., in press; Todd et al., in press) rests on Simon’s (1956, 1982) notion of 
bounded rationality. Strongly emphasizing and elaborating on the ecological intelli-
gence of heuristics, it has proposed models of heuristics across a wide range of tasks 
and domains. A model of a heuristic encompasses search, stopping and decision 
rules, and aims to describe the actual process—not merely the outcome—of decision 
making. By taking advantage of environmental structures, they can achieve as high 
or even higher accuracy than much more complex models (Gigerenzer & Brighton, 
2009). Due to their simplicity and frugality, they are less likely to fall prey to the risk 
of overfitting, relative to complex models. We now show by means of examples how 
the framework of simple heuristics can be extended to a social world.

SImPle heurIStIcS In a SocIal world
Should simple heuristics be expected to excel in the social world? One reason to 
believe that they may fail is complexity. The social world has been characterized 
as more complex, unpredictable, or challenging than nonsocial ones (for example, 
Byrne & Whiten, 1988), and people, the key agents in the social world, have been 
described as “unavoidably complex as targets of cognition” (Fiske & Taylor, 1984, p. 
18). Humphrey (1976/1988, p. 19), for instance, argued that social systems have given 
rise to “calculating beings,” who “must be able to calculate the consequence of their 
own behaviour, to calculate the likely behaviour of others, to calculate the balance 
of advantages and loss.” He concluded that “here at last the intellectual faculties 
required are of the highest order” (p. 19). Similarly, the neuroscientists Seymour and 
Dolan (2008) argued that “choice in social interaction harbors a level of complexity 
that makes it unique among natural decision-making problems” and that renders 
“many social decision-making problems computationally intractable” (p. 667).
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The argument that navigating complex social systems requires and has given 
rise to complex intellectual operations echoes the commandments of complete 
search and compensation. Indeed, many scholars of rationality believe that the 
more complex a problem is, the more complex the cognitive machinery of a suc-
cessful problem solver needs to be (see Hertwig & Todd, 2003). The world’s com-
plexity thus licenses—in fact, even calls for—models of unbounded rationality.

This argument, however, overlooks the importance of robustness—the afore-
mentioned key ability of successful strategies. If social environments are indeed 
more complex than nonsocial environments, robustness will prove to be even more 
important in the former and will give a competitive edge to those simple strategies 
that successfully generalize to the unknown by ignoring irrelevant information. In 
addition, the problems of intractability (Reddy, 1988) and multitude of goals and 
criteria in social environments collude and put optimization out of reach, probably 
even more so than in nonsocial environments. Optimization requires a single crite-
rion to be maximized. One cannot maximize several criteria simultaneously, unless 
one combines them by, say, a linear function (which, in turn, calls for a justifiable 
rationale for how to weight those criteria). Social environments are notorious for 
their multitude of conflicting criteria and goals, including speed, accuracy, loy-
alty, accountability, transparency, trust, fairness, dependability, control, freedom, 
autonomy, honor, pride, face-saving, consent, equity, equality, and self-interest.

To the extent that the same selective forces that are likely to favor the evolution 
of simple strategies in nonsocial environments—such as the need for generalizable 
(robust), fast, and informationally modest (frugal) solutions—are also likely to be 
at work in social environments (Todd, Hertwig, & Hoffrage, 2005), there is good 
reason to assume that evolution also selects for simple heuristics in a social world. 
This does not mean, however, that there is no difference between simple heuristics 
in a nonsocial and in a social world. Just like simple heuristics in a nonsocial world, 
those used in a social world may consist of some of the same building blocks (e.g., 
ordered search, one-reason decision making, or aspiration levels), but they may 
also include genuinely social building blocks such as emotions and social norms.

When considering the applications of simple heuristics in a social world, it 
is useful to distinguish between two broad domains. We refer to them as games 
against nature and social games (Hertwig & Hoffrage, in press). Games against 
nature refer to situations in which one person needs to predict, infer, or outwit 
nature in order to achieve his or her ends (e.g., predicting the temperature to 
inform agricultural decisions). The person’s outcome is determined jointly by his 
or her decision(s) and by the state of nature. A person can engage in games against 
nature using purely nonsocial information, but can also call upon social informa-
tion (e.g., what most other people are doing or what the most successful people are 
doing), thus possibly fostering performance. In contrast, social games refer to situ-
ations involving social exchanges, in which other people create the most important 
aspects of an agent’s “reactive” environment (Byrne & Whiten, 1988, p. 5). Simple 
heuristics enable the protagonists in these interactions to make adaptive decisions 
regarding, for instance, the allocation of tangible and intangible resources, the 
choice of allies and mates, and the deduction of others’ intentions to name but a 
few of those decisions involving others.
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Games Against Nature

When making inferences about states of the world, people may not only rely on 
physical cues but also use social information, that is, their knowledge of other’s 
behaviors, attributes, intentions, and preferences. Consider, for instance, the task 
of predicting the magnitude of risks in one’s environment (for example, Hertwig, 
Pachur, & Kurzenhäuser, 2005). Following the September 11, 2001, terrorist 
attacks, many people considered alternatives to flying and worried about the 
safety of various means of long-distance transportation. Lacking official statis-
tics, one way to gauge which of two means of transportation, say, taking the train 
or taking a cross-country bus, involves a higher risk is to collect information dis-
tributed in one’s social environment. One hypothesis about how people search for 
such information is the social-circle heuristic (Pachur, Hertwig, & Rieskamp, in 
press; Pachur, Rieskamp, & Hertwig, 2005). It embodies sequential search and 
one-reason decision making, but rather than retrieving probabilistic cues, it sam-
ples instances of the target events in question. The heuristic proceeds as follows:

Search rule—Search through social circles in order of their proximity to the 
decision maker, beginning with the “self” circle, followed by the “family,” 
“friends,” and “acquaintances” circles. Look up the instances of the class 
of events in question (e.g., experienced accidents involving trains versus 
cross-country buses) in the most proximate circle first, and tally them.

Stopping rule—If one class of events has a higher value (i.e., more instances) than 
the other, then stop search and proceed to the next step. Otherwise search 
the next circle. If the least proximate circle does not discriminate, guess.

One-reason decision making—Predict that the event with the higher tally 
has the higher value on the criterion (e.g., is more risky).

The social-circle heuristic suggests that the external hierarchical structure of 
a person’s social network, measured in terms of degree of kin relationship (one-
self, family; Hamilton, 1964) and reciprocal relationship (friends, acquaintances), 
guides the order of search for social information in the person’s cognitive space. 
Such a search policy is adaptive because the individuals probed by the social-circle 
heuristic tend to be those about whom we have the most extensive, accessible, reli-
able, and veridical knowledge.

Like the availability heuristic (Tversky & Kahneman, 1973), the social-circle 
heuristic samples instances; unlike the former, however, this heuristic does so in 
a sequential and ordered way. The assumption that search starts with one’s own 
experiences is consistent with the argument that the self acts as a superordinate 
schema facilitating encoding and subsequent retrieval of information (cf. Alicke, 
Dunning, & Krueger, 2005). There are now several studies that have analyzed the 
performance of the heuristic, relative to other heuristics and complex search mod-
els, and the conditions under which people use the social-circle heuristic (Pachur 
et al., 2005, in press).

Others not only provide useful information for our judgments or decisions, they 
can also help us to learn information that boosts the performance of our simple 
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heuristics used for making inferences, predictions, and decisions. One example 
is the learning of good cue orderings, a problem considered notoriously difficult 
by many researchers (see Katsikopoulos, Schooler, & Hertwig, 2010). Cues on 
which people base inductive inferences are typically uncertain, and the individual 
learning of cue validities (i.e., the relative frequency with which they correctly 
predict the criterion), apart from being computationally taxing (Juslin & Persson, 
2002), can be dangerous (Boyd & Richerson, 2005). Indeed, people are not very 
efficient learners of cue validities (for example, Todd & Dieckmann, in press; but 
see Katsikopoulos et al., 2010). However, when individual learners are allowed to 
actively exchange information about their experience, they learn good cue order-
ings faster and perform better than individuals prohibited from coopting their 
social environment (Garcia-Retamero, Takezawa, & Gigerenzer, 2009). In other 
words, social exchange can enable individuals to efficiently and quickly learn the 
information that fosters the performance of their heuristics.

There is still another way that can help individuals to perform better in games 
against nature. The heuristic of imitating the behavior of others allows individuals 
to learn about the environment without engaging in potentially hazardous learning 
trials or wasting a large amount of time and energy on exploration (for example, 
Henrich & McElreath, 2003; Laland, 2001; Todd, Place, & Bowers, this volume, 
Chapter 11). The imitation heuristic, a prime example of social intelligence, is 
particularly versatile in that it can be more nuanced than an unconditional “do-
what-others-do” heuristic. Depending on situational cues and opportunities, the 
behavior copied may be that exhibited by the majority (Boyd & Richerson, 2005; 
for example, of two similar restaurants, patrons tend to choose the one with the 
longer waiting queue; Raz & Ert, 2008), by the most successful individuals (as in 
the earlier example; Boyd & Richerson, 2005), or by the nearest individual. The 
crucial point is that using any variant of imitation (or even simpler forms of social 
learning; see Noble & Todd, 2002) can speed up and foster decision making by 
reducing the need for direct experience and information gathering.

Another route through which social learning can occur is by actively seeking 
the advice of others (rather than by just probing socially distributed information, 
for instance, as the social-circle heuristic does) and by interpreting institutional 
arrangements as implicit recommendations (for example, policy defaults; McKenzie, 
Liersch, & Finkelstein, 2006; Thaler & Sunstein, 2008). Advice taking can be seen 
as an adaptive social decision-support system that compensates for an individual’s 
blind spots (Yaniv & Milyavsky, 2007).

How helpful is advice, and what if the wisdom of others widely diverges from 
or conflicts with one’s own opinion? Consider a fund manager trying to predict 
the profitability of an investment tool (a game against nature). After asking each of 
her colleagues for a profitability estimate, she ends up with a heterogeneous set of 
numbers. How should she make use of them? From a prescriptive viewpoint, aver-
aging the estimates from different people (and even one’s own; Herzog & Hertwig, 
2009) taps into the “wisdom of crowds” (Surowiecki, 2004) and is an efficient 
 heuristic that exploits the principle of error cancelation and works very well under 
a wide range of situations (for example, Armstrong, 2001; Clemen, 1989; Larrick, 
Mannes, & Soll, this volume, Chapter 3; Soll & Larrick, 2009; Yaniv, 2004).
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Social Games

We now turn to social games, that is, to exchanges between two or more agents. As with 
games against nature, we suggest that much of the decision-making processes in social 
games can be described in terms of simple heuristics. We illustrate this thesis with two 
examples: the equity heuristic, and fast and frugal trees in the ultimatum game.

equity heuristic The equity heuristic (sometimes called 1/N rule) is an exam-
ple to support the conjecture that the cognitive processes of social intelligence may 
not be qualitatively different from the processes of nonsocial intelligence. This heu-
ristic has been proposed to describe how people invest their resources in N options, 
with the options referring to either social (e.g., children) or nonsocial entities (e.g., 
saving options for retirement). Although dismissed by some behavioral economists 
as naïve (for example, Benartzi & Thaler, 2001), the heuristic competes well with 
optimizing strategies in environments with high uncertainty, a large number of 
assets, or with small learning samples. Such environmental properties impose a 
unique risk on complex strategies: Given environmental noise, complex strategies 
tend to overfit the data, which results in a lack of robustness (i.e., reduced accu-
racy) in predicting new data. DeMiguel, Garlappi, and Uppal (2009) compared the 
performance of the 1/N allocation heuristic with the performance of optimizing 
mean variance, and various Bayesian and non-Bayesian models. The striking result 
was that with 10 years of investment data, none of the optimization models could 
consistently beat the simple 1/N rule.

The equity heuristic also provides a model of how contemporary parents may 
allocate limited resources to their children (Hertwig, Davis, & Sulloway, 2002). 
Parental resources such as affection, time, and money (e.g., for education) are noto-
riously limited, and parents with more than one child need to constantly decide 
how to allocate their resources among their N children. Consistent with parents’ 
expressed values in egalitarian societies, the heuristic predicts that parents attempt 
to split resources equally among all N children at any given investment period. 
This simple heuristic has several interesting properties. By implementing an equal 
(“fair”) allocation of resources, it takes into account parents’ inequality aversion (for 
example, Bolton & Ockenfels, 2000; Fehr & Schmidt, 1999; Hertwig et al., 2002). 
In addition, it permits parents to justify their allocation decisions to the “stake-
holders” in the family: quarreling children and observant grandparents. Finally, it 
allows parents to (sometimes) hand over the actual implementation of the alloca-
tion to their children and invite them to make use of the time-honored heuristic, “I 
cut, you choose,” in which one sibling divides the cake (or a chore) in two parts that 
she likes equally well, and the other one gets to pick the piece he prefers.1 Yet, the 
equity heuristic is not a panacea. Although each single allocation decision is fair, 
the equity heuristic predicts inequalities on higher levels of aggregation.

As an illustration of how the equity heuristic works in the home, consider the 
allocation of parental time. Although the heuristic guarantees an equal distribution 
of parental time for any given period, the cumulative distribution will be unequal. 
Middleborns will receive less time than either first- and lastborns. Unlike their 
siblings, middleborns never enjoy a period of exclusive attention in the family. Such 
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inequalities in resource distribution—although smaller in size—will continue to 
exist even if parents attempt to find a reasonable compromise between equity and 
children’s age-specific needs (Hertwig et al., 2002, p. 741).

fast and frugal trees The ultimatum game has become a bogey for classic 
economists. A simple bilateral two-person strategic situation with perfect informa-
tion produces robust behavior that is inconsistent with the classical economic predic-
tion. The dominant response among those economists who accepted the reliability 
of the behavior was to assimilate it into the existing utility framework by modifying 
the utility function. Rather than retaining the universal utility calculus, however, 
one could heed Rubinstein’s (2003) call and begin “to open the black box of deci-
sion making, and come up with some completely new and fresh modeling devices” 
(p. 1215). Hertwig, Fischbacher, and Bruhin (in press) did so by using the building 
blocks of simple heuristics to shed light on the processes in the ultimatum game. 
Focusing on mini-ultimatum games, in which the proposer chooses between two 
fixed-income distributions for both players (e.g., 3:5 versus 2:8) and the responder 
gets to accept or reject it, the authors modeled people’s choice in terms of fast and 
frugal decision trees. A fast and frugal tree is defined as a tree that allows for a 
classification at each level of the tree (Martignon, Vitouch, Takezawa, & Forster, 
2003). It consists of the same building blocks as the take-the-best heuristic: ordered 
search, one-reason stopping rule, and decision making on the basis of one reason.

To illustrate, the priority tree, one of four decision trees proposed by Hertwig 
et al. (in press), consists of three criteria for rejecting or accepting an allocation. 
The first criterion checks whether the offered allocation is larger than zero. If so, 
a homo economicus would accept it, regardless of its size. According to the status 
tree, however, a person now considers relative status as the second criterion. If 
the proposer selects the allocation in which the responder does, relative to the 
proposer, at least as well, the responder will accept it. No other reason enters the 
decision. If that is not the case (here: 2 < 8), she does not reflexively reject. Instead, 
she considers a third criterion that involves a comparison between the actual and 
the forgone allocation, the kindness criterion. If the responder does at least as well 
as in the forgone distribution (here yes: 3 > 2), she will accept the offered alloca-
tion. Only if the allocation also fails this test in kindness, will she reject.

Hertwig et al. (in press) described people in terms of fast and frugal trees involv-
ing one, two, three, or four criteria. Modeling responders’ decisions in terms of fast 
and frugal trees enables tests of both decision and process. Recall that status trees 
assume a sequential process of examining up to three criteria. The more criteria are 
examined, the longer the decision will take. For instance, the status tree predicts 
that accepting an allocation based on the kindness criterion will take the longest. In 
Hertwig et al.’s study, people took significantly more time to accept allocations that 
failed the status test but passed the kindness test, relative to allocations that passed 
the status test. Explaining such differences in response times requires a process 
model and thus can hardly be accounted for by social preference models.

Models of heuristics are not new in studies of social games. The tit-for-tat 
strategy and its relatives such as “generous tit-for-tat” (Axelrod, 1984; Nowak 
& Sigmund, 1992), for instance, are among the famous strategies enabling and 
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restoring mutual cooperation in social dilemmas (see also Howard, 1988; Johnson 
& Smirnov, in press; Rieskamp & Todd, 2006). Another class of simple heuristics 
in social games is based on the emotion of anticipated regret (Hart, 2005). Regret 
is an emotion that may result when we relate the outcome of a previous decision 
to what we would have obtained had we opted for the rejected alternative. Hart’s 
regret-matching heuristic suggests that a person continues with the current action 
if she does not anticipate any regret. If she realizes that a particular option may 
lead to feelings of regret, she switches to the other action with a probability pro-
portional to the amount of regret. Hart concluded from his analytical results that 
“simple and far-from rational behavior in the short run [based on regret avoidance] 
may well lead to fully rational outcomes in the long run” (p. 1415).

Structures of Social Ecologies

Simple heuristics in the social world not only affect outcomes for the decision mak-
ers or their interactants, but they often have far-reaching social consequences. Some 
macro consequences simply reflect people’s strategies and preferences. If many peo-
ple prefer to spend their summer vacation at the beach, beaches will be overcrowded 
during this holiday season, and, conversely, overcrowded beaches allow us to draw 
inferences about where people desire to spend their vacations. However, there are 
interesting exceptions: Schelling (1978) observed that macrolevel patterns do not 
necessarily reflect microlevel intentions, desires, or goals. In his classic model on 
neighborhood segregation that initiated a large and influential literature, individuals 
with no desire to be segregated from those who belong to other social groups, nev-
ertheless, end up clustering with their own type. Most investigations of Schelling’s 
model and extensions thereof have replicated this result. There is an important mis-
match, however, between theory and observation, that has received relatively little 
attention. Whereas Schelling-type models predict large degrees of segregation start-
ing from virtually any initial condition, the empirical literature documents consider-
able heterogeneity in actual levels of segregation. Berg, Hoffrage, and Abramczuk 
(2010; see also Berg, Abramczuk, & Hoffrage, in press) introduced a mechanism that 
can produce significantly higher levels of integration and, therefore, brings predicted 
distributions of segregation more in line with real-world observation.

As in the classic Schelling model, agents in a simulated world want to stay or 
move to a new location depending on the proportion of neighbors they judge to be 
acceptable. In contrast to the classic model, Berg et al. (2010; in press) augmented 
agents with memory. This allows these agents to use a very simple heuristic, the 
FACE-recognition heuristic, to classify their neighbors as acceptable or not. This 
heuristic builds on an evolved capacity, namely, recording faces into recognition 
memory. At the same time, the acronym FACE (for Fast Acceptance by Common 
Experience) refers to the insight that shared local experience can facilitate rapid 
formation of relationships that absolutely overrules the inference that would have 
been made by stereotyping based on group identity. The classic Schelling model 
appears to be a special case in the FACE-recognition model: When agents have no 
recognition memory, judgments about the acceptability of a prospective neighbor 
rely solely on his or her group type (as in the Schelling model). A very small amount 
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of recognition memory, however, eventually leads to different classifications that, 
in turn, produce dramatic macrolevel effects resulting in significantly higher levels 
of integration. The model is intended to contribute substantively and constructively 
to policy analysis with a simple message, namely, that we can, relatively cheaply, 
design institutions that produce modest opportunities for face-to-face encounters 
with members of other groups. Then, to the extent that people use a simple accep-
tance rule based partially on recognition, random face-to-face intergroup mixing 
could potentially generate large and stable levels of integration even though they are 
ruled out by the vast majority of simulation studies based on Schelling’s model.

concluSIon
Simon (1990) emphasized that almost any real-world problem is far too complex and 
requires too much computation to be solved by present or future computers. His 
paradigmatic case was chess. “Playing a perfect game of chess by using the game-
theoretic minimaxing algorithm is one such infeasible computation, for it calls for 
the examination of more chess positions than there are molecules in the universe” 
(pp. 5–6). If a well-defined board game, which is limited to merely six different types 
of “players” (pieces) with exactly prescribed strategies and a space of 64 squares, is 
too complicated for calculating the optimal solution, then problems in a social world, 
involving potentially many more players and a wider range of strategies (including 
deception), will be even more computationally intractable. Although we do not doubt 
that the social world is complex—as has been emphasized by many theorists—we 
do not know whether it is any more complex than the physical one. Irrespective of 
this relative complexity issue, one strong conclusion from the social world’s com-
plexity is unwarranted in our view: the argument that successfully navigating the 
social world requires complex calculations, and that simple heuristics are therefore 
doomed to fail in social ecologies (a view that Sterelny, 2003, appears to advocate). 
Simon’s conclusion from his premise that nearly all real-world problems are compu-
tationally intractable was what he called “one of the most important laws of qualita-
tive structure applying to physical symbol systems, computers and the human brain 
included: Because of the limits on their computing speeds and power, intelligent 
systems must use approximate methods to handle most tasks. Their rationality is 
bounded” (p. 6; his emphasis). Following Simon, we believe that much of human 
reasoning and decision making in the physical and social world proceeds on the basis 
of simple heuristics. Not only do they permit organisms to make inferences and deci-
sions without overtaxing their resources, they are also the mind’s ace in the hole in 
the many real-word situations that defy optimal solutions.
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note
 1. According to Brams and Taylor (1996, p. 10), the origin of this heuristic goes back 

to antiquity: “The Greek gods, Prometheus and zeus, had to divide a portion of 
meat. Prometheus began by placing the meat into two piles and zeus selected one.” 
Interestingly, in a simple two-person, zero-sum cake-cutting game the heuristic 
achieves the efficient (pareto-optimal) solution. That is, if the cutter cuts the cake as 
evenly as possible to minimize the maximum amount the chooser can get, thus avoid-
ing the worst (von Neumann’s, 1928, minimax theorem), there will be no allocation 
that is better for one person and at least as good for the other person.
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9
Social Judgments From 

Adaptive Samples
JERKER DENRELL AND GAëL LE MENS

Why is it that people sometimes believe “what is not so?”

Thomas Gilovich, 1991

A vast amount of research has documented the systematic judgment errors 
that people make. They use inaccurate stereotypes about those belonging 
to other groups, they develop superstitious beliefs, they are overconfident 

about their predictive abilities, and so on. Much of the existing social psychologi-
cal literature suggests that such biases emerge because people process information 
inaccurately; they use flawed hypotheses tests and motivated reasoning, and rely on 
biased heuristics (for example, Fiske & Taylor, 2007; Tversky & Kahneman, 1974).

Recently, however, a number of scholars have challenged the perspective that 
fallible judgment is driven by flawed processing of information. Noting that the 
environment often produces unrepresentative samples of information, they have 
demonstrated that even if individuals process available information correctly, their 
judgments will be subject to systematic error patterns akin to those previously 
explained by invoking information-processing deficiencies (see Fiedler & Juslin, 
2006, for a review). This sampling approach has, for example, produced alternative 
explanations for in-group bias, illusory correlation (Fiedler, 2000), and overconfi-
dence (Juslin, Winman, & Hansson, 2007).

In this chapter, we argue that an important source of such information bias is 
adaptive sampling, defined here as the tendency of decision makers to select again, 
and thus continue to sample, activities that led to positive experiences but to avoid 
activities that led to poor experiences. Such a tendency is basic to most learning 
mechanisms.1 It is adaptive because it ensures that decision makers avoid activi-
ties with consistently poor outcomes. Nevertheless, it generates a sample bias: The 
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likelihood that an individual will take another sample and get more information 
about the outcome of an activity depends on past experiences with that alternative. 
In particular, the decision maker will stop learning about alternatives she (possibly 
mistakenly) evaluates negatively.

We argue that adaptive sampling can cast new light on several well-known 
judgment biases in social psychology, such as in-group bias in impression formation 
(Denrell, 2005), risk aversion (Denrell, 2007; Denrell & March, 2001), more posi-
tive assessments of popular alternatives (Denrell & Le Mens, 2011b; Le Mens & 
Denrell, 2011), illusory correlations (Denrell & Le Mens, 2011a), and social influ-
ence (Denrell & Le Mens, 2007).

Our perspective emphasizes an understudied interaction between two impor-
tant aspects of belief formation. The first aspect pertains to the goal of the deci-
sion maker. People sometimes select alternatives or interact with other individuals 
just to learn about those. But, they often care about the immediate outcomes of 
their choices, and not just about the informational content of their experiences: 
their goal is often to ultimately have positive, enjoyable experiences. This desire for 
positive experiences is important because it provides the rationale for the adaptive 
selection of alternatives, based on past experiences used as predictors for future 
experiences. The second aspect is the role of the environment as a factor that con-
strains and enables access to information and thus indirectly influences decision 
making and judgment. Constrained access to information, combined with adaptive 
sampling, can explain what seem to be “irrational” judgments without assuming 
flawed information processing.

This chapter is organized as follows. We start by delineating what we mean 
by adaptive sampling and discussing its most basic implication: the tendency to 
underestimate the value of uncertain alternatives. Then, we illustrate how this 
tendency emerges using computer simulations of a simple learning model. We then 
discuss the role of access to information and describe the various biases that can be 
explained by our approach. Finally, we conclude the chapter by a discussion of the 
rationality of adaptive sampling.

adaPtIVe SamPlIng In decISIon 
makIng and Judgment

What Is Adaptive Sampling?

To explain what we mean by adaptive sampling, consider the following restau-
rant review: “Not a happy dining experience. The service was absent minded, and 
the curry really wasn’t up to very much. I won’t be going here again” (Tim, San 
Jose Mercury News, December 15, 2005). Clearly, Tim’s experience was poor. As 
a result, Tim’s impression of the restaurant is negative and he has decided to avoid 
the restaurant in the future.

This is adaptive sampling at work; the probability that Tim will go to the res-
taurant again is low because his experience was poor and his impression  negative. 
To avoid another poor experience, Tim avoids the restaurant in the future. If 
Tim’s experience had been positive, however, Tim would probably have gone to 
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the restaurant again and, doing so, would have had access to information about 
it. Thus, the probability that Tim will sample the restaurant again, go there and 
experience the food again, depends on Tim’s previous experiences—positive expe-
riences lead to further sampling, whereas negative experiences lead to avoidance.

More generally, we refer to the strategies that increase the probability of sam-
pling alternatives with favorable past outcomes and reduce the probability of sam-
pling alternatives with poor past outcomes as adaptive sampling schemes. These 
strategies are adaptive because they use information obtained from experience to 
adapt their behavior and to ultimately improve the average outcome obtained by 
those who adopt it. By changing the probability of sampling in response to past expe-
riences, decision makers ensure that alternatives with consistently poor outcomes 
are avoided and that alternatives with consistently good outcomes are pursued.2

Adaptive sampling is basic to almost any experiential learning process because 
of this beneficial feature and is thus often observed. People tend to continue to 
interact with others with whom they have had good experiences and they tend 
to engage again in activities they have enjoyed. Conversely, people tend to avoid 
individuals with whom they did not get along well, and they tend to avoid activities 
they did not find enjoyable.

Adaptive Sampling Leads to a Negativity Bias

Despite the fact that adaptive sampling is both a sensible and a common sampling 
strategy, it generates a subtle sample bias that has systematic consequences for 
belief formation (Denrell & March, 2001; Gilovich, 1991; March, 1996).

The basic problem resides in the very nature of adaptive sampling: the likeli-
hood that an individual will take another sample and get more information about 
the quality of an activity depends on the outcome of past experiences with that 
activity. As a result, the probability of sampling is not fixed, as in randomized 
experiments, but is contingent on the history of experiences with the alternative. 
Because the probability of sampling is higher for alternatives with good past out-
comes, more information will be gained about such alternatives than about alter-
natives with poor past outcomes. It can be shown that this information asymmetry 
leads to a negativity bias, or systematic tendency to underestimate the value of 
uncertain alternatives (Denrell, 2005; Denrell & March, 2001).

To explain this, let us reflect on the consequences of Tim’s initial experience 
at the restaurant. Following his poor experience, he will avoid the restaurant. And 
unless he obtains additional information about it in some other way, his negative 
impression will persist.

Suppose, by contrast, that Tim’s initial experience with the restaurant was posi-
tive and that he leaves the restaurant with a positive impression. If he follows an 
adaptive sampling strategy, he is likely to go to that same restaurant again in the 
future. In information terms, Tim is likely to sample that alternative again. By 
doing so, Tim will gain additional information about the restaurant and will be 
able update his impression. If this second dinner is a really poor experience, Tim 
might develop an overall negative impression of the restaurant, despite his positive 
first experience.
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The crucial aspect of this story is that a poor second experience can overcome 
a positive initial experience. By contrast, the opposite correction cannot occur. 
When the first experience is negative, there is simply no second experience, and 
thus there is no possibility for upward correction. This constraint implies that neg-
ative impressions are more stable than positive impressions. Overall, this process 
leads to a general tendency to underestimate the value of the restaurant.

Underestimation Versus Overestimation

Another way to explain this outcome is to note that due to adaptive sampling errors 
of overestimation are likely to be corrected, whereas errors of underestimation are 
likely to persist.

To explain this asymmetry, let us make Tim’s restaurant story more specific. 
Suppose that 50% of the time the restaurant serves good meals and 50% of the 
time it serves bad meals. Tim gives good meals a 4 and bad meals a 2 on a 1 to 
5 scale. Tim initially does not know anything about the quality of the restaurant.

When Tim experiences a good meal and gives it a 4, he overestimates the qual-
ity of the restaurant. Because he is likely to revisit the restaurant, however, he can 
experience a generally more representative set of outcomes and correct his error of 
overestimation. After a few meals, he might develop a rather accurate assessment 
of the quality of the restaurant. Formulated differently, his assessment of the qual-
ity of the restaurant is likely to “regress to the mean” (see Fiedler & Krueger, this 
volume, Chapter 10, for an overview of regression effects).

Contrast this to what happens if Tim initially experiences a bad meal. He gives 
the restaurant a 2, which corresponds to an underestimation of the quality of the 
restaurant. Because Tim is likely to avoid the restaurant in the future, he cannot 
experience a more representative set of outcomes and thus cannot correct his error 
of underestimation. As a result, his assessment will not regress to the mean after a 
negative experience.

Overall, this asymmetry in the probability of correcting errors of over- and 
underestimation implies that errors of underestimation will be more likely than 
errors of overestimation.

Errors in Social Perception and Adaptive Sampling

As we noted in the introduction, social psychologists have documented several 
errors and biases in social perception. Why do such errors occur and why are 
they not eventually corrected as social perceivers gain further information? Much 
research in social psychology is motivated by this question and several mecha-
nisms have been discussed in the literature that could explain why erroneous per-
ceptions persist (e.g., confirmation biases, self-fulfilling prophecies). Most existing 
 explanations emphasize limitations of the mind of the social perceiver (but see 
Jussim, Stevens, & Salib, this volume, for an alternative interpretation of exist-
ing findings). As other scholars who have developed sampling-based explanations, 
we suggest that the source of errors might reside outside the mind of the deci-
sion maker. More precisely, we argue that adaptive sampling is a less explored but 
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potentially important mechanism for why some errors are not corrected. Erroneous 
and negative perceptions might imply that social perceivers avoid further sampling 
and thus jeopardizes their chances to correct their errors.

There are obviously many exceptions to the adaptive sampling assumptions. We 
discuss them at a latter stage in this chapter but now turn to an illustration of the emer-
gence of the negativity bias using computer simulations of a simple learning model.

a SImulatIon model of adaPtIVe SamPlIng

Model

Consider an individual, T, who has to decide, repeatedly, whether to engage in an 
activity. For example, T may have to decide whether to go to a restaurant.

We assume the payoff from the activity is uncertain. For example, the quality 
of the meals served at a restaurant may vary from day to day or with variations of 
the quality of the ingredients. To model this variability, we assume that T’s payoff 
from selecting the activity in period t, X(t), is drawn from a normal distribution 
with mean 0 and standard deviation 1.

Every time T chooses the activity, T learns more about it and updates his 
impression of the activity. We use a simple model to capture this type of learning. 
We assume that the updated impression is a weighted average of the old  impression 
and the experienced payoff (N. H. Anderson, 1981; Hogarth & Einhorn, 1992; 
Kashima & Kerekes, 1994). That is,

 I(t) = (1 – b) I(t – 1) + bX(t),

where I(t) is the impression of A at the end of period t and b is a parameter regulat-
ing the weight of the new experience. For most of the following simulations we will 
assume that b = 0.5.3 We assume that T can only learn about the activity in periods 
when she chooses it. In periods when T does not choose the activity, we assume 
that T’s impression remains the same:

 I(t) = I(t – 1).

We assume that the initial impression is equal to 0. That is, the initial impression is 
unbiased—it is equal to the expected payoff of the activity.

The adaptive sampling assumption is implemented by assuming that the prob-
ability, P(t), that T will choose the activity in period t is an increasing function of 
the impression. More precisely, we assume that P(t) is a logistic function of the 
impression:
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This logistic choice rule has often been used to model choices under uncertainty 
(for example, Luce, 1959). Here, s > 0 is a parameter regulating how sensitive the 
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choice probability is to the impression. If s is large then P(t) is close to one when-
ever I(t – 1) > 0 and close to zero whenever I(t – 1) < 0. If s is close to zero then the 
choice probability is close to one half even for positive impressions. In the follow-
ing simulations, we will assume that s equals 3 (see Denrell, 2005, for a discussion 
of the effect of varying s). Figure 9.1 plots how the choice probability, P(t), varies 
with the impression, I(t – 1), when s = 3.

Negativity Bias

The aforementioned model implies that T’s impression is a weighted average of 
all of T’s experiences. Nevertheless, due to adaptive sampling, T’s impression will 
be negatively biased, as illustrated in Figure 9.2. This figure plots the distribution 
of T’s impression at the end of period 10 together with the normal distribution 
with mean zero and variance one. The distribution of the impressions is negatively 
skewed like in the restaurant example discussed earlier: Most impressions are 
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figure 9.1 Plot of how the choice probability, P(t), varies with the impression, I(t – 1).
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figure 9.2 The distribution of T’s impression after period 10 compared to the normal 
distribution of the payoff (based on 100,000 simulations).
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negative. The average impression is also negative; it is –0.31. Moreover, in period 
10, T chooses the activity in only 35% of the simulation runs.

The reason for this negativity bias is the asymmetry in error corrections dis-
cussed earlier. If T’s impression is positive, and thus overestimates the expected 
payoff (0 in that case), then T is likely to choose the activity again and T’s updated 
impression will be a weighted average of the previous impression and of the lat-
est payoff. Because the expected payoff is zero, T’s new impression will tend to 
decline toward zero (this is the well-known phenomenon of regression to the 
mean). Moreover, there is a chance that X(t) is so negative that T’s new impression 
will become negative. If T’s impression is negative, T underestimates the expected 
payoff. In that case, T is unlikely to select the activity again and T’s impression will 
not be updated, that is, it will remain negative. Stated differently, negative impres-
sions tend to be stickier.

This reasoning suggests that an important condition for the negativity bias to 
emerge is that there is a possibility for errors in estimation of the quality of an 
alternative. If it were enough to select the alternative just once to fully know its 
value, the negativity bias would not emerge. Conversely, the negativity bias will 
be stronger the higher the likelihood and the amplitude of estimation errors. This 
line of reasoning leads us toward an important implication of adaptive sampling: 
the emergence of seemingly risk-averse behavior.

Risk-Averse Behavior

The model of adaptive sampling produces seemingly risk-averse behavior (Denrell, 
2007; Denrell & March, 2001; March, 1996). That is, T is less likely to select 
the activity whenever its payoff distribution is more variable. To illustrate this, 
we simulated the learning model for different values of the standard deviation of 
the payoff distribution. Figure 9.3 shows that the probability that T will choose the 
activity in period 10 decreases when the standard deviation of the payoff distribu-
tion increases. In other words, T behaves as if he were risk averse.
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figure 9.3 The probability that T will choose the object in the 10th period is decreasing 
with the standard deviation of the payoff distribution. Each point is the average of 10,000 
simulations.
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This effect occurs because a more variable payoff distribution tends to produce 
more extreme negative payoffs that lead to premature avoidance of the alterna-
tive. What matters is that the stronger the error of underestimation, the lower the 
likelihood that it will be corrected. Large errors of overestimation are less con-
sequential because they will generally be quickly corrected (they lead to further 
selections of the alternative). Overall, this implies that both the choice probabili-
ties and impressions tend to be lower for more variable alternatives than for less 
variable alternatives.

The aforementioned model shows how a tendency to choose a less variable 
alternative can be the result of learning. Thus, the model offers an explanation of 
seemingly risk-averse behavior that differs from explanations that attribute risk 
aversion to a concave utility function (Arrow, 1971) or to loss aversion (Kahneman 
& Tversky, 1979). In the aforementioned model, seemingly risk-averse behavior can 
emerge as a result of learning, even if the decision maker is formally risk neutral, 
that is, has a linear utility function and does not directly care about the variability 
of the outcomes. What happens in the model is that decision makers’ impressions 
of the more variable alternatives will be lower. That is, decision makers learn to 
avoid a risky alternative because they have a poor impression of these alternatives. 
Denrell (2007) formally demonstrated that such risk-averse behavior emerges for a 
broad class of learning models.

InformatIon acceSS and Judgment
The most important implication of adaptive sampling is that it can explain why 
access to information can have a systematic effect on judgment and choice even if 
this information is unbiased. In this section, we discuss how this can be the case. 
And, in the next section, we will show that this can cast a new light on a number of 
judgment biases reported in social psychology and the decision-making and judg-
ment literatures.

Why Access to Information Has a Systematic 
Effect on Judgment and Choice

The explanation of the negativity bias through adaptive sampling relied on the 
assumption that people obtain information about the quality of an alternative 
only if they actively select it. If they do not select the alternative, they do not 
get additional information and thus do not update their beliefs about it. But this 
condition does not always hold: sometimes people have access to information 
about an alternative even if they do not select it. For example, people might not 
control which individuals or activities they get exposed to. For example, people 
may have to continue to work with colleagues they find disagreeable or incom-
petent. In some other settings, people can get access to information about others 
without interacting with them. For example, you might learn about the achieve-
ment of one of your colleagues even if you do not interact with him or her. In 
this latter setting, even if you select or avoid activities and interactions based on 
past experience, access to information might not be fully determined by your 



SocIal JudgmentS from adaPtIVe SamPleS 159

adaptive sampling strategy. When this is the case, adaptive sampling does not 
lead to a negativity bias.

This simple observation has the following important implication: If people fol-
low an adaptive sampling strategy, then estimates of the quality of an alternative are 
systematically and positively influenced by access to information. In particular, hav-
ing access to one additional observation of the payoff distribution they are learning 
about tends to increase the tendency to evaluate this alternative positively. The rea-
son is that such access to unbiased information eliminates the negativity bias that 
adaptive sampling otherwise would have led to. This is what is commonly known in 
the probability literature as regression to the mean (see also the chapter by Fiedler 
& Krueger, this volume, for an overview of regression effects in social psychology).

Simulation Model of the Impact of Information Access

To formally demonstrate this systematic effect of access to unbiased information, 
suppose we change the simulation model in the following way: In each period 
there is a probability r that T will be able to observe the payoff of the uncertain 
alternative even if T does not choose it (Denrell, 2005). The previous discussion of 
the effect of one more observation suggests that the higher the probability that T 
will be able to observe such “foregone” payoffs, the higher the probability that T 
will have a positive impression of the alternative. This intuition is confirmed by 
the simulation results reported on Figure 9.4, which plots the probability that 
T’s impression is positive in period 10 as a function of r. When r = 1, T observes 
information about the uncertain alternative in every period, and T’s impression 
is thus an unbiased estimate of the quality of the alternative. For lower values 
of r, there is some negativity bias, but with a lower magnitude than what hap-
pens when sampling is strictly adaptive as in the previous section. For example, if 
r = 0.3, the probability of a positive impression in period 10 is 37%, whereas it is 
49% when r = 0.8.
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figure 9.4 The probability that T’s impression is positive in period 10 is increasing with 
r, the probability that T will be able to observe the payoff of the uncertain alternative even 
in period when T does not choose the uncertain alternative. Each point is the average of 
10,000 simulations.
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A similar effect would also have emerged if T had been forced to revisit the 
restaurant, when he would have avoided it on the basis of a negative impression. 
This type of situation might happen if other restaurants are closed and there is no 
other alternative for a meal. Alternatively, an individual might go to the restaurant 
with his or her friends. If your friends really want to go to that restaurant and the 
quality of your company matters more than the quality of your meal, you might 
still go. Regardless of the reason, such forced choice would lead to an information 
sample that is less affected by prior experiences than in the base case. If, at the 
limit, forced choice occurs whenever the decision maker would not have selected 
the alternative on the basis of his impression, the impression will be an unbiased 
estimate of the quality of the alternative.

Experimental Evidence

An experiment on attitude formation by Fazio, Eiser, and Shook (2004) illustrates 
how adaptive sampling can lead to a negativity bias and how access to information 
can eliminate it. Participants participated in a survival game, in which they had to 
eat beans with positive energy levels and avoid beans with negative energy levels in 
order to survive. Initially they did not know what type of beans generated positive 
energy levels, but they could learn from experience. They only learned from their 
own experience, that is, by choosing beans and experiencing their outcome. They 
did not learn about the energy value of the beans they avoided.

At the end of the game, participants were presented with beans of different 
types and asked to estimate if these beans were of the positive or negative type. 
The basic result was that a negativity bias emerged. Specifically, participants 
made more errors of underestimation than overestimation—they were more likely 
to mistake a positive bean for a negative than vice versa. The reason was that if 
they suspected, perhaps falsely, that a bean of a particular type was negative, they 
avoided these types of beans in the future. In contrast, if they suspected that a 
bean was positive, they continued to select this type of bean. In other words, they 
followed a strategy of adaptive sampling.

In one manipulation, Fazio and his colleagues changed the information struc-
ture so that participants also learned about the energy values of the beans they 
avoided. In this case, there was no negativity bias. Instead, participants were 
equally likely to make an error of under- or overestimation. We also obtained simi-
lar results in experimental investigations of variations of the multiarmed bandit 
setting (Le Mens & Denrell, 2010).

adaPtIVe SamPlIng and Judgment bIaSeS
Now that we have explained the nature of adaptive sampling and its most basic 
implication for the role of information on belief formation and choices, we can 
illustrate how it can help explain several phenomena that have been viewed as 
puzzling and irrational, including in-group bias, social influence, or illusory cor-
relations. The usual explanations of these phenomena attribute them to mental 
“flaws,” such as inaccurate perception and biased information processing (Fiedler, 
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2000). In a series of articles (Denrell, 2005, 2007; Denrell & Le Mens, 2007, 2011; 
Le Mens & Denrell, 2011a), we have suggested that adaptive sampling may pro-
vide an alternative explanation.

In putting forward this alternative explanation, we do not want to suggest 
that existing accounts are incorrect. There is substantial experimental evidence 
that heuristic processing can give rise to some of the effects we describe next. 
Nevertheless, our work suggests an alternative, complementary explanation that 
may be important in settings where information is not provided to people but has 
to be actively sampled.

In-Group Bias in Impression Formation

Why do people develop more positive opinions of those close to them? College 
students have more positive opinions of their roommates than of other students 
(Festinger, Schachter, & Back, 1950; Segal, 1974) and members of ethnic groups 
have more positive opinions of their own groups (Dasgupta, 2004; Hewstone, 
Rubin, & Willis, 2002). Explanations for this tendency have focused on how flawed 
hypothesis testing, confirmation biases, motivated reasoning, or prior expectations 
can distort impressions (Wood, 2000).

Denrell (2005) suggested that adaptive sampling could provide an alternative 
explanation. Key to this explanation is the observation that more information is 
usually available about in-group members that one does not personally interact 
with, simply because one tends to be more connected to the in-group. In addition, 
people are more likely to continue to interact with in-group members they have a 
negative impression of than with out-group members they have a negative impres-
sion of. For example, Levin, van Laar, and Sidanius (2003) show that although 
 individuals often avoid members of other groups if initial encounters are negative, 
they tend to continue to interact with in-group members. In some cases, it may 
also be difficult to avoid interacting with in-group members one dislikes, such as 
members of the same family or department.

This implies that the negativity bias generated by adaptive sampling will be 
eliminated or at least attenuated for in-group members. As previously shown, this 
leads to more positive evaluations of in-group members as compared to out-group 
members.

Denrell (2005) also showed that this explanation implies that evaluations of 
out-groups will be more positive for larger out-groups, simply because it is more 
likely that one will come into contact with them at work or in schools, for example. 
As shown by the recent meta-analysis of contact and prejudice by Pettigrew and 
Tropp (2006), there is substantial evidence for the underlying idea that contact 
leads to reduction in prejudice. Moreover, several studies have shown that larger 
out-groups, because of the increased probability of contact, lead to reductions in 
prejudice (see Denrell, 2005, for a review).

The explanation offered by adaptive sampling is clearly distinct from other per-
spectives. Rather than emphasizing flawed perception or preconceived notions, 
it stresses how access to information can give rise to negative stereotypes about 
out-groups. From a normative point of view this shift in perspective is important. 
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It demonstrates why debiasing individuals may not be enough. Rather, more even 
access to information, perhaps through more even access to formal and informal 
contacts, may be essential to the elimination of biased stereotypes.

Evidence from a recent natural experiment on the effect of additional interac-
tions on racial attitudes is consistent with this suggestion. Shook and Fazio (2008) 
analyzed the evolution of automatically activated racial attitudes toward African 
Americans of White freshmen that were randomly assigned an African American 
roommate or a White roommate. The racial attitudes of those with an African 
American roommate became more positive after one quarter but the racial atti-
tudes of those with a White roommate did not change. Although several interpreta-
tions are possible, this study suggests that additional exposure can help correct the 
negativity bias against out-group members.

A recent model by DiDonato, Ullrich, and Krueger (2011) also explains dif-
ferences of perception between the in-group and the out-group by invoking dif-
ferences in knowledge about the two groups. The mechanism they propose is 
different but also emphasizes differences in information access. DiDonato and 
colleagues suggests that people project their self to the in-group but not to the out-
group. Because most people have a positive self-image, impressions of the in-group 
will be more favorable than impressions of the out-group. Adaptive sampling could 
complement this model by suggesting another mechanism for why people will end 
up with more favorable self-images.

Social Influence

Why do proximate others tend to develop similar attitudes? Previous explanations 
of such social influence have focused on why an individual would be motivated to 
agree with the opinions or beliefs of others (for example, Cialdini & Goldstein, 
2004; Wood, 2000).

In Denrell and Le Mens (2007), we have shown that motivated reasoning and 
imperfect information processing are not necessary to explain social influence. 
Rather, a social influence effect can also emerge because of adaptive sampling. 
Our explanation focuses on how an individual, A, can indirectly influence the atti-
tude of another individual, B, by affecting the activities that B samples and gets 
exposed to. Surprisingly, this effect emerges even if the outcomes experienced by 
B, when sampling an activity, are independent of A’s experiences.

To explain how this mechanism works, consider two friends, A and B. Suppose 
that A likes a restaurant, whereas B does not. Usually, B would then avoid the res-
taurant. However, if B and A are friends, B may sometimes join A at the restaurant 
if B cares more about her friendship with A than about the food. By sampling the 
restaurant again, B gets new information, which might change her attitude from 
negative to positive, that is, closer to A’s attitude. This would not have happened, 
however, if A also had a negative impression. In that case, they would have both 
avoided the restaurant.

As this example shows, influence over sampling can indirectly lead to influ-
ence over attitudes. B did not change her negative attitude to the restaurant sim-
ply because A had a positive attitude. Thus, A had no direct influence over B’s 
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attitude. But A had an indirect influence over B’s attitude by changing B’s sampling 
behavior. More generally, this social influence through interdependent sampling 
provides a novel mechanism for why public conformity in behavior might lead to 
private acceptance.

Denrell and Le Mens (2007) showed that this mechanism provides a simple 
account of existing findings in the literature. For example, it explains why beliefs 
tend to be influenced more in the direction of those of powerful people than in the 
direction of people with less power. The explanation, according to our mechanism, 
is that powerful people have more influence over what activities others get exposed 
to. And, in turn, they have more influence on their attitudes.

The explanation of social influence through interdependent sampling leads to 
novel empirical predictions. In particular, it implies an asymmetry in social influ-
ence. Consider, again, two individuals, A and B. The model of interdependent 
 sampling implies that A’s attitude is more influential if B’s attitude is negative than 
if B’s attitude is positive. The reason is that if B’s attitude is negative, B is likely to 
avoid sampling and might only sample if A has a positive attitude. If B instead has 
a positive attitude, B might sample anyway, whether A’s attitude is positive or not. 
We found that this asymmetric pattern of social influence is present in Newcomb’s 
(1961) longitudinal data on students’ attitudes toward each other.

Preference for Popular Alternatives

The systematic positive effect of additional information on impression formation 
also has interesting population-level implications. It suggests that there will be a 
sample bias that favors established and popular alternatives over novel and poten-
tially superior alternatives.

The general idea is that the social environment tends to provide additional 
information about popular alternatives, even if the decision maker does not per-
sonally choose them. For example, popular restaurants get reviewed, and thus one 
can learn about those even if one does not attend them. But information about 
new or unpopular venues is harder to access, and one often has to go there to learn 
about the venue. If the decision maker avoids a popular restaurant following poor 
experiences, she might still learn about it by reading reviews and learn that it is not 
that bad. This might not happen for the unpopular restaurant. This asymmetry in 
terms of access to information can help explain why more popular alternatives are 
often more positively evaluated.

Popularity can also influence impression formation in a different way, through 
its effect on sampling. In some cases, people might feel compelled to try out popu-
lar alternatives, even if they do not believe they are of high quality. As a result of 
this additional incentive to sample, people may get more positive evaluations of the 
quality of popular alternatives.

One reason why people might want to sample popular alternatives, even 
if they do not believe that their quality is the highest, is that the payoff from 
adopting an alternative may increase with the number of others adopting the 
same  alternative. For example, in evaluating an operating system for a personal 
computer people may care about both its reliability (i.e., quality) and the number 
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of others who have chosen the same operating system. Ideally, they would like 
to choose an operating system with the highest quality, but such an operat-
ing system might be less useful if few others have adopted it because sharing 
programs with others is also important. Alternatively, people may decide to go 
along with the majority and select the most popular alternative to avoid being 
seen as deviant (Cialdini & Goldstein, 2004; Granovetter, 1978) or because of 
adverse reputation effects to receiving a poor outcome with an unusual alterna-
tive (Keynes, 1936).

Denrell and Le Mens (2011b) show that in the presence of such external influ-
ences on sampling, quality assessments of the alternatives will also be biased 
toward the popular alternative when people do not know the qualities of the alter-
natives but can only learn about them from their own experiences. When there 
are only two alternatives, most people will come to believe that the most popular 
alternative is also of superior quality, even when it is not.

The reason is that here popularity affects opportunities for error corrections: 
If an agent mistakenly believes that the most popular alternative is the worst, 
she is likely to discover her mistake. But if she mistakenly believes that the least 
popular alternative is the worst, she is unlikely to discover her mistake. To see 
why, suppose that Alternative 1 is the best. In addition, suppose that, by chance, 
most people have come to select Alternative 2. If an agent incorrectly believes that 
Alternative 1 is the worst, she is likely to avoid it, because it is also unpopular. As a 
result, her negative estimate of the quality of Alternative 1 remains unchallenged 
and therefore persists. Now, suppose that Alternative 1, rather than Alternative 2, 
is the most popular. If the agent incorrectly believes that Alternative 1 is the worst, 
she might still want to select it again to gain the benefit of coordination. Because 
she obtains some additional information about the quality of Alternative 1 when 
selecting it again, she might discover that it is not that bad, and even superior to 
Alternative 2. This asymmetry in error corrections leads to an overall tendency to 
underestimate the quality of unpopular alternatives.

Illusory Correlations

Adaptive sampling also suggests a novel explanation for the emergence of illusory 
correlations in person perception (Denrell & Le Mens, 2011a). In standard stud-
ies on illusory correlations, experimental participants observe a set of items each 
characterized by a pair of attribute values (X, Y). Existing theories explain illu-
sory correlation by proposing that some observations receive more weight in the 
computation of the correlation than others (for example, Allan, 1993; Hamilton 
& Gifford, 1976). This assumption of differential weighing is not necessary to our 
explanation based on adaptive sampling.

To see how adaptive sampling can explain illusory correlations, consider the 
following example. Suppose you learn about two traits of individuals you meet at a 
swing dance venue. Suppose you learn, from experience, about whether the people 
you meet are good dancers and agreeable individuals.

Suppose that dancing skills and agreeableness are uncorrelated in the popula-
tion. That is, an individual who is a good dancer is not more or less likely to be 
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more agreeable than an individual who is not a good dancer. If you want to interact 
with people that are good on at least one of the two dimensions (i.e., good dancer 
and/or agreeable) you will end up perceiving the two attributes to be positively 
correlated.

The key to the emergence of this illusory correlation is that you may stop inter-
acting with somebody depending on your assessment of her dancing skills and 
agreeableness. Suppose you believe a given individual, i, to be a poor dancer. If you 
find i disagreeable, you are unlikely to interact with her again, and thus your belief 
about her poor dancing skill will tend to persist even if she is in fact a good dancer. 
If, on the contrary, you believe i to be agreeable, you are likely to dance with her 
again. Doing so, you might discover that she is in fact a skilled dancer. Overall, this 
sequential process of belief formation and information sampling implies that the 
distribution of estimates will diverge from the distribution of attributes in the pop-
ulation of swing dancers. Because combinations of estimates that lead to avoidance 
(low-perceived dancing skills, low-perceived agreeableness) will be more stable 
than combinations of estimates that lead to further sampling (e.g., low-perceived 
dancing skills, high-perceived agreeableness), combinations of estimates that lead 
to avoidance will be overrepresented.

In this example, we assumed that you wanted to interact with others that were 
good on at least one of the two dimensions. Suppose that, instead, you only want 
to interact with those you perceive to be good dancers and agreeable. In this case, 
adaptive sampling will lead you to believe that the two attributes are negatively 
correlated in the population. The reason is that the only combinations of estimates 
that lead to further sampling are those with high values on both dancing skills 
and agreeableness. Because estimates that lead to further sampling are less stable 
than estimates that lead to avoidance, combinations consisting of high perceived 
 dancing skills and high perceived agreeableness will be underrepresented in the 
distribution of final estimates relative to other types of combinations. It follows 
that unbalanced combinations (corresponding to a high value on one dimension 
and a low value of the other dimension) will tend to be overrepresented in the 
distribution of estimates relative to balanced combinations (both high values or 
both low values). Such an asymmetry corresponds to a negative correlation (Allan, 
1993). More generally, the sign of the illusory correlation depends on how the 
decision maker combines estimates in making her sampling decisions (for further 
explanation and boundary conditions, see Denrell & Le Mens, 2011b).

This mechanism provides an alternative account of phenomena such as the 
halo effect in person perception or the documented tendency for people to like 
proximate others better than distant others. Again, these phenomena are shown to 
emerge from adaptive sampling—the key to the aforementioned results is how the 
attributes of others are sampled and when you stop sampling those.

concluSIon: the ratIonalIty 
of bIaSed JudgmentS

Our argument so far has been that decision makers who follow well-known learning 
processes will end up making seemingly biased judgments because of the  sample 
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bias generated by adaptive sequential sampling. Would not a rational person, who 
understands the effect of sample bias, be able to correct for it and thus avoid the 
aforementioned judgment biases?

Interestingly, the answer is no. It can be demonstrated that several of the 
judgment biases continue to hold even if it is assumed that the decision maker is 
 rational, follows Bayes’s rule in updating beliefs, and is aware of the sample bias in 
the available data (Denrell, 2007; Le Mens & Denrell, 2011).

Consider first the basic negativity bias: Most decision makers end up under-
estimating the uncertain alternative. One might suspect that this result emerges 
only when decision makers do not follow Bayes’s rule in updating their estimates 
of the value of the uncertain alternative. As Denrell (2007) showed, however, the 
basic result continues to hold even if decision makers are rational and follow the 
optimal (expected payoff-maximizing) learning strategy. That is, decision makers 
follow Bayes’s rule, they have an accurate prior, and they are able to compute the 
optimal amount of experimentation. Even under these conditions most decision 
makers will end up underestimating the uncertain alternative.

This conclusion sounds paradoxical: How can rational decision makers have 
a tendency to underestimate the value of the uncertain alternative? The key to 
resolving this paradox is first to realize that when outcomes matter, rational deci-
sion makers will not prioritize accuracy at the cost of obtaining poor outcomes. In 
particular, if they have tried the uncertain alternative several times and payoffs 
have been negative, it is optimal to avoid that alternative and choose the known 
alternative instead. By doing so they will stop getting further information about 
the uncertain alternative and will not be able to correct errors of underestimation. 
As a result, errors of underestimation will be more likely than errors of overestima-
tion as in the case when heuristic choice rules are used (like in our simulations). 
Nevertheless, when decision makers are rational, estimates are correct on average 
(the expected estimates of the alternatives, across decision makers, are unbiased). 
Thus, even if a rational decision maker is aware that she is more likely to underes-
timate than overestimate the value of the uncertain alternative, she would have no 
incentive to change her estimate. There is nothing paradoxical about this; it simply 
reflects the fact that the distribution of estimates is unbiased as well as skewed 
(with most estimates being negative).

Consider, next, the effect of information access on beliefs and preferences. 
Le Mens and Denrell (2011) show that this effect also continues to hold even if 
decision makers are rational in the sense that they update their beliefs following 
Bayes’s rule, they are aware of the possible sample bias, and they follow an optimal 
policy of experimentation (an optimal learning policy). Thus, even if decision mak-
ers were rational they would end up being more likely to believe that an alternative 
for which information is more accessible is superior.

These results illustrate how adaptive sampling and constraints on information 
access can, without the further assumption of biased information processing, lead 
to biased judgments. In line with recent work on rational analysis, this suggests 
that what appears to be irrational behavior could possibly be a rational solution to 
a problem different from the one that the researcher had in mind (J. Anderson, 
1990; Dawes & Mulford, 1996; Klayman & Ha, 1987; Oaksford & Chater, 1994). 
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In making this suggestion we are by no means claiming that cognitive biases 
are unimportant; there is conclusive evidence that they have substantial effects. 
Rather, our approach suggests alternative, complementary explanations that may 
be important in settings where information has to be sequentially sampled and 
people care about outcomes as well as accuracy. Our approach also has important 
normative implications. For example, to eliminate the in-group bias, it may not 
be enough to de-bias how people process social information. Rather, information 
about out-group members needs to be provided.

noteS
 1. It is the foundational principle of reinforcement learning algorithms (Sutton & Barto, 

1998). See also the law of effect (Thorndike, 1911).
 2. To be sure, such approach-avoidance strategies are adaptive only to the extent that 

past experiences are valid predictors for the qualities of future experiences, that is, to 
the extent that the environment is relatively stable.

 3. The exact value of b does not qualitatively affect the results we discuss in this chapter, 
provided that b is higher than 0 and lower than 1. The value of b, however, affects the 
size of the effects and how quickly they unfold over time.
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10
More Than an Artifact

Regression as a Theoretical Construct
KLAUS FIEDLER AND JOACHIM I. KRUEGER

Regression to the mean is like the weather: Everybody talks about it, but few 
of us do anything about it. However, it is unlike the weather, because most of 
us fail to recognize it, even when it hits us in the nose.

Lewis R. Goldberg (1991, p. 181)

IntroductIon

O ne scientist’s research finding is often another’s artifact. Upon reflec-
tion, a presumed artifact can turn out to be of great scientific value. We 
explore this possibility with regard to phenomena of statistical regres-

sion. Regression effects pervade social science and especially the psychology of 
judgment and decision making. Yet, the typical response is to see these effects as 
threats to a study’s internal validity (Campbell & Kenny, 1999) or to ignore them 
altogether. In contrast, we will show that regression can be a powerful explanatory 
construct with important theoretical implications.

Regression and the Phenomenology of Unusual Outcomes

Scientific discoveries Consider the common and rather distressing finding 
that empirical effects tend to weaken with replication (Jennions & Møller, 2002). 
When initial discoveries fail to replicate with their original strength, it is tempting 
to search for causal explanations, such as differences in the study design, the loca-
tion of study, or the type of participant sample. Such a precommitment to a causal 
perspective hinders a proper appreciation of the statistical law of regression.
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Every empirical finding is characterized by a nonzero effect size and imperfect 
measurement reliability. Assuming a retest reliability of r = .67, for example, the 
retest scores x′ will be regressive by one third (1 – r = .33) relative to the original 
scores x. An individual i whose initial z-standardized score is z(xi) = 3, that is, whose 
score lies three standard deviations above the mean, will probably have a retest 
score of z(x′i) = 2. Likewise, at the study level, an initial mean difference between 
two study groups of, say, d′= zExperts – zLaypeople = 1.00 will shrink by the same scaling 
factor to d″ = .67. Although replication studies may sometimes yield stronger results 
than the original studies because of improvements in the precision of measurement, 
such an outcome is unlikely. The original findings most likely to stimulate replication 
studies are those that have large effect sizes. This is so because large effects are most 
likely to be published, as a premise for replication (Fiedler, 2011). Yet, the effect 
sizes of the replications tend to be smaller than the original effects, reflecting both 
the regressive shrinkage of scores at the individual level and the regressive decline 
of typically inflated (rather than underestimated) initial effects at the study level.

bidirectional regression Why does unreliability not lead as often to 
increased effect sizes? This question reflects a basic psychological barrier to under-
standing the regression principle. Even Galton (1886) first misunderstood his data 
on heredity (Stigler, 1999). Galton found that very tall fathers are taller and that 
very short fathers are shorter than their sons. This pattern looked as though the 
height of men becomes more uniform over generations. But Galton also noticed 
that very tall sons are taller and that very short sons are shorter than their fathers. 
Now it seemed as though the height of men becomes less uniform. Both trends 
cannot be true. The logic of regression explains that it is only the variation of the 
prediction estimates that shrinks, whereas the predictor levels are fixed at their 
original values. Given two random variables X and Y with equal variance and a less 
than perfect intercorrelation (|rXY| < 1), the variance of estimates of X shrinks when 
plotted against fixed levels of Y, but the variance of estimates of Y also shrinks 
when plotted against fixed levels of X (Furby, 1973).

Now suppose all studies were published and followed up with attempts to rep-
licate. Replications would yield less extreme results when plotted against original 
results. Yet, the original results would appear less extreme if plotted against rep-
lications. The regression law does not imply a real difference between originals 
and replications. Replications only appear to yield smaller effects because they are 
typically plotted against (i.e., conditionalized on) the original results. Analogous to 
the Galton story, one might produce the opposite phenomenon in reverse analyses. 
Plotting Y against X means to take observed X values for granted, despite the error 
with which X is measured. Given that |rXY| < 1, any value on the X axis belongs to 
a true value that is less extreme. Consequently, the Y estimates that correspond to 
fixed levels of X must be less extreme. This does not reflect any essential difference 
in the variability of X and Y but merely the fact that X is fixed and only Y is allowed 
to shrink with decreasing rXY.

everyday Success and failure The regression-replication trap has paral-
lels in everyday judgment and decision making. When a political party or candidate 
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wins an election by a landslide, the rational voter expects a more modest outcome 
the next time around. Landslides are by definition extreme and unusual. Politicians, 
pundits, and casual observers who are blind to regression will rush to explain both 
the landslide and the close election following it in causal terms. If they appreciated 
regression, they would estimate the degree to which election outcomes lack perfect 
reliability (e.g., by considering the historical record), make a regressive forecast for 
the next election, and then compare the observed result with the predicted one.

Similar scenarios arise in business, sports, and popular culture. Often, people 
are hired, promoted, or married at a time when they are at their personal, but unre-
liable, best. The regression fallacy is to think that this stellar moment reflects a new 
high plateau (“He/she will never change!”) or worse yet, the first step in a journey 
to ever-improving excellence. Such hopes may be fulfilled in a few cases, but these 
are hard to identify before the fact. The typical scenario is that of regression. The 
moment of promotion, winning a contest, marriage, and so on, is one in which per-
formance or fortune (i.e., the “evidence”) surpasses a high threshold. It is difficult 
to see that this evidence is but a sample drawn from a latent population. It is the 
central tendency and the variability of that latent population that characterize the 
person, not the extraordinary sample retained because it passed the threshold.

Insensitivity to regression and the need to explain random variation breeds 
disappointment, damages careers, and breaks families. Take the plight of well-
intentioned, but regression-blind, educators (Stelzl, 1982). Novice teachers often 
assume that students’ academic achievement and social behavior responds to posi-
tive reinforcement, and that punishment of failure and misbehavior is ineffectual 
and undesirable. Failing to take stochastic factors into account, educators who 
most enthusiastically reward the highest student achievement and the most posi-
tive conduct will notice that subsequent performance and conduct are often less 
outstanding. They may then falsely conclude that praise damages performance. If 
teachers then resort to punishing poor performance and behavior, they will notice 
improvements. Over time, regression blindness turns optimistic reinforcers into 
cynical punishers. This deplorable sequence of events would not occur if teachers 
could estimate, however crudely, the random element in student behavior, adjust 
for it, and evaluate the effectiveness of their feedback by comparing student behav-
ior with informed predictions that take regression into account.

how much regression? We have emphasized the need to draw rational 
inferences by comparing observations with predictions informed by the regression 
logic, not with selective or haphazard past observations. The direction and amount 
of change that can be expected from regression can be quantified precisely, assum-
ing a standard normal distribution. Let Y = (X – µ) be the deviation of an observed 
value X from the population mean µ. The given deviation score of Y will regress 
to Y* = Y × r, whereby r is the reliability of measurement. The strength of the 
regression shift Y* – Y is –Y × (1 – r). Regression is an inverse joint function of the 
extremity of an original, error-prone measurement, multiplied by its unreliability 
(1 – r). It is negative when original measures are above the mean (i.e., when Y > 0) 
and positive when original measures are below the mean. It increases linearly with 
both extremity (| Y |) and unreliability (1 – r).
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These implications are relevant for the theoretical analysis of many putative 
illusions and biases in judgment and decision-making. Even when the parametric 
regression model is not applicable because the assumption of a metric normal dis-
tribution is not met, or because prior knowledge or extraneous influences cause 
regression to move to some other value than the arithmetic mean, the qualita-
tive and ordinal implications remain: Regression counteracts the apparent trend 
observed in any (error-prone) deviation measure, and its effect strength increases 
with extremity and unreliability.

regreSSIon aS a key concePt In 
PSychologIcal exPlanatIonS

As noted earlier, regression effects are often dismissed as artifacts. Psychologists 
and other scientists have been slow to reflect on the theoretical potential of regres-
sion (cf. Rulon, 1941). One reason for this neglect may lie in implicit philosophical 
assumptions about what qualifies as an adequate explanation of human judgment 
and behavior. Most social and personality psychologists seek to explain behavior in 
terms of internal (intrapsychic) factors such as intentions, needs, or traits, or exter-
nal factors such as salient stimuli, social influence, or social roles and norms (Ross 
& Nisbett, 1991). They rarely consider unsystematic error as a source of systematic 
effects. By contrast, we argue that acceptance of regression as an explanatory con-
struct can enrich psychological theories.

We elaborate this idea in the context of prominent research findings, devot-
ing four subsections to different ways in which unsystematic regression error can 
generate systematic biases. These four variants of theoretical regression effects, 
which lie at the heart of different classes of theoretical explanations, are regression 
in longitudinal assessment, regression in conditional reasoning, differential regres-
sion, and regression approaches to subadditivity.

Regression in Longitudinal Assessment

timing of Interventions Regression effects pervade longitudinal research 
in developmental psychology, education, and quality control studies for interven-
tion programs (E. Thorndike, 1924). Intervention studies in business, education, 
or in the field of public health (e.g., rewards, punishments, therapy, compensatory 
training, etc.) rarely use designs with random assignment. Their timing depends on 
abnormal or extreme states or events. The abnormal moments, which elicit inter-
ventions (or more generally, actions and reactions), entail regression, and hence 
any apparent impact of an intervention is ambiguous. The evident success of an 
intervention may in part or fully be the result of regression.

Eysenck (1965) made this point in his early critique of research on the effi-
cacy of psychotherapy. Even when most patients improve with time, there is no 
reason for celebration if a similar rate of improvement may be observed as spon-
taneous remissions in a nonintervention control group. Although psychotherapy 
research has become more refined since Eysenck’s days (Weisz, McCarty, & Valeri, 
2006), such control conditions remain rare. Campbell (1996) observed that therapy 
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is typically introduced or changed at a point of crisis or abnormal peak in the 
patients’ symptoms. If the history of the symptoms prior to intervention is ignored, 
it is impossible to distinguish the causal impact of the intervention (dashed trend 
in Figure 10.1) from a regressive return to the old long-term baseline (gray line 
leading back to the solid curve).

misattribution and Superstition Practical intelligence involves the abil-
ity to cope with “statistical deceptions.” Campbell (1996) considered the case 
of “Compound Q,” which was promoted as a drug to manage AIDS. Although 
the necessary data were available, researchers did not analyze an extended time 
series to determine whether the success of the intervention was due to a genuine 
improvement over the existing trend or merely to a return to the normal trend from 
an abnormal crisis that motivated the intervention. Campbell cautioned that blind-
ness to regression can be motivated. Agents who are accountable for expensive 
interventions or new medical developments have little interest in designing studies 
sensitive enough to test alternative explanations.

Much like scientists’ misinterpretations of intervention effects may reflect both 
the regression trap and vested interests, everyday attribution errors are also subject 
to both influences. Voters have to judge whether a government’s policies have been 
successful. They must distinguish between illusory failure due to regression (when 
a government started at a time of abnormal prosperity that would regress statisti-
cally to a more modest level) and genuine failure (a reduction in welfare beyond 
regression). Facing this ambiguity, voters’ attributions typically stay consistent with 
their preferred political standpoint.

Time

Continuation
of general

trend?

Beginning of
new trend?Crisis  

Intervention Elicited by Crisis at t0 
t1t0

Genuine change of a
new trend or recovery

to old trend?  

Well-being

figure 10.1 Regression provides an alternative account of improvement after an inter-
vention elicited by an unusually low measurement point, or crisis at t0. The increase between 
t0 and t1 need not reflect the causal impact of the intervention intended to counteract a new 
downward trend (dashed line). It may simply reflect a normal return to the original trend 
(solid line), which may be causally independent of the intervention.
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People often try to control (and improve) the outcomes in their lives. Some 
behavior, such as intercessional prayer or taking substances without demon-
strated medicinal value, is futile considering the best evidence; yet regression 
(from a crisis that causes the behavior) makes it look effective, and the person 
choosing these interventions is vulnerable to an illusion of control (Langer, 1975). 
The sequence of poor condition, intention to act, taking action, and experienc-
ing improvement, makes it virtually irresistible to see oneself as the author of 
improvement.

People are not blind to variations in the control they have over their outcomes 
(Thompson, Armstrong, & Thomas, 1998). With the correlation between true and 
perceived control less than perfect, regression guarantees that the overestimation 
of control will be at a maximum when actual control is minimal. The only way to 
err is to overestimate control. Conversely, if a study was designed in which actual 
control was perfect, the only way to err would be to underestimate control.

These examples illustrate the manifold ways in which regression effects can 
account for illusory or superstitious attributions. A final illustration for the coun-
terintuitive nature of regression can be found in the stock market, which is essen-
tially regressive. By analyzing the values of a set of different shares over 15 years, 
Hubert (1999) showed that investors would have been better off always buying 
the shares with the lowest annual average profit than buying always the shares 
with the highest annual profit. Accordingly, successful investment means to antici-
pate reversals in trends, buying just before an upturn and selling just before a 
downturn.1 Because, however, stock prices are not sampled from a population with 
stable parameters, the estimation of regression to a moving mean becomes an intri-
cate problem.

moral and Political reasoning Blindness to regression lies at the heart of 
many moral, ethical, and social-political judgments. Consider again a prominent 
research example. To study the effectiveness of educational or economical pro-
grams intended to compensate for existing inequalities in social-economic status or 
between gender groups, researchers often compare matched groups with “equiva-
lent” test scores, one from an advantaged group and one from a disadvantaged 
group (McNemar, 1940; R. Thorndike, 1942).

If posttraining performance is lower in the disadvantaged group (e.g., immi-
grant, minorities, working class people), this is often attributed to the ineffective-
ness of the program, or the “genetic” inferiority of the disadvantaged group. Such 
inferences can be groundless because regression plays a subtle yet powerful role. 
Note that the two groups are matched only at the sample level. Matching samples 
from two different populations means that the sample of the advantaged group is 
likely to underestimate the real performance, whereas the sample drawn from the 
disadvantaged group is likely to overestimate the real performance. Independent 
of any causal influence of the training program, a shift toward their respective 
population means can be expected. This shift needs to be statistically controlled 
before social interventions can be evaluated. Careful analysis might show that a 
program has worked, although the apparent sample difference appears to refute 
this claim.
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Regression in Conditional Reasoning

The defining characteristic of regression is the lack of a perfect correlation 
(Campbell & Kenny, 1999). Temporal instability is but one source of regression 
effects. In concurrent measurement, the lack of a perfect correlation can signal a 
lack of reliability, validity, or accuracy. The psychology of judgment and decision 
making is replete with findings computed as differences between observed and 
predicted values. These differences are typically chalked up to the “limited capac-
ity” of the human mind to make rational decisions. Upon reflection, however, many 
of these differences can be understood as a regressive transformation of random 
variation into systematic discrepancies, or “effects.”

overconfidence In a typical study, participants receive a list of knowledge 
questions (e.g., Which river is longer, the Mississippi or the Nile?). For each, they 
select an answer and indicate their degree of confidence. Judgments are considered 
well calibrated if the degree of confidence matches the probability of being correct. 
Overconfidence means that people overestimate the probability of being correct.

Of course, subjective confidence levels vary. Likewise, there is variation in item 
difficulty. By definition, questions that few (many) people answer correctly are dif-
ficult and questions that many people answer correctly are easy. Confidence and 
accuracy are positively correlated as people have some insight into the quality of their 
judgments. Yet, when accuracy is plotted against confidence, very high confidence 
is usually too high, and very low confidence is usually too low (see Figure 10.2). 
Therefore, subjectively easy items (with high or extremely high confidence) entail 
overconfidence, whereas subjectively difficult tasks (with low and extremely low 
confidence) entail underconfidence (Juslin, Winman, & Olsson, 2000).

Studying overconfidence requires a decision as to which criterion will be 
regressed on what predictor. When regression is done both ways, the same data 
can show both overconfidence and underconfidence (Dawes & Mulford, 1996; 
Erev, Wallsten, & Budescu, 1994; Soll, 1996). Consider easy tasks producing high 
confidence ratings. When the accuracy on these tasks is plotted against confidence, 
the accuracy corresponding to the highest confidence levels will be less extreme, 
thus exhibiting overconfidence. When, however, confidence is plotted against 
accuracy, the confidence for the easiest or most accurate items will be less extreme, 
thus showing underconfidence. Conversely, the most difficult items with the low-
est accuracy will produce overconfidence when confidence is plotted against given 
accuracy levels. The same items produce underconfidence when the accuracy cor-
responding to extremely low confidence ratings is actually less extremely low.

optimistic bias Research on self-enhancement, or the so-called illusion of 
invulnerability, parallels some of the issues illustrated with confidence research 
(Alicke & Sedikides, 2009). In this paradigm, self-judgments are typically plotted 
against objective measures, and it is noted that most self-assessments are more 
favorable than actual performance. Like the hard–easy effect in overconfidence, 
this effect is most pronounced for low performers. In contrast, high performers 
underestimate themselves, though less extremely so (Krueger & Mueller, 2002). To 
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account for this regressive pattern, there is no need to attribute different mental 
capacities or motives to high versus low performers, as Kruger and Dunning (1999) 
did. The logic of regression alone predicts these opposite judgment biases for high 
and low performers (Krueger & Wright, 2011). The same logic also predicts that 
the optimistic bias of low performers can be turned into apparent pessimism if the 
data are analyzed the other way around. On tasks with extremely low self-attributed 
percentile values, the actual percentile can be expected to be relatively higher.

A mean-level optimism effect can also be explained with the assumption that 
judgments under uncertainty do not regress to the midpoint of the response scale 
but to some optimistic default value above the midpoint of the scale. Although such 
a response tendency might be called an optimistic bias, it need not be explained 
in terms of self-serving motives. The same optimism is extended to friends (Epley 
& Whitchurch, 2008; Krueger, 1998) or other members of the social group (Klar 
& Giladi, 1997).

Differential Regression as a Source of Biased Comparisons

We have reviewed judgmental biases that reflect a failure to take the conditional 
nature of regression into account. Depending on whether we observe Y conditional 
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figure 10.2 The bidirectional nature of regression creates overconfidence and under-
confidence in the same data. When objective accuracy is plotted against given values of 
subjective confidence, overconfidence is apparent in the fact that the objective analogues of 
high subjective values are clearly lower (see data points O.9 and O.7). In contrast, undercon-
fidence is apparent when subjective confidence estimates are plotted against given objec-
tive accuracies. The subjective analogue of high accuracy (see U.9) is clearly lower.
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on X or X conditional on Y, regression will render Y or X, respectively, less variable 
and less extreme. According to what might be called Goldberg’s Rule, “The vari-
ance of our predictions should never be larger than that of the criterion we seek 
to predict. (Never, not just hardly ever)” (Goldberg, 1991, p. 181). Considering the 
correlation in only one direction may lead to premature conclusions about cogni-
tive or motivational biases.

We now turn to phenomena that arise when two or more sets of judgments 
are regressive to different degrees. The result is that equivalent targets are judged 
differently, which is traditionally attributed to perceiver’s biases in attention or 
motivation. Differential regression offers a more parsimonious account. The cen-
tral idea is that judgments are less extreme for those targets for which the available 
observations are less reliable. As reliability increases with the size of the sample, 
one may expect that judgments based on many observations will be more extreme 
than judgments based on few observations.

Imagine a person playing the role of a classroom teacher (Fiedler, Freytag, & 
Unkelbach, 2007; Fiedler, Walther, Freytag, & Plessner, 2002). Sixteen simulated 
boys and girls are presented on the computer screen. Across several sessions, the 
teacher is giving lessons on different subjects. For each lesson, there is a list of ques-
tions on a pull-down menu. On every trial, the teacher selects a question for the 
class. Some students raise their hands, the teacher calls on one, and the answer is 
either right or wrong. The individual students differ in their percentage of correct 
responses (the ability parameter) and their percentage of raising their hand (the 
motivation parameter). Teachers are asked to assess performance over many trials 
and to grade all students on both ability and motivation at the end of each lesson.

Figure 10.3 shows the average estimates of student ability as a function of their 
actual ability parameter (20% versus 50% versus 80%) and successive lessons (from 
1st to 4th). Before the first lesson, in the absence of any observations, a reason-
able teacher assigns the same intermediate scores to all students. This state of 
indeterminacy reflects maximal regression, as indicated by the dashed horizontal 
regression line. After the first session, the learning of student-specific performance 
remains incomplete, but the slope is already visible. Nevertheless, real parameters 
of 20% and 80% regress to middling estimates of roughly 46% and 55%, respec-
tively. As the assessment process becomes more complete, the degree of regression 
declines, reflecting the increasing extraction of judgment-relevant data. Yet, even 
after many lessons regression is not eliminated. Teachers’ judgments never cor-
relate perfectly with student parameters, due to uncontrollable sources of unreli-
ability such as forgetting, attention loss, or fatigue.

Now consider two students that differ in the degree of regression because they 
are afforded unequal opportunities to learn about their performance. Students 
with the same high ability parameter (80%) could differ in how often they raise 
their hand. Assuming unbiased teacher attention, this results in a larger sample 
of observations or “learning trials” for the more motivated student. However, as 
the amount of learning determines reliability and regression, this means that high 
ability will be more apparent for the more motivated student simply because of dif-
ferential regression. No motivational or cognitive anomalies need to be postulated 
to predict and explain this basic judgment bias.
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The results plotted in Figure 10.4 show that the same level of student ability led 
to more extreme judgments when the sample of observations was large rather than 
small. Small samples created a disadvantage for smart students, whose high ability 
was underestimated due to enhanced regression, whereas poor students profited 
from enhanced regression, which prevented teachers from fully recognizing their 
low ability (Fiedler et al., 2002).
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figure 10.3 Regressive underestimation of high-ability students (0.80) and overestima-
tion of low-ability students (0.20) in simulated classroom studies by Fiedler et al. (2002). 
The degree of regression decreases with learning experience, from session 1 to session 4.
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figure 10.4 Regressive underestimation of high-ability students (0.80) and overestima-
tion of low-ability students (0.20) in simulated classroom studies by Fiedler et al. (2002). 
Judgments based on small samples are more regressive than judgments based on large 
samples.
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confirmation bias and Positive testing Differential regression can also 
explain findings traditionally seen as instances of confirmation bias (Nickerson, 
1998; Snyder, 1984). In the simulated-classroom study, teachers were asked to 
test the hypothesis that boys are superior in math and physics, whereas girls are 
superior in language. As expected, these instructions triggered a positive-testing 
strategy (Klayman & Ha, 1987). Focusing on the students representing the focal 
hypothesis, most teachers gathered more science-related information from boys 
and more language-related information from girls. As a consequence, judgments 
of boys and girls were unequally regressive, leading to less positive evaluations of 
smart girls than equally smart boys in science, and to less positive evaluations of 
smart boys than equally smart girls in language. These differences in evaluation 
did not emerge among teachers who gathered samples of the same sizes. In other 
words, differences in evaluation depended on the regressiveness of available infor-
mation, not on biased information processing.

Confirmation biases are often attributed to the undesirable effects of stereo-
types. Hence, the case for the differential regression hypothesis is particularly 
strong if its signature pattern of results can be obtained even when it is pitted 
against the stereotype effect. Indeed, when teachers draw larger samples of girls in 
science and boys in language, the resulting differences in the evaluation of equally 
smart boys and girls run counter to the stereotype (Fiedler et al., 2002; Fiedler, 
Walther, & Nickel, 1999).2

comparing the Self to the group average Differential regression also 
casts a new light on optimistic biases. Given the general response bias toward high 
performance estimates and given that people know more about themselves than 
about others, it follows that judgments of the self are less regressive—and thus 
more positive—than judgments of others. The regression account correctly pre-
dicts a reduced better-than-average effect when the amount of information about 
others increases (Moore & Small, 2007). By the same logic, a worse-than-average 
effect can result due to greater self-knowledge, when people compare themselves 
to the average other with regard to negative attributes (Klar & Giladi, 1997).

Illusory devaluation of minorities The devaluation of minority groups is a 
robust social-psychological finding that has generated many explanations (Dovidio 
& Gaertner, 2010). In Hamilton and Gifford’s (1976) influential work on illusory 
correlations, participants receive behavior descriptions associated with members 
of two groups, denoted A and B. For Group A, the sample of behaviors is twice 
as large as for Group B. As positive behaviors are twice as frequent as negative 
behaviors in both groups, the correlation between group and valence is zero. 
Nevertheless, the prevalent positivity of behavior is more readily apparent for the 
majority than for the minority, as evident from frequency estimates, group impres-
sion ratings, and cued recall of behavior-group associations in countless experi-
ments (Fiedler, 2000; Mullen & Johnson, 1990).

Conventional explanations of illusory correlations focus on cognitive or moti-
vational biases, such as selective memory for the most infrequent combination (i.e., 
negative behavior by the minority), or a motive to give meaning and identity to 
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groups (McGarty, Haslam, Turner, & Oakes, 1993). However, differential regres-
sion is sufficient to produce the effect (Fiedler, 1991). Given more learning trials 
for the majority than the minority, it is no wonder that a generally high rate of 
positive behavior is more readily extracted for the former than the latter group 
(Fiedler, 1996; Klauer & Meiser, 2000).

Enhanced Regression Effects Through Subadditivity

A particularly intriguing class of biases in judgment and decision making arises 
when superordinate categories are split into subcategories or, conversely, when 
subcategories merge into superordinate categories. In this context, we encoun-
ter subadditivity. The overall subjective quantity s(A + B) that results from 
merging two subsets or subcategories A and B is smaller than the sum of the 
subjective component quantities s(A) + s(B). Subadditivity holds for both utili-
ties (Morewedge, Gilbert, Keyzar, Berkovits, & Wilson, 2007) and probabilities 
(Fiedler & Armbruster, 1994; Tversky & Koehler, 1994). Gaining two times $1000 
is worth more, subjectively, than gaining $2000. Tolerating an unpleasant physical 
examination for 10 minutes is less aversive than tolerating two 5-minute unpleasant 
examinations on separate days. The estimated risk or likelihood of dying from an 
accident is smaller than the summed estimate of the likelihood of dying in a traf-
fic accident or a sports accident or a household accident, or a work accident, or a 
disjunctive list of other accidents.

Subadditivity entails so-called unpacking effects (Rottenstreich & Tversky, 
1997; Tversky & Koehler, 1994) or category-split effects (Fiedler, 2002; Fiedler & 
Armbruster, 1994). The subjective likelihood or utility of a superordinate category 
(e.g., the number of Japanese cars on U.S. streets) can be increased by unpacking the 
category into two or more subcategories (e.g., number of Mazda, Toyota, Mitsubishi, 
Nissan, Honda, or Suzuki cars on U.S. streets). Conversely, packing several subcat-
egories into a superordinate category reduces the overall subjective quantity.

Subadditivity can be derived from the negatively accelerated shape of most 
psychophysical functions. Large quantities are disproportionally underestimated 
because the subjective analogues of objective quantities (such as lightness, loud-
ness, or monetary gains) do not increase linearly. The example in Figure 10.5 shows 
that adding a + b yields a high quantity on the abscissa, the relative underesti-
mation of which is much greater than for the two smaller component quantities 
together, as evident from the deviation between the subjective function and the 
dashed linear diagonal.

The Weber–Fechner law captures this psychophysical phenomenon. The dif-
ference threshold ∆x (i.e., the increment in the stimulus quantity required to notice 
an increment) increases linearly with the absolute level x of the quantity. With the 
ratio ∆x/x constant, an increasingly larger objective input is needed to produce an 
identical subjective output increment ∆x (i.e., a just noticeable difference).

A similar rule can explain why decelerating functions, implying subadditivity, are 
common in many other areas beyond psychophysics. In prospect theory (Kahneman 
& Tversky, 1979), the amount of objective gains (losses) needed to add a constant 
increment in subjective value increases with the absolute level of gains (losses). In 
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psychological statistics, too, the increment in sample size required to increase the 
resulting reliability by a constant factor increases with absolute sample size.3

As a rule, the dynamically changing discrepancies between subjective and 
objective quantities—in psychophysics, utility and subjective probability assess-
ment—entail regression effects, that is, overestimation (underestimation) of small 
(large) quantities that results from the splitting (merging) of stimulus categories. In 
a recent study by Fiedler, Unkelbach, and Freytag (2009), participants estimated 
the number of butterflies of different types they had seen in an extended stimu-
lus series. In one experiment, the objective presentation frequencies for butterfly 
types A, B, C, and D were 4, 10, 16, and 22, respectively. Frequency estimates 
were regressive because subjective and objective frequencies were not perfectly 
correlated. Replicating a standard result in memory for frequencies (cf. Fiedler, 
2002; Sedlmeier, 1999), participants overestimated the frequencies of small cat-
egories (A and B), and underestimated the frequencies of large categories (C and 
D). Over- or underestimation was stronger for extreme categories (A and D) than 
for moderate categories (B and C). When the other determinant of regression, 
unreliability, was manipulated with a secondary task causing cognitive load, the 
overall degree of regression increased. This increase was proportionally stronger 
for extreme than for moderate categories.

Given the general applicability of a regression model to the frequency-judg-
ment task, the question was what happens when some of the stimulus categories 
are unpacked into smaller subcategories. For example, when type-A butterflies 
are split into two subcategories, A1 and A2, marked by different colors, a small 
category frequency of 4 was decomposed into two extremely small subcategories 
with frequencies of 2 each. As the degree of regression increases with extremity, 
the twofold overestimation of both extremely small subcategories should result in 
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a larger summed estimate f(A1) + f(A2) than the pooled estimate of f(A1 + A2) in 
the nonsplit condition. Likewise, the estimated frequency of the large category D 
(with a frequency of 22), which is usually underestimated due to regression, can be 
split into two medium subcategories of size 11, which should show little regression 
(on a reference scale from 2 to 22). As a consequence, they should be no longer 
underestimated, so that the summed estimates of f(D1) + f(D2) should again be 
clearly higher than the pooled estimate of f(D1 + D2) in the nonsplit condition.

In general, the frequency illusions that resulted from the packing and unpack-
ing of stimulus frequencies were well predicted by the general rule of regression. 
As expected, large quantities (e.g., frequencies) were underestimated and low 
quantities (frequencies) were overestimated. These discrepancies increased with 
greater extremity or unreliability of the available information. When the extremity 
of small frequencies was enhanced or the extremity of large categories was reduced 
(by splitting a category into smaller subcategories), this increased the subjective 
frequency of the entire category. The strength of category-split effects increased 
when cognitive load reduced the reliability of frequency assessment.

Unkelbach and Fiedler (2011) showed that regression-based effects on fre-
quency judgments can carry over to evaluative judgments. The mere-exposure 
effect is the classic finding that liking for a target or stimulus increases with the 
frequency with which it has been encountered (Bornstein, 1989; zajonc, 1968). 
Replicating this effect, with types of butterflies, Unkelbach and Fiedler found that 
frequently presented types were rated as more attractive than infrequently pre-
sented butterflies. Critically, however, this exposure effect varied with subjective 
frequencies of presentation, which, in turn, were subject to differential regression. 
As expected, cognitive load produced greater regression and thus smaller effects 
of exposure on liking. Moreover, exposure effects became smaller when stimulus 
categories were split into small or very small subcategories.

concluSIon
Despite the reputation of regression as an artifact, a noisy variance component, and 
a source of uncontrolled error, we have considered regression as a fascinating and 
enlightening property of the empirical world. Although stochastic in origin, regres-
sion effects are bound by well-understood rules that can turn unsystematic error 
into systematic bias. Analyzing and understanding these lawful manifestations of 
regression leads to alternative explanations for a host of prominent phenomena in 
judgment and decision making. Once we theorize in terms of regression as a model 
with two clearly specified determinants, extremity and unreliability, we encounter 
novel predictions that cannot be derived from any other theoretical approach.

We have illustrated our core message with reference to four classes of judgment 
biases, reflecting four different ways in which regression turns into systematic vari-
ance. The first class of phenomena includes the most prominent examples of the 
“regression trap” in the methodological literature. These examples typically point 
to illusions in the researcher’s mind and they refer to misinterpretations of changes 
in longitudinal designs. When interventions are not initiated in a randomly deter-
mined moment but in a crisis or in an extraordinary moment, then any subsequent 
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improvement or return to that baseline does not justify the attribution of a separate 
cause (e.g., the intervention). Such changes across repeated measures may merely 
reflect the operation of regression to a general trend or overall mean.

The remaining three classes of phenomena are not included in classical treatises 
of regression artifacts. They rather reflect the systematic application of regression 
conceived as a theoretical model of judgment biases in several prominent para-
digms. Thus, the second class originates in a critical reanalysis of the data from 
conditional inference studies. Conditional inferences of one variable from given 
levels of another variable can be misleading because regression is bidirectional. 
Accuracy is a regressive function of confidence but confidence is also a regressive 
function of accuracy. The same judgments can be overconfident and underconfi-
dent, depending on whether accuracy is conditionalized on confidence, or confi-
dence on accuracy.

The third scenario is differential regression. Judgments and evaluations of 
two equivalent targets (e.g., two equally smart students; equally positive groups) 
will differ when the targets cannot be assessed with the same reliability, due to 
unequal sample size, motivation, or distance of observations. Fourth, when large 
target  categories are decomposed into smaller subcategories or, conversely, when 
small categories are merged into larger superordinate categories, the summation of 
several regression effects can produce strong and systematic biases. Subadditivity 
arises from the general rule that large quantities tend to be underestimated whereas 
small quantities tend to be overestimated.

Regression effects can account for many well-known judgmental biases that 
have been traditionally explained in terms of extraneous causes. The preferred 
causal explanations for such biases involve intrapsychic constructs, such as ste-
reotypes, wishful thinking, limited memory capacity, or heuristic as opposed to 
deliberative reasoning. Even though these factors may contribute to some of the 
biases some of the time, regression alone is a sufficient condition for all these 
phenomena to occur. For the claim that cognitive or motivational factors produce 
bias to be compelling, it must be demonstrated that the bias goes beyond what 
regression can explain. As such a research methodology has rarely been used, the 
canonical findings conflate to an unknown degree the impact of regression and 
other causal influences.

Why is there such resistance to regression as an explanatory construct? We sus-
pect that probabilistic thinking in general is counterintuitive and that this remains 
true for trained scientists (Goldberg, 1991; Rulon, 1941). Formal models of prob-
ability did not appear until late in the Renaissance (Gigerenzer, Swijtink, Porter, 
Daston, Beatty, & Krüger, 1989). Regression is counterintuitive because it is anti-
cyclical; it points in the direction opposite to what appear to be current trends.

In addition to these psychological barriers, theorists and researchers have 
incentives to explain behavior in causal terms. In experimental science, researchers 
take it as their mission to isolate unique causal relationships. The ability to detect 
causal relations is the stated distinction of the experimental method. To explain 
systematic biases (or other behavioral effects) with variation that is at its root ran-
dom must seem like a failure to the experimentalist. Hence, we may read and 
understand the regression critique of overconfidence, and yet continue to believe 
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that overconfidence comes from the enhancement of the ego. We may comprehend 
the lesson that the stock market behaves regressively, while continuing to invest 
in stocks that were recent winners. No one has refuted the claim—truism even—
that the devaluation of minorities in the illusory-correlation paradigm can reflect 
regression alone, but textbooks continue to broadcast the view that a memory bias 
toward rare (i.e., negative) behavior in rare people (i.e., minorities) is the necessary 
and sufficient source of this effect.

We believe that it is necessary to overcome the resistance to abstract and coun-
terintuitive constructs in theoretical reasoning. Abstract theoretical concepts like 
regression can expand knowledge and stimulate bold new hypotheses. These con-
cepts can also be translated into vivid and comprehensible theoretical metaphors. 
One such metaphor portrays regression as a sort of informational erosion. To the 
extent that the geological ground is weak and “unreliable,” and to the extent that 
the geological surface varies in extremity of altitude, erosion will be manifested in 
shrinking mountain tops and rising valley floors.

Another physical metaphor, related to the concept of potential energy, construes 
the multivariate empirical world as a bundle of intertwined rubber strings. Depending 
on the direction and strength of all kinds of varying extraneous forces that impinge 
on the world, the individual rubber strings (i.e., variables) are stretched to varying 
degrees (i.e., contaminated with error variance). As a consequence, the true length of 
the rubber strings will be overestimated to the extent that they are exaggerated at the 
time of measurement. The same rubber strings can be expected to shrink on the next 
occasion, when external forces are eliminated or operating in different directions.

Whatever metaphor of the regression law turns out to be most intelligible and 
appropriate as an explanatory construct, we believe it will eventually further our 
theoretical and empirical knowledge. It will not only explain familiar phenomena 
in human judgment but also help discover new phenomena that can be derived 
from mental simulations or computer simulations of the regression model proper. 
Last but not least, systematic analyses of the conditions under which regression 
is minimized can assist researchers in devising efficient debiasing strategies and 
remedies to irrational illusions in judgment and decision making.
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noteS
 1. Even when the standard regression model assuming a stable mean is not met in the 

stock market example, regression often accounts for the lion’s share of outcome vari-
ance (Hubert, 1999).

 2. Following a suggestion by Constantine Sedikides, these authors introduced the term 
autoverification effect.
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 3. The formula provided by Spearman (1910) and Brown (1910), R = nr / (1 – r + nr) 
shows the increase in the overall reliability of a test, R, as a function of n, the number 
of items or responses, and the average reliability of a single item r. This function is 
negatively accelerated. To achieve a constant increment in reliability, the increment 
in sample size has to be larger for large than for small n. This is so because increas-
ing n by a factor k > 1 increases the entire numerator but only one summand in the 
denominator by k.
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Simple Heuristics for Mate 

Choice Decisions
PETER M. TODD, SKYLER S. PLACE, 

and ROBERT I. BOWERS

M ate choices are among the most important social decisions we can make. 
Not only are we making decisions about other people, but our decisions 
are also informed and influenced by those particular individuals, and by 

still others that they and we interact with—our mate choices depend on our own 
experiences with others, and on the experiences that others have had and we can 
learn from. Thus, our mate choice decisions are about social options, and are based 
on both individually and socially acquired information.

With all of that information available, both from the chooser’s own investiga-
tions of potential mates and the appraisals and opinions of others, it may seem as 
though we need complex algorithms to process it all and make optimal, rational 
decisions (Krueger, this volume, Chapter 4). But humans typically do not need to 
gather and use very much information to make good choices. By and large, we can 
make choices based on the limited data we have by using rather simple decision 
mechanisms, or heuristics—rules of thumb that allow us to make good decisions 
without much information or processing. Such heuristics are widely used in all man-
ner of domains of human endeavor, whether social (Hertwig, Hoffrage, & the ABC 
Research Group, in press; see also Hoffrage & Hertwig, this volume, Chapter 8) or 
individual (Gigerenzer, Todd, & the ABC Research Group, 1999).

Heuristics play a part throughout our extended search for romantic partners, 
affecting two critical stages of decision making that we have to interleave. First, 
when we encounter a new potential mate, we need to assess that individual, typi-
cally by learning some things about him or her and then using that information 
to make an overall judgment of how attractive this individual is to us. Second, 
we must decide whether this person is attractive enough so that we will stop our 
search and pursue a relationship (taking into account that the other person must 
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also choose us in return)—if not, we continue exploring the mating pool, return-
ing to the first stage when we meet another new potential mate. In making both 
of these decisions, we can use information that we have gathered ourselves or that 
we obtain from others. We can limit the information we need to use by employing 
appropriate heuristics for both individual assessment and sequential search. In this 
chapter, we explore the types and sources of information used in these stages of 
mate choice, and the heuristic mechanisms that convert it into adaptive decisions.

In the next section, we begin with a brief overview of the framework of bounded 
and ecological rationality within which heuristic decision making can be studied. 
Then we describe the ways in which people can use individually gathered infor-
mation in making their mate choice decisions, both in the assessment of potential 
mates and in the search through a sequence of possible mates. Finally, we look at 
how people can use information from others to guide their mate choices, in terms 
of what to look for when assessing mates, and how to decide if one’s search should 
stop with the current prospect.

makIng decISIonS wIth SImPle heurIStIcS
Given the complexity of our social environment and the decisions we must make 
within it, how can good decisions be made by real minds operating in this uncertain 
social world? The same question applies to decision making in nonsocial domains, 
though the complexity is compounded when other individuals are thrown into the 
mix. The traditional rational approaches to such complex problems would be to 
deploy complex decision mechanisms (e.g., predicate logic, Bayesian statistics, and 
so forth), gathering all the available information and processing it fully to reach 
the optimal conclusions (cf. Hastie & Dawes, 2010). However, humans (and other 
animals) must often make decisions within narrow psychological and ecological 
bounds that prevent the use of complex methods. These bounds include the lim-
ited time available to make a decision before an opportunity passes (especially in 
competitive social settings, such as seeking a mate when others are competing 
within the same limited mating pool; see Todd, 2007), the limited and uncertain 
information accessible within that time, and the limited ability to process that 
information, owing to neural constraints of processing power and memory.

To work within these bounds and still behave adaptively, people can rely on 
“fast and frugal” heuristics (Gigerenzer & Goldstein, 1996; Gigerenzer et al., 
1999)—decision rules that use a small amount of time, information, and process-
ing to come up with what are usually good choices, when they are employed in 
the proper environments. This use in appropriate environments is central to the 
heuristics’ successful application, because it allows them to exploit the fact that 
information in the world is typically structured in useful ways. For example, if 
one asks about the socially distributed knowledge of what authors, or places, or 
products are widely recognized in a given society, one finds systematic patterns 
relating recognition to the publication rate, or population size, or prevalence of 
those things, rather than a random or uniform distribution of what is recognized. 
Higher values on the latter dimensions lead to greater recognition (Goldstein & 
Gigerenzer, 2002; Pachur, Todd, Gigerenzer, Schooler, & Goldstein, in press). An 
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individual decision maker can capitalize on this structure, which he or she picks 
up through social interactions (learning about, and hence recognizing, what others 
mention), by using simple heuristics that employ recognition as a cue in making 
choices, for instance, preferring what they recognize when deciding which article 
to cite or which brand of car to buy. By counting on certain information structures 
to be present in the environment, decision heuristics can be correspondingly sim-
pler, effectively letting the world do some of the work for them.

Using simple heuristics in environments to which they fit can enable decision 
makers to achieve what Herbert Simon (1990) called bounded rationality. In con-
trast to the largely unachievable dream of unbounded rationality, which assumes 
optimal processing of all available information without concern for computational or 
informational costs, Simon saw humans as exhibiting a bounded form of rationality 
emerging from the interaction of two forces: the cognitive capabilities of the person 
and the structure of the task environment. These two components complement each 
other like the two blades of a pair of scissors. For behavior to be adaptive, or bound-
edly rational, mind and environment must be closely matched. This perspective 
aligns with that of evolutionary psychology, which assumes that evolution has favored 
a close fit between mind and environment by honing the former to match the latter 
(see DeScioli & Kurzban, this volume, Chapter 12). Yet, minds can also shape their 
own environments, and this is particularly true in social domains. In other words, the 
adaptive forces flow in both directions between organisms and their world.

The research program of ecological rationality aims to identify the particu-
lar decision mechanisms that can produce bounded rationality in the presence 
of particular structures of information in the environment (Gigerenzer et al., 
1999; Todd & Gigerenzer, 2007; Todd, Gigerenzer, & the ABC Research Group, 
in press). Ecological rationality emphasizes the importance of considering both 
 environmental information structure and psychological information-processing 
mechanisms, and how the former enables and constrains the latter to yield adap-
tive decisions. The strategy for studying the ecological rationality of particular 
decision mechanisms proceeds through a sequence of steps including analysis of 
the environment structure, simulation testing of proposed heuristic mechanisms in 
constructed test environments, analysis of the information structures in which the 
heuristics will and will not work well, and empirical investigation of when people 
actually use these heuristics via lab experiments and field studies.

The simple heuristics in the mind’s adaptive toolbox (Gigerenzer & Todd, 1999) 
are composed of even simpler building blocks that guide the search for information 
or options, stop that search in a frugal manner, and then decide on the basis of the 
search’s results. These heuristics are all proposed and tested in terms of precise 
cognitive mechanisms that specify exactly what information is used and how it is 
processed algorithmically, step by step, to produce a decision or judgment. As a 
consequence, they yield more types of predictions about the course of behavior 
(e.g., reaction times and cue-search orders in addition to choices made) and are 
consequently more susceptible to empirical rejection than are broad categories like 
“social influence.”

One important class of heuristics comprises those heuristics that make deci-
sions among a set of currently available options or alternatives by limiting the 
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amount of information they seek about each. The recognition heuristic (Goldstein 
& Gigerenzer, 2002), for example, favors recognized options over unfamiliar ones. 
Another example is the take-the-best heuristic (Gigerenzer & Goldstein, 1999), 
which chooses between options by searching through relevant cues about them 
in order of their validity (accuracy), stops as soon as it encounters the first cue 
that discriminates between the options, and selects the option with the high-
est value on that cue. A second important type of heuristic searches for options 
themselves, rather than information about currently available options, in a fast and 
frugal way. For example, a satisficing heuristic (Simon, 1990) uses a preset aspira-
tion level—the minimum value that the searcher will settle for—to search through 
a sequence of options (e.g., apartments to rent, visited one after another) until the 
first is found that exceeds that aspiration level. We will discuss examples of both 
types of heuristics applied to mate choice in the following sections.

uSIng one’S own exPerIenceS to chooSe mateS

Assessing Potential Mates

When a potential mate is encountered, the first stage of choice begins with an 
assessment of whether that person could be a suitable partner. This stage involves 
the observation and processing of available cues about that person. There are many 
cues that are associated with mate quality in humans, including height, weight, 
facial attractiveness and averageness, skin texture and tone, jaw size, waist-to-hip 
ratio, musculature, voice, movement, scent, cultural decoration, intelligence, sense 
of humor, warmth and kindness, health, social status, fidelity, interest in having 
a family, general mood, and so on (Grammer, Fink, Møller, & Thornhill, 2003; 
Miller & Todd, 1998). (Here we focus on these cues being assessed by the mate 
seeker personally; later we consider using the assessments made by others.) The 
traditional rational approach to processing these cues into an overall judgment of 
mate quality would be to gather all the information available, and then use it all—
possibly weighting some of the cues more strongly than others—to make a com-
parison between the potential mate and some standard. The standard could take a 
number of forms, including a prototypical attractive individual with the prototype 
inherited or learned from one’s culture or other experience, another potential mate 
who might be currently available (for instance, when choosing which of two pos-
sible romantic partners to pursue), or even be the mate-seeker himself or herself. 
In the last case, the mate-seeker could weigh and compare the cues so that similar-
ity with the potential mate is highly valued (likes attract), or so that different cues 
trade off between the seeker and potential mate (opposites attract or complements 
attract). Men, for example, tend to trade off wealth and status for youth and attrac-
tiveness in women (Todd, Penke, Fasolo, & Lenton, 2007).

Fully rational decision models have serious drawbacks that make them at least 
partly unrealistic for real mate choice. First, they assume people take the time and 
make the effort to learn all these attributes about the person they are interested 
in, when clearly many mate choice decisions (particularly those in the negative 
direction, rejecting a potential mate) can be made almost instantaneously. Second, 
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rational models assume that all the necessary cues will be available simultane-
ously but different sexual cues require different lengths of time to assess: physical 
beauty and other cues at the beginning of the list given earlier can be perceived 
 immediately, whereas recognizing infidelity or stability of mood could take weeks 
to years. Third, these models typically assume a linear combination of the cues 
involved, although there are recognized nonlinearities in how cues in mate choice 
interact (Miller & Todd, 1998). Linear models also assume that any given cue can 
be traded off against any other, such that beauty for instance could compensate for 
infidelity, which often will not be the case.

Contrary to the assumptions of rational models, people often apply simple mate 
choice heuristics that do not require consideration of all the available information, 
nor linearly combine what cues they do use. For instance, a strategy like take-the-
best may be used to compare the attractiveness of pairs of potential mates, by 
starting with the mate seeker’s most important cue and determining whether the 
two options differ on that cue; if so, stop cue search and accept (or pursue) the per-
son who is more attractive; if not, go on to the next most important cue and repeat 
the process (Czerlinski, Gigerenzer, & Goldstein, 1999). The fact that many cues 
of mate quality are significantly correlated (Grammer et al., 2003) means that this 
heuristic approach will often lead to the same choices, no matter which particular 
cues are used. Another strategy, avoid-the-worst (Grammer, Fink, Juette, Ronzal, 
& Thornhill, 2001), also makes comparisons between potential mates on the basis 
of a single cue but starts with the least attractive cues. This heuristic implies a 
more risk-averse strategy of avoiding undesirable mates. With greater time pres-
sure to make decisions quickly, such as when faced with an abundance of possible 
options at a party or at a speed-dating event, the amount of information used in 
mate choice decreases even more (Lenton & Francesconi, 2010).

When deciding about a single potential mate rather than comparing multiple 
possibilities, the fact that mate quality cues have different assessment times points 
to another heuristic choice mechanism. Mate seekers can filter prospects through 
a sequence of aspiration levels spread out over time. For instance, they can first use 
physical appearance to decide with whom to talk, then use conversation to decide 
with whom to form a short-term relationship, and finally use interest in having a 
family to decide with whom to have children. In this sequential aspiration model 
(Miller & Todd, 1998), mate choice consists of a series of hurdles that the potential 
partner must exceed. The aspiration levels themselves for the different cues may 
be set at different values depending on the type of relationship sought (Kenrick, 
Sadalla, Groth, & Trost, 1990).

Deciding When to Stop a Mate Search

The previous section described how good choices can be made among potential 
mates by using decision heuristics that search for and use little information about 
each alternative. But what about the second stage of mate choice, where the alter-
natives themselves must be sought—in that case will more search, finding more 
alternatives to choose from, be better than less search? The rational approach pre-
scribed by economists says to do exactly that, looking for more alternatives until 



Peter m. todd, Skyler S. Place, and robert I. bowerS198

the cost of further search outweighs any potential benefits (Stigler, 1961) and then 
taking the best alternative seen so far. The mate choice situation typically does 
not allow such an approach. The costs of searching for further possible mates are 
largely unknown; it is typically not even known how long it will be until the next 
candidate comes along. Likewise, it is unknown what potential benefits future 
options might bring. Critically, and in contrast to the assumptions of traditional 
rational models, there often is no possibility of returning to an option once it has 
been rejected. Despite these serious ecological constraints, there are simple heu-
ristics that can handle such sequential decision tasks rather well.

Sequential search is ubiquitous and it pervades both social and nonsocial 
domains whenever desirable resources are distributed in time or space and can-
not be considered (or at least not encountered) simultaneously. Searching for 
mates or friends, houses or habitats, jobs, parking spaces, shopping bargains, or 
restaurants to eat at all involve sequential decisions of this sort. Some of these 
searches are social in that what is being searched for is another person, who may 
or may not want to be chosen (e.g., reluctant potential partners); some are social 
in that multiple people may be competing with one another in the same search 
(e.g., for a luxury apartment or a tenure-track position). These different social 
effects can lead to different pressures on the decision making to be done (Todd, 
2007). Yet, often social and nonsocial searches are analyzed in similar ways (for 
example, by using the logic of optimal patch-leaving decisions; Charnov, 1976). 
At the highest level, the challenge in all of these cases is that whatever option 
is currently available—for instance, the potential mate who is currently in the 
social orbit—a better option could become available in the future. How then 
can one decide when to stop searching and pursue the current (or some previ-
ous) option?

Mate search belongs to a particularly challenging class of search domains 
that adds additional complications to the challenge of when to stop. In situations 
where there is competition for specific alternatives, as when seeking a mate, buying 
unique items such as antiques or houses, or looking for a job or job candidate, once 
the searcher has passed by an alternative and decided not to choose it, there may 
be no chance to change one’s mind and return to that alternative later, because 
someone else will have married the person previously spurned or bought the house 
previously rejected. (Technically, these search settings have little or no possibil-
ity of recall of previous options.) This, coupled with the aforementioned lack of 
knowledge about the range of possible alternatives ahead, means the searcher is 
effectively stuck at the present moment in time, not knowing what will come in the 
future, and unable to return to what has been passed by in the past.

In a search situation like this, where the distribution of available alternatives 
is unknown, there is no recall and no switching between alternatives (only one 
final choice can be made), then searching with an aspiration level can be appro-
priate—what Simon (1956, 1990) called satisficing heuristics. This method divides 
the search into two phases: In the first phase, alternatives are looked at without 
selecting any of them, so that the searcher can gather information about the avail-
able options. This information is used to set an aspiration level at the minimum 
value that the searcher will try to get in further search. The second phase consists 
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of looking at additional alternatives, until one is found that exceeds the aspiration 
level set in Phase 1. Search is stopped at that point and that alternative is chosen.

The question then becomes how to set the appropriate aspiration level. This 
is further complicated by the fact that, most of the time, mate search (and other 
related kinds of search) are two sided, which means the searchers are being 
searched by others at the same time, and choice must therefore be mutual. 
Two people aiming to marry must both decide to tie the knot together, and 
job applicants must select their employer and be selected in return. Although 
one-sided search (as exemplified by the dowry problem; Ferguson, 1989; Todd 
& Miller, 1999) can be solved by just learning about the range of potential 
mates and picking the best one, this added challenge of mutual search can be 
solved by the searchers learning about themselves—their own relative position 
within their pool of fellow mate seekers. They can then use this self-knowledge 
to determine how high they should aim their search aspirations rather than 
merely setting an aspiration level based on the values of a small sample of avail-
able options as in one-sided search (see Kalick & Hamilton, 1986, for early 
mate search models with and without self-knowledge, showing that search can 
be sped up with such knowledge).

Again, there are standard economic approaches to this “two-sided matching 
problem” that make unrealistic assumptions about the capabilities of an individual 
searcher, such as full knowledge of all the available mates and of one’s preferences 
over them (Roth & Sotomayor, 1990). For real people using bounded rationality, 
however, heuristics can be used to make good choices. To first find out what kind 
of heuristics may fare well in this environment in principle, we can test some pos-
sibilities via computer modeling. Todd and Miller (1999) set up a simulation similar 
to a classroom demonstration called the Pairing Game (Ellis & Kelley, 1999) in 
which two sets of individuals with numbers on their foreheads must wordlessly find 
a good and willing partner—bearing as high a number as possible—from the other 
set. In the model, 100 “male” and 100 “female” individuals were created, each 
with some attractiveness value drawn from a uniform distribution from 0 to 100. 
As in the Pairing Game and in real life, individuals did not innately know their 
own attractiveness value, but they could “see” the values of all potential mates 
they encountered. Individuals met in male–female pairs, assessed each other, and 
decided whether or not to make a proposal to each other.

This meeting and assessing process happened in two phases. In the first, the 
“adolescent” phase, proposals and rejections did not result in actual pairing, but 
could be used to set or adjust an aspiration level that determined to whom later 
proposal offers were made. In the following “adult” phase, the aspiration level 
set during the adolescent phase was fixed and used to make decisions during 
the rest of the search. These proposal and rejection decisions were now “real” in 
that mutual proposals resulted in a pair being made and that couple leaving the 
 simulation. (In reality, there need be no clear demarcation between these two 
phases, and learning and choice can go on simultaneously at some point.) It is this 
necessity for mutual agreement that makes this scenario different from the one-
sided search case described earlier, and adds an even greater challenge to this type 
of social decision making. Here, the decisions of potential mates play a critical role 



Peter m. todd, Skyler S. Place, and robert I. bowerS200

in determining each searcher’s own mating fate, and the decision strategies should 
take this into account.

In the mutual search setting, a strategy fares poorly if it ignores the social infor-
mation available about oneself from the potential mates one encounters—that is, 
their offers and rejections—and instead just looks for high-quality mates above the 
learned threshold. What happens when this “ignorant” strategy, which was appro-
priate for one-sided search, is used in the mutual search case is that most everyone 
quickly ends up with very high aspiration levels, and so only those with very high 
mate values will find willing mates (Todd & Miller, 1999). This problem is less-
ened if a linear function relating attractiveness to likelihood of courtship is used 
rather than a threshold heuristic (for example, Kalick & Hamilton, 1986), but then 
the mutual search process can take an unrealistically long time as individuals still 
refuse to adjust their threshold in the face of lack of success on the mating market. 
Ignoring the decisions made by others in the social environment, and trying to get 
the best mate possible without regard for one’s own attractiveness on the market, 
results in unrealistic outcomes for many searchers in these models.

In contrast, if individuals somehow knew their own mate value and used it 
as their aspiration level, then most of the population could quickly find a well-
matched partner (for example, the second model in Kalick & Hamilton, 1986). But 
individuals do not have built-in knowledge of their relative ranking in the current 
mate market. If they wanted to use it in their decisions, they would have to infer it 
or learn it. A reasonable approach to this problem could be to use the assessments 
that others make of oneself as a cue about one’s own mate value, which the oth-
ers can see. One could raise one’s self-appraisal, and hence one’s aspiration level, 
during the adolescent phase every time an unexpected offer is received and lower 
it after every unexpected rejection. This process fits with intuitions about how 
romantic successes and failures can induce self-esteem to go up and down, which 
in turn can affect how high or low people aim in their next romantic endeavors 
(Kavanagh, Robins, & Ellis, 2010).

With this simple heuristic, taking into account all of the decisions made by 
others, many more pairs are formed, at least if the adolescence period is not too 
long, and the individuals in “married” pairs are well matched to each other. In 
other simulations, modifications of this type of aspiration-adjusting mutual search 
rule have come even closer to matching some of the coarse statistics of human 
mating behavior (Simão & Todd, 2003). A variety of indirect evidence about real 
human mate choice is at least consistent with these aspiration-adjustment mecha-
nisms. For instance, individual self-esteem goes up and down with dating suc-
cess or failure, which could be the basis of an aspiration level for further search 
(Kavanagh et al., 2010; Kenrick, Groth, Trost, & Sadalla, 1993; Kirkpatrick & 
Ellis, 2001). Additional search may be curtailed by an emotional mechanism—
falling in love—that could act to adjust one’s goals in choosing a mate so that only 
the current partner meets those aspirations (Miller & Todd, 1998). Furthermore, 
at the population level, demographers have long puzzled over a common skewed-
bell-shape pattern in the distribution of ages at which people first get married 
(Coale, 1971), which rises rapidly in the late teens and then falls in the 30s and 
trails off into the 50s and 60s with still a few first marriages occurring; this same 
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pattern is reproduced in the simulations of marrying mate-searching agents in 
terms of the time it takes for pairs to be formed (Todd, Billari, & Simão, 2005). 
But we need to find more direct and fine-grained methods for testing whether 
individual people actually use something like this type of heuristic as they search 
through a sequence of mates.

Because the adolescent and adult periods of mate search in real life take so 
long, it would be preferable to find a way to watch people’s sequential mate search 
processes distilled down into an easily observable sped-up version of reality. Just 
such an opportunity is afforded by the phenomenon of speed dating: a commer-
cially sponsored occasion of rapid-fire sequential mate choice. At speed-dating 
events, several men and women seeking dates meet and assess each other in a 
sequence of short, individual dates over the course of an evening, talking to each 
potential partner for about five minutes and then deciding whether they would like 
to meet that person again for an extended date.

Researchers have begun to use speed dating as a source of data about the 
mate choices that people make (Finkel & Eastwick, 2008; Kurzban & Weeden, 
2005; Lenton & Francesconi, 2010; Todd et al., 2007). By gathering data about 
the mate quality cues and preferences that speed daters had, as well as the offers 
and rejections that they made and received as they met a sequence of potential 
mates, Beckage, Todd, Penke, and Asendorpf (2009) were able to determine how 
well different search heuristics accounted for the pattern of offers that each indi-
vidual made. They found that the aspiration-adjusting rules that took into account 
the feedback from other speed daters predicted more of the offers than either an 
“ignorant” one-sided search rule or a fixed aspiration level, further supporting the 
use of this type of simple search heuristic. This finding held for both men and 
women, who would be predicted to use the same sort of heuristic since they face 
the same information-processing challenges in this mutual long-term mate choice 
setting; however, they are likely to have different baseline threshold levels, reflect-
ing differential choosiness between the sexes (cf. Todd et al., 2007).

uSIng otherS’ exPerIenceS to 
make mate choIceS

Both the assessment and search processes described in the previous section rely on 
information gathered by the individual seeking a mate. Some of this information is 
about the potential mates, acquired as cues observed during the assessment stage; 
some is about the mate seeker himself or herself, acquired as feedback (interest or 
rejections) during the sequential search stage. Together these processes implement 
two broad approaches to mate choice: First, select someone you like (irrespective 
of whether the person likes you) by evaluating highly those potential mates with 
good quality cues and ignoring the feedback about yourself that you get from them 
and others during search. Second, select someone who likes you by using past 
experience on the mating market to assess your own relative attractiveness and 
then pursuing those potential mates who have cues indicating they are of a simi-
lar level of attractiveness. In both approaches, choices depend only on the mate 
seeker’s own experiences.
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This unilateral strategy ignores a lot of potentially useful information acquired 
through the experiences of others in the surrounding social environment—namely, 
what and whom others find attractive. By capitalizing on such socially obtained 
information, a different approach to mate choice becomes possible: Select some-
one that others like. This, like the individual-experience approach, is also imple-
mentable by means of simple heuristics, in particular various forms of mate choice 
copying, using social imitation. These heuristics selectively employ information 
gathered by others to reduce the amount of information that the mate seeker must 
individually acquire. In particular, a mate seeker can learn about and adopt oth-
ers’ preferences for a particular individual, short-cutting the second mate choice 
decision stage (search); this strategy is known as individual-based mate choice 
copying. Alternatively, a mate seeker can learn about and take on others’ prefer-
ences for particular traits, altering the first mate choice decision stage (assess-
ment); this is trait-based mate choice copying. We consider each of these copying 
heuristics in turn.

Copying the Mate Choices of Others

The simplest way of using the experience of others to guide one’s own mate choices 
is to copy the choices they have made. If someone else finds that potential mate 
worth pursuing, they do so, too. This form of social imitation has the benefit of 
removing the need to directly observe cues about a potential mate. It provides 
additional or more accurate information about those cues if the copied person has 
spent more time assessing them or is a more expert judge (Dugatkin, 2000; Little, 
Burriss, Jones, DeBruine, & Caldwell, 2008). As a consequence, this strategy can 
allow the mate seeker to skip over much or all of the first assessment stage of 
mate choice and even to stop the second search stage at the current potential mate 
 without bothering to look further. Individual-based mate copying may also have 
costs, however, such as entering into competition with the other(s) that one is copy-
ing. Clearly, selecting someone who attracts many others means competition. The 
risk may be worth taking, however, if the highest quality individuals in the local 
environment are also the ones most likely to garner the positive interest of others.

Mate choice copying in humans has been explored by looking at how attracted 
participants are to potential dates based on the current available social information. 
When asked about the attractiveness of potential dates who are labeled as  single 
compared with those labeled as in a relationship, participants prefer the latter, 
indicating mate choice copying. They prefer someone that another person has also 
preferred and chosen to date (Eva & Wood, 2006; Waynforth, 2007). Researchers 
have also looked at changes in attractiveness judgments given more realistic oppor-
tunities to observe a potential date. A picture of the potential date is shown by 
itself and participants rate how interested they are in dating that person. Then, the 
participants watch video clips of that same person on a speed date and predict the 
outcome. If after watching the interaction, the participants judged the same-sex 
dater to have been interested in the opposite-sex dater, they are more likely to be 
interested in the potential date themselves (again signifying mate copying) than if 
they thought the couple were not interested in each other (Place, Todd, Penke, & 
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Asendorpf, 2010). These laboratory experiments are controlled ways to learn about 
the social heuristics that individuals might be using in the real world.

However, it may not be adaptive to be influenced by the preferences of everyone 
(Waynforth, 2007). If someone very unattractive or very different from ourselves 
is interested in a potential date, that piece of information may not be particu-
larly useful. The qualities of the person expressing interest in a suitor can be as 
important as the presence of interest itself (as seen in other species; for example, 
Vakirtzis & Roberts, 2009; Witte & Godin, 2010). For a mate choice copying heu-
ristic to be adaptive, it has to be applied only when using this social information 
is a good shortcut. Recent findings have shown exactly this (Place et al., 2010): 
individuals pay much more attention to the dating decisions of attractive same-sex 
peers and also take into account how attractive those peers are relative to them-
selves. Attractive individuals are influenced by the choices of only the most attrac-
tive peers, whereas those who think they are average copy the choices of average 
or more attractive competitors.

An important component of mate copying, being able to utilize social infor-
mation from the local environment about others’ mate choices, is the ability to 
decipher the romantic interest between others. You need to know who likes whom 
to be able to copy their decisions, and you do not want to mistakenly go after some-
one whom nobody likes. Humans can read the romantic intentions of others fairly 
accurately and very rapidly, using rather limited information (Place, Todd, Penke, 
& Asendorpf, 2009). You do not need to know what people are saying or whether 
they share common interests or political or religious beliefs; the nonverbal signals 
that individuals produce during conversation are often far more telling than what 
they are saying. In fact, how much individuals are moving appears to be a tell-tale 
sign of their romantic interest (Grammer, Honda, Juette, & Schmitt, 1999). It does 
not seem to matter if the motion is hair-flipping, crossing and uncrossing legs, or 
gesticulating with arms and hands—greater amounts of motion are associated with 
greater likelihood of being interested in one’s partner. Humans have the ability to 
assess this global aspect of motion and can tune into such nonverbal signals (Place, 
2010). The human individual-based mate choice copying heuristic thus makes use 
of another heuristic that is sensitive to whole-body motion to decipher romantic 
interest. The ability to rapidly decode social information enables people to use this 
information in their mate choice decisions, piggybacking on the time and effort 
others have already invested in getting to know the potential suitors around them.

Copying the Preferred Traits of Others

In addition to learning about individuals one at a time, social information can also 
be applied to learning about qualities of successful individuals. If Mary Ellen likes 
John, what does this tell an observer about Stuart, who has perceptible qualities in 
common with John? If what is copied is not the specific choice, but preferences for 
perceptible traits of mates, candidates like Stuart benefit from the mating successes 
of similar others. Where this happens, mate choice preferences for traits can spread 
socially throughout a population, which may have consequences for how social 
learning impacts mate choice, what function it fulfills, and the costs it imparts.
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Does mate choice copying generalize to those with shared perceptible traits? 
Positive evidence has been found in several species of animals. Coturnix quail hens 
shown artificially decorated males mating thereafter came to show preferences for 
other males with similarly marked plumage (White & Galef, 2000). Similarly, while 
female guppies initially prefer males with more orange coloring over less, they 
reverse this preference after observing model females affiliating with the duller of 
two males (Godin, Herdman, & Dugatkin, 2005). Notably, this change in prefer-
ence is not specific to the male observed but generalizes to affect preferences for 
other, new males with the manipulated trait. These and similar results with finches 
and fruit flies indicate the presence of trait-based copying among these species.

To study this question in humans, a modification to the procedure described 
in the previous section can be used. After showing participants social information 
about a target speed dater in the form of apparent interest from another speed 
dater (as in Place et al., 2010), they are asked to rate photos of that first target per-
son and others. Individual-based mate choice copying is present if the target dater 
increases more in attractiveness after being shown receiving social interest than 
receiving no social interest. To answer whether this effect generalizes to similar 
others, participants are also asked to rate faces that have been manipulated to be 
similar to the dater receiving apparent mating interest. There are different ways in 
which people may be perceptually similar. People may resemble each other facially, 
or in the way they dress or wear their hair. This difference is important, as facial 
traits are strongly heritable, whereas how people choose to present themselves, 
how they keep their hair and the clothes they wear, are characteristics primarily 
obtained through cultural membership. Strikingly, only preferences for the latter, 
culturally acquired, sort of trait appear to be learned about via generalized trait-
based copying; preferences for facial traits do not appear to be passed on socially 
in this way (Bowers, Place, Todd, Penke, & Asendorpf, 2010). This is good use of 
information if the mate choices of others are indicative of behavioral or personality 
characteristics that are not well predicted by facial traits.

Both of these uses of social information may be valuable to a mate seeker. 
However, they differ in an important respect regarding function, to which the 
mate seeker’s level of experience becomes relevant. In contrast to experienced 
mate seekers, novices still have much to learn about general qualities of a good 
mate. Moreover, if the traits of chosen mates are noisy indicators of quality, rely-
ing exclusively on such information to learn about whom to mate with may lead to 
poorer choices. As the mate seeker gains experience in assessing mates indepen-
dently and accurately, the initially modest benefit of attending to such information 
could further diminish. Thus, continuing to use this information could interfere 
with independent mate assessments and lower the accuracy of choice.

In short, copying preferences for traits may best serve the least experienced 
mate seekers. In contrast, information regarding otherwise hard-to-know qualities 
of specific individual candidates is relevant to even the most experienced mate 
seeker. If social information use has undergone selective shaping under such con-
ditions, trait-based copying but not individual-based copying should vary with age. 
Indeed, this is the empirically observed pattern among women. In a study, 18- and 
19-year-old female participants, but not older, appeared to generalize preference 
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for the traits of successful male daters (Bowers et al., 2010). Males of a similar 
age (18–23 years) did not show this pattern, leaving the possibility that the age-
dependence effect may develop later for them.

In summary, the evidence suggests that humans, as some other species, not 
only use socially gathered mate choice information to adjust their preferences for 
specific individuals but also use this information to alter how they assess other 
potential mates, generalizing their adjusted preferences to similar others. Among 
humans, this generalization of copied preferences appears to be cue specific and 
age specific in ways that match the functions fulfilled. Copying of others’ choices 
may lead to the social transmission of preferred traits of style throughout a popula-
tion, specifically among very young adults.

concluSIon
Mate choice is a rich social decision domain. There is a lot of information available 
about the mates themselves, and about others’ opinions of those individuals, all of 
which can be used to inform one’s choices. Does this mean that a complex cognitive 
mechanism is needed to process all of that information into the best choice? We 
have argued here that the mind need not resort to unattainable extremes of infor-
mation processing postulated by traditional rationality; rather, it can draw on a col-
lection of simple heuristics to solve the particular problems of mate choice. Similar 
heuristic shortcuts, for assessing individuals, deciding when an individual is good 
enough as a partner, and copying the preferences of others to guide that assessing 
and deciding, may be used in other social domains where interaction partners are 
sought, including friendship, trade, and cooperation. Research on social decision 
making should proceed in these directions by assessing the often simple mecha-
nisms in the mind; the rich and reliable structure in the social environment; and 
the way the two fit together to achieve ecological, and social, rationality.
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The Company You Keep

Friendship Decisions From 
a Functional Perspective

PETER DeSCIOLI and ROBERT KURzBAN

IntroductIon

M any researchers in social psychology and judgment and decision making 
focus on identifying mental mistakes and troubleshooting people’s deci-
sions. The focus on biases and errors leads researchers to underestimate 

the intelligence of evolved computational systems. Here we examine this issue in the 
context of human friendship decisions. Social psychologists have long claimed that 
people’s friendship choices are surprisingly unintelligent, based on strategically irrel-
evant factors such as proximity, familiarity, similarity, or very simple reinforcement 
learning. However, this view is becoming increasingly untenable as research on many 
nonhuman species uncovers sophisticated computational control systems that intel-
ligently regulate behavior in cooperative relationships. We argue, in sharp contrast, 
that human friendship is caused by complex computational machinery that performs 
a strategic alliance-building function.

Intricately Complex Computational Systems That Make Us Smart

Natural computational systems are strikingly intelligent. The minds of bumble-
bees, fiddler crabs, blue jays, and humans are highly complex computational con-
trol systems that far outperform even the most advanced artificial intelligence 
systems made by human engineers. Human scientists can barely fathom what it 
takes to build a fully functional autonomous robot that can successfully navigate 
landscapes, capture prey, avoid predators, fight rivals, court mates, and perform 
other feats routinely accomplished by animal minds.
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Nevertheless, scholars have long disparaged the human mind as stupid, biased, 
and irrational. Francis Bacon (1620) famously decried the “idols of the mind” and 
complained that “the human understanding is like a false mirror” that “distorts 
and discolors the nature of things.” For instance, Bacon observed that “the human 
understanding when it has once adopted an opinion … draws all things else to sup-
port and agree with it,” what psychologists now call “confirmation bias” (Nickerson, 
1998). Bacon also noticed that “human understanding is moved by those things 
most which strike and enter the mind simultaneously and suddenly, and so fill the 
imagination,” what psychologists now call “availability bias” (Tversky & Kahneman, 
1973) or related “anchoring” effects (Hastie & Dawes, 2010, pp. 71–72). Bacon’s 
insights had applications in the development of the scientific method, which aimed 
to produce knowledge by circumventing human cognitive weaknesses. Similarly, 
many modern researchers in social psychology and judgment and decision making 
seek to identify cognitive errors (for example, Ariely, 2008) and with important 
applications, such as reducing prejudice (Aronson & Patnoe, 1997) or facilitating 
negotiations (Bazerman, Curhan, Moore, & Valley, 2000).

So, is the human mind smart or stupid? Psychologists have learned a lot 
about animal minds since Bacon’s Novum Organum. The cognitive revolution 
and advances in computer science have led to the computational theory of mind: 
Minds are information-processing programs that are run on the hardware of the 
brain (Pinker, 1997). As such, minds can be described in terms of the underlying 
machine code—their neural implementation—or, more practically, at higher levels 
of abstraction in terms of the pseudocode that describes the operations performed 
by the system. As this theory developed, artificial intelligence researchers started 
trying to match the performance of animal minds on tasks such as vision and loco-
motion, and only then did they begin to realize the intricate functional complexity 
of natural computational systems (Minsky, 1985; Pinker, 1997).

Modern computer systems such as “smart” phones or autonomous robots are 
packed with elaborate computer programs, each consisting of labyrinthine con-
trol structures represented by up to millions of lines of code. Yet these artificial 
intelligence systems cannot perform many of the simplest tasks that animal minds 
routinely accomplish. How many programs and how many lines of code would be 
required to successfully operate the body of a housefly, much less a human? These 
observations suggest that human operating systems and their specialized applica-
tions are orders of magnitude more sophisticated and complex than what has so far 
been produced by the coordinated efforts of thousands of professional computer 
engineers. In short, the human mind is smart, dazzlingly so.

People make mistakes, of course, and there is a place for Baconian criticism 
and its applications in troubleshooting human decisions. After all, like any good 
program, animal minds have error-checking subroutines, and Bacon’s insights and 
their lasting appeal probably stem from human error-checking abilities. Baconian 
scholars do not stand outside of the minds they critique, and thus their error-
checking successes must be properly credited to the competencies of their “irra-
tional” minds.

However, to take “irrationality” as the basic character of the human mind is 
misguided. The fundamental question for psychology is “How can intelligence 
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emerge from nonintelligence?” (Minsky, 1985, p. 17). Unlike inanimate rocks, 
planets, and stars, animals are physical systems that navigate landscapes, commu-
nicate with others, and replicate their complex structures in offspring. No amount 
of “irrationality” or “bias” can explain the difference between an intelligent living 
grasshopper and an unintelligent dead grasshopper (though both are composed 
of the same unintelligent parts). Instead, this difference can be explained by the 
functions performed by (intact) grasshopper minds.

The focus on cognitive shortcomings causes researchers to lose sight of the 
big picture: explaining decision-making systems, not just troubleshooting them. 
This mistake can be called the “bias bias” or the “troubleshooting bias” (see also 
Krueger & Funder, 2004). The bias bias causes researchers to greatly underesti-
mate the complexity and performance of human cognitive systems including our 
focus here, human friendship systems.

Why Do Animals Seem So Smart and People Seem So Stupid?

In the deer mouse P. maniculatus, females mate with multiple males and their 
sperm compete for fertilization inside the female’s reproductive tract. To increase 
their swimming speed, sperm form cooperative groups of 2 to 40 individuals. The 
sperm “choose” their partners carefully: They sense others’ genetic relatedness and 
select partners based on this variable, thereby gaining an evolutionary advantage 
(Fisher & Hoekstra, 2010). How smart!

Social psychologists like to say that humans are not very choosy about their 
friends. They claim that despite the feeling that friends are special, in reality we 
make friends with whoever just happens to be around. A leading social psychol-
ogy textbook claims that “the single best predictor of whether two people will get 
together is physical proximity” (Brehm, Kassin, & Fein, 2002). If social psycholo-
gists are correct, then brainless mouse sperm show more intelligence than humans, 
choosing partners based on a relevant property rather than simple proximity.

Some of our primate relatives are particularly strategic in their social relation-
ships. Indeed, researchers often describe primate social behavior as “Machiavellian” 
(Byrne & Whiten, 1988; Whiten & Byrne, 1997), drawing a comparison with the 
famous political strategist Niccolò Machiavelli. For example, monkeys choose 
friends carefully, preferring high-ranking individuals; they compete for the best 
partners but are sometimes willing to settle for less desirable friends; and they 
jealously prevent the formation of rival relationships (Harcourt, 1992; Schino, 
2001; Seyfarth, 1977). These abilities are vitally important because, as Seyfarth 
and Cheney (2002) noted, primates “live in large groups where an individual’s sur-
vival and reproductive success depends on its ability to manipulate others within 
a complex web of kinship and dominance relations” (p. 4141). Strategic behavior is 
not limited to primates. Research on dolphins, for instance, shows that “patterns of 
alliance affiliation among males may be more complex than are currently known 
for any non-human, with individuals participating in 2–3 levels of shifting alli-
ances” (Connor, 2007, p. 587).

In contrast, many researchers describe humans as strategically inept in relation-
ships. Friend choices are claimed to be shaped by factors as arbitrary as whether 
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individuals live next door or two doors down (Festinger, Schachter, & Back, 1950). 
Other researchers have claimed that mere familiarity (zajonc, 1968) and similar-
ity (McPherson, Smith-Lovin, & Cook, 2001) shape human friendships. Exchange 
theorists (Homans, 1958) argue that friendships are based on Skinnerian rein-
forcement generated by the prior stream of benefits emitted by the friend. These 
theories paint an unflattering picture of our species’ strategic sophistication. The 
gap between the literatures on animals and people creates a puzzle: Why do ani-
mals seem so smart and people seem so stupid?

The discrepancy might be resolved, in part, by looking closer at the questions 
pursued in animal and human investigations. Human research has focused on the 
question: What determines whether someone becomes a friend versus remains 
a stranger? Animal research has asked: What determines whether an individual 
becomes a friend versus an adversary? These are obviously very different ques-
tions. For instance, hyenas recognize all clan members individually (up to 90) and 
friendships are invariably formed within the clan (Holekamp, Sakai, & Lundrigan, 
2007). Hyenas do not form friendships with strangers, so there is no answer to the 
“friend versus stranger” question. Instead, hyena cognitive systems sort through 
known individuals to identify promising friend prospects, and the details of these 
systems provide answers to the “friend versus adversary” question. The same is 
true of nonhuman primates, many premodern human societies, and, presumably, 
our hominid ancestors. Friendships with strangers might not have occurred suf-
ficiently frequently in the ancestral world to select for specialized adaptations 
(Seabright, 2004). In contrast, within-group friendship formation was a recurrent 
adaptive problem that could plausibly have shaped cognitive mechanisms for sort-
ing the social world into friends and foes.

Shifting focus to what determines friend versus adversary, many of the dis-
crepant human findings dissipate. For instance, although proximity does create 
friends (versus strangers), it is even more likely to create enemies (Ebbesen, Kjos, & 
Konecni, 1976). Similarly, more than liking, familiarity breeds contempt (Norton, 
Frost, & Ariely, 2007). Thus, humans might not be less discriminating than mon-
keys or hyenas once the proper comparisons are made. If human friendship is stra-
tegic, its sophistication will not be found in how strangers become friends but in 
how people sort known individuals into best friends, lesser friends, and enemies.

the StrategIc functIon of human frIendShIP
Friendship is a human universal. People everywhere invest in nonkin, nonsexual 
relationships, despite costs to self, family, mates, and groups. The significance of 
friendship is underscored in cultures that enact friendship unions in formal cer-
emonies, such as “blood covenants” found widely across continents and historical 
periods (Černy, 1955; Evans-Pritchard, 1933; Trumbull, 1893). The social impor-
tance of friendship rites is comparable to marriage ceremonies, and they are some-
times more binding than marriage (Kiefer, 1968; Roscoe, 1923). The universality 
of friendship provides a clue that this behavior is caused by specialized species-
typical cognitive mechanisms, and hence, that the function of these mechanisms 
can be productively investigated.
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Potential functions of friendship are sometimes put on display in friendship 
rituals found in different cultures. For example, the Azande of north central Africa 
held friendship ceremonies in which each of the two friends consumed the other’s 
blood and then made a ritual address enumerating friendship obligations (Evans-
Pritchard, 1933). The address included clauses requiring the friend to provide aid 
in conflicts (even if this undermined the local authorities), protect the partner’s 
children, share material resources, avoid adultery against the partner, and provide 
their daughters for marriage. The friendship rites of the Azande and other cultures 
can be used as one source for hypotheses about the function of friendship. Indeed, 
many of the functions identified in these rituals reflect common biological func-
tions for social relationships that are also found in nonhuman species, including 
agonistic support, alloparenting, and food sharing.

Is Friendship Exchange?

Although there are a number of competing theories of friendship (e.g., propin-
quity theory), for brevity, here we focus on reciprocal altruism (Trivers, 1971), 
the biological framework most frequently invoked to explain friendship. On this 
account, human friends function as exchange partners, from whom gains in trade 
can be profitably extracted, provided that cheaters can be detected and avoided. 
Consistent with this idea, friendship rites are sometimes used to cement trade rela-
tions (Herlehy, 1984). However, while reciprocity likely explains much of human 
sociality (Axelrod, 1984), the application to close long-term friendships has several 
problems (Silk, 2003).

First, people adamantly deny that friendships are exchange relationships, 
regarding this very idea as taboo (Fiske & Tetlock, 1997). Instead, friendship is 
viewed as a communal relationship in which benefits given and received are not 
carefully monitored (Clark, 1984; Clark & Mills, 1979). Whether or not this folk 
intuition is correct, reciprocal altruism does not explain why human minds draw 
the exchange–communal distinction.

Second, reciprocal altruism does not explain the fact that friends help each 
other in catastrophes when the expected benefits from future repayment are out-
weighed by the costs of helping (Tooby & Cosmides, 1996). A sudden catastrophe 
can render an individual unable to reciprocate, and therefore, if reciprocity is the 
correct explanation, debilitated individuals should be abandoned by their friends. 
In fact, people often help friends through sickness and injury—even when repay-
ment is unlikely—serving an insurance function that might be explicable in terms 
of commitment mechanisms (Tooby & Cosmides, 1996).

Third, social exchange does not explain the dark side of friendship: relational 
aggression such as extortion, jealousy, and exclusivity (for review, see Archer & 
Coyne, 2005). The earliest friendships are exclusive: preschoolers reject outsiders 
trying to join their play group about half of the time (reviewed in Shantz, 1987, 
p. 293). Many children hold friendships hostage to extort favors, for example, 
“I’m not your friend unless you …” (Crick & Grotpeter, 1995); they jealously pre-
vent friends from forming close relationships with others (Parker, Low, Walker, 
& Gamm, 2005); they spread malicious rumors to damage others’ friendships 
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(Owens, Shute, & Slee, 2000a, 2000b); and all of these behaviors persist despite 
considerable efforts to stop them (for example: www.opheliaproject.org). Relational 
aggression continues into adulthood (for example, in the workplace, Kaukiainen et 
al., 2001, and in international relations, Snyder, 1997). These phenomena are left 
unexplained by reciprocal altruism, which is mute on interactions beyond exchange 
dyads, such as sabotage of rival friendships.

the allIance hyPotheSIS for human frIendShIP
Another idea is that friendships function as alliances (DeScioli, 2008; DeScioli & 
Kurzban, 2009). In order to evaluate this idea, we discuss how alliances work, cognitive 
programs for managing alliances, and evidence relevant to the alliance hypothesis.

How Alliances Work

Organisms, humans included, frequently have conflicts of interest. Sometimes 
these conflicts are zero-sum games in which benefits to one party are costs to the 
other. More often, however, disputes are non-zero-sum and mixed motive games 
in which agents have conflicting interests over the outcomes, but they also share 
a common interest in reducing the costs of fighting (for example, Hawk-Dove, 
Chicken, or War of Attrition games; Maynard Smith, 1982; Schelling, 1960). These 
conflicts have led to the evolution of both adaptations for damaging opponents and 
adaptations for reducing fighting costs such as signaling mechanisms (for example, 
caterpillars; Scott et al., 2010). Via these adaptations, different balances of opposed 
and shared interest lead to variation in overt hostility ranging from the bloody 
brawls between male elephant seals (Haley, 1994) to more subtle disagreements 
between mother and fetus (Haig, 1993).

A long history of conflict has armed organisms with a vast arsenal of weaponry 
including chemical toxins, stinging barbs, razor-sharp claws, venomous fangs, and 
massive antlers. The arsenal also includes intelligent computational control sys-
tems that guide the deployment of weaponry in hostile encounters. Furthermore, 
some organisms are able to mobilize other organisms’ weaponry in disputes by 
interfacing with those organisms’ control systems, that is, they are able to recruit 
allies. The capacity to recruit allies adds layers of complexity to conflicts because 
the outcomes depend not only on individuals’ fighting abilities but also the abilities 
of intervening allies (Harcourt, 1992).

Alliance relationships are fundamentally different from exchange relationships. 
In exchange relationships, the gains an individual enjoys occur by virtue of mutu-
ally profitable transactions with others. While mutual gains in wealth can generate 
any number of externalities to third parties, externalities are not a necessary fea-
ture of mutually profitable exchanges.

More concretely, two people on a desert island can engage in exchange, making 
both participants better off while making no one worse off (i.e., creating “Pareto 
improvements”; Frank, 2001). Alliances are fundamentally different. When two 
agents form an alliance, this necessarily harms third parties: Two people on a des-
ert island cannot form an alliance because there are no others to ally against.



the comPany you keeP 215

The simplest form of an alliance problem is described by the Simple Majority 
Game (von Neumann & Morgenstern, 1944). In this game, there are three players. 
Each player has only one decision to make, choosing one of the other two players. If 
two players choose each other, an “alliance” is formed, and they get a positive payoff 
of one-half; the third player gets –1. (If a “cycle” occurs, with each choosing a differ-
ent person, they all get zero.) In other words, any two players can team up and take 
1 point from the third player and then divide the spoils, each getting ½ point.

Notice that Pareto improvements are not possible in this game. More com-
plex alliance problems can be described by adding more players, more strategies, 
non-zero-sum payoffs, uncertainty, asymmetries, and so forth, but a basic constant 
property of these games is that helping one individual, by allying with them, neces-
sarily makes others worse off.

In games with this type of structure, from the perspective of third parties, the 
relationship between two players, unlike exchange, imposes costs on the excluded 
individual(s). Liska (1962), in his classic treatment of alliances, captured this idea 
in his claim that “alliances are against, and only derivatively for, someone or some-
thing” (p. 12). Alliances are threatening to others in a way that bilateral exchange 
relationships are not.

This feature of alliances is apparent in international relations. One famous 
and clear case is the Molotov–Ribbentrop Pact in August 1939. This agreement of 
nonaggression between Germany and the Soviet Union was perceived as a major 
threat by Allied nations, much greater than the earlier commercial agreements 
between the two nations. The pact made the subsequent invasion of Poland much 
less risky for Germany because Germany no longer needed to worry about the 
Eastern Front. Similarly, in 1917 the United States felt threatened when Germany 
proposed an alliance with Mexico in the famous zimmermann Telegram, and 
shortly after the telegram was made public, the United States declared war against 
Germany. Politically, alliances are genuinely threatening to third parties.

A key problem in alliance contexts is avoiding being on the losing side of con-
flicts. Frequently, the side that wins is the one with the larger number of indi-
viduals, particularly because of the tactical advantages associated with numerical 
superiority (Adams & Mesterton-Gibbons, 2003). To avoid being in the minority, 
disputants need to recruit allies to try to gain numerical superiority. Third parties, 
on the other hand, need to choose sides carefully by considering which side will 
attract more allies and ultimately prevail.

These considerations lead to a key strategy for choosing sides: bandwagoning 
(Snyder, 1997). To pursue a bandwagon strategy, individuals assess who is most 
likely to win the incipient conflict and support that disputant. This strategy helps 
individuals avoid being on the losing side of disputes. In international relations, 
bandwagoning can be seen in late entrants to conflicts that are nearly decided, 
with previously neutral nations opportunistically entering on the side that is win-
ning. Bandwagoning tends to produce positive feedback loops, with the side that is 
winning gaining additional allies, making victory even more likely.

A second way to choose sides in disputes is to support the individual who is 
more likely to side with oneself in future conflicts—alliance building. Siding with 
these loyal individuals furthers one’s long-term interests by supporting those who 
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are likely to be one’s own future supporters. When individuals use this strategy, 
close allies become valuable and, as a consequence, a feedback loop is generated. 
If you know that I will aid you in your future conflicts, then I am a very valuable 
ally, and you benefit by keeping me safe and free from harm. I, in turn, now value 
you even more, given that you are motivated to maintain my health and safety. This 
dynamic can be described as an “integrative spiral” (Snyder, 1984) or as alliance 
building.

Individuals frequently have relationships with both sides in a conflict, particu-
larly because human social networks are locally dense (Feld, 1981). In this case, 
individuals will have to be able to prioritize one ally over another. That is, they 
need to be able to determine for all possible pairwise conflicts which side they 
will favor. One way to do this is to maintain a ranking of allies that prioritizes one’s 
alliances.

If individuals maintain a friend ranking, then the set of all group members’ 
rankings of all other group members defines a “loyalty landscape.” The loyalty 
landscape largely determines individuals’ fighting power because it specifies the 
distribution of support for all possible conflicts. Therefore, like in dyadic conflict 
(Parker, 1974), individuals stand to gain by assessing, probing, displaying, conceal-
ing, and manipulating information about the loyalty landscape.

Mechanisms for Building Alliances

Decision-making systems for managing alliances should implement good strate-
gies. Alliances pose special problems such as choosing sides in disputes, avoiding 
being on the losing side, and protecting one’s reliable supporters. To effectively 
solve these problems, individuals need cognitive systems that monitor, seek, and 
encode the relevant information, usefully process the information, and produce 
behavioral output that is strategically intelligent and advantageous.

To pursue a bandwagon strategy, individuals need systems to predict which 
side in a conflict will win. A variety of cues could be used. Individuals could assess 
size, strength, agility, and other physical attributes. They could also track histo-
ries of conflict outcomes, monitor others’ fighting records, and make transitive 
inferences based on previous fight outcomes. They might also need to parse and 
represent local status hierarchies. In hyenas, for instance, individuals maintain 
representations of the relative status of the different members of the social group. 
They use this information to choose sides in conflicts, always siding with the higher 
status individual (Engh, Siebert, Greenberg, & Holekamp, 2005). Similar evidence 
shows a bandwagon strategy, based on status, in baboons (Cheney, 1977) and rhe-
sus macaques (Chapais, 1983).

Pursuing an alliance-building strategy is even more computationally demand-
ing. This strategy involves siding with the individual who is most likely to side with 
oneself in future conflicts. If Ego is choosing sides in a fight between Alpha and 
Bravo, then in order to choose based on which of the two will be more likely to sup-
port Ego in the future, Ego must know how Alpha and Bravo each rank their allies. 
Then, Ego should choose the individual who ranks Ego higher. For example, if 
Alpha ranks Ego as their third best ally, then Alpha will often support Ego but not 
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against Alpha’s first and second rank ally. Hence, if Bravo ranks Ego first or second, 
then Ego should side with Bravo because Bravo’s support is more reliable.

Importantly, individuals cannot afford to wait until a fight breaks out to try to 
gather and process this information. To make intelligent alliance tradeoffs, indi-
viduals need to assess and probe alliance information well in advance of quickly 
escalating disputes. And they need to process this information and produce a rep-
resentation of their relative loyalties to others, that is, a ranking of friends. Friend 
ranking requires collapsing across friends’ many qualities to rank partners along a 
single dimension of one’s loyalty.

Further, in order to rank friends advantageously, Ego needs to know how their 
friends rank Ego. This requires maintaining representations of others’ representa-
tions, a data structure that captures other individuals’ loyalties to oneself and oth-
ers. This information can be used to represent the “loyalty landscape,” the set of all 
group members’ rankings of all other group members.

The computational requirements for choosing sides among allies are different 
from those that are required for exchange partners. The value of exchange part-
ners derives from the possibility of reaping gains in trade, and therefore requires 
the ability to track information that is relevant to these gains. For instance, given 
the key adaptive problem of preventing being cheated in exchanges (Cosmides & 
Tooby, 1992), information about cheating behavior should be recorded. Also rel-
evant to these relationships is the probability of continued interaction, since the 
shadow of the future is important for iterated reciprocity. In contrast, managing 
alliances requires computations for choosing sides in disputes such as a ranking 
of others. Moreover, people need to monitor their own position in others’ rank-
ings, tracking friends’ friends, and if necessary to take steps toward disrupting 
rival relationships.

Evidence From Relational Aggression

If the alliance hypothesis is correct, then humans should be capable of monitoring 
and manipulating alliances to their own strategic advantage. That is, they should 
be capable of representing and interacting with the loyalty landscapes in which 
they live. One straightforward way to manipulate the loyalty landscape is to dam-
age relationships in the local social network. By severing bonds between people in 
their network, individuals can change the loyalty landscape and potentially improve 
their strategic position, that is, their ability to recruit alliance support relative to 
others. We will discuss three basic socially destructive maneuvers: (1) damaging or 
threatening damage to one’s own friendships, (2) damaging friends’ other friend-
ships, and (3) damaging friendships between one’s rivals. We argue that humans 
show all three of these strategic maneuvers and that this evidence supports the 
idea that friendship is caused by cognitive mechanisms specialized for handling 
alliance problems.

Humans use a variety of strategies aimed at damaging relationships among 
people in their social networks (Archer & Coyne, 2005). However, the “relational 
aggression” literature has largely taken a troubleshooting perspective toward 
this phenomenon, missing the strategic implications. Relational aggression, like 
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physical aggression, leads to harmful outcomes for the victims of aggression, and 
research in this area has focused on its social harms, often regarding aggression as 
pathological. However, considering behavior in the context of strategy rather than 
pathology can be illuminating.

One of the most basic forms of relational aggression is damaging or threatening 
damage to one’s own friendships (reviewed by Archer & Coyne, 2005). Preschool 
children become angry with others and respond by covering their ears and giv-
ing the silent treatment. They also extort others by saying that they will end the 
friendship unless the other person does what they want. This strategy continues 
into adulthood in both personal friendships (Bernstein, 2010, “How to break 
up with a friend”) and workplace relationships (Kaukiainen et al., 2001). It also 
appears in international politics. A newspaper reported that “China called German 
Chancellor Angela Merkel’s meeting with the Dalai Lama a serious mistake and 
warned Berlin that the meeting had damaged bilateral ties”—the adult equivalent 
of “I won’t be your friend anymore.”

Some people might view Chinese leaders and other adults as childish for using 
these tactics, but we can alternatively view children as precocious political strate-
gists. When a preschool child threatens “I’m not your friend anymore unless …,” 
what does this imply about their cognitive abilities for representing the social 
world? They need to represent themselves as having a distinct form of relationship, 
a friendship, with the listener. They need to represent the counterfactual that they 
do not have a friendship with the listener. They need to make inferences based on 
this counterfactual about its consequences both for the self and for the listener and 
compare these consequences with the current state of affairs. They need to rep-
resent that the listener can represent actual and counterfactual states of relation-
ships, and that the listener prefers a state of friendship over an alternative state. 
They need to represent that listeners will actively take steps to avoid a change in 
state to their friendship, and specifically that the steps they will take will be those 
specified in the threat. They should also estimate the probability that the threat 
will be successful, given the costs and benefits to the listener, and the expected 
benefits of success compared to the costs of failure.

This task description is just a brief high-level sketch of what would be needed to 
effectively deploy threats to damage one’s relationships. If it is true that children effort-
lessly perform these threats, then how can we explain these abilities? Obviously, 
parents do not teach children how to exploit their peers with threats. If anything, 
the opposite is true: Parents suppress their children’s developing Machiavellian 
aims because these aggressive maneuvers, however intelligent, are not very nice. 
Instead, these abilities might reflect reliably developing cognitive machinery spe-
cialized for managing friendships.

A second important form of relational aggression is damaging friends’ other 
friendships. People often feel jealousy about their friends’ friends, a negative 
experience associated with behaviors aimed at disrupting the rival relationship. 
Children bring a broad range of tactics to bear on the problem of rival relation-
ships, including gossip, ridicule, name calling, rumors, and breaking confidences 
(Archer & Coyne, 2005; Hess & Hagen, 2002; Parker et al., 2005). And these 
strategies continue into adulthood in personal relationships (Forrest, Eatough, & 
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Shevlin, 2005) and in the workplace (Kaukiainen et al., 2001). The alliance model 
can explain jealousy because one’s friends’ alternative friendships represent poten-
tial threats. When others are placed above oneself in friends’ friendship queues, 
one has endured the cost of losing support in potential conflicts with this interlop-
ing individual.

Friendship jealousy implies sophisticated cognitive abilities. Most obviously, 
it would not be possible for people to experience friendship jealousy if they were 
unable to track third-party relationships, that is, their friends’ friendships. In the 
nonhuman animal literature, this cognitive ability is regarded as highly sophis-
ticated and has been observed in only a small number of species (Connor, 2007; 
Engh et al., 2005; Harcourt, 1992). This only scratches the surface of the cognitive 
abilities required to engage in the long-term multistage campaigns that people 
wage to protect their close friendships from interlopers.

A third form of relational aggression is damaging friendships among one’s 
rivals. In this case, neither of the individuals is a close friend with Ego, but Ego can 
improve their strategic position by weakening alliances between potential rivals. 
This tactic is frequently used in international relations, such as in Germany’s propa-
ganda efforts to drive wedges between England and France, or between America 
and the European allies in the Second World War. In nonhuman primates, stud-
ies have found that high status individuals frequently prevent lower status indi-
viduals from grooming each other in order to impede rival alliances (Harcourt, 
1992). Research on schoolchildren shows that they engage in malevolent gossip and 
spread false rumors aimed at damaging others’ friendships (Owens et al., 2000a, 
2000b). Interestingly, when participants were asked why they engaged in damaging 
and false gossip, they could offer little insight beyond that it “created excitement.” 
This vacuous self-report (Why is malicious gossip experienced as exciting?) sug-
gests that any underlying strategies are consciously inaccessible.

A number of organizations have made efforts to reduce relational aggression 
(for example: www.opheliaproject.org). Recent high-profile cases of school violence 
and suicide have been attributed to the effects of social bullying, exclusion, harass-
ment, gossip, and other forms of social aggression. However, this strategic behavior 
is resistant to instruction aimed at suppressing it. People are natural political strat-
egists and they will use the tactics available to them to gain advantages. Relational 
aggression surely can (and should) be reduced, but it might be difficult to directly 
suppress. An alternative approach is to focus on the relevant social environments 
and the costs and benefits at stake in disputes. It might be possible to reduce the 
frequency and stakes of disputes, and hence to reduce the advantages associated 
with political maneuvering, thus indirectly curbing relational aggression.

In sum, the alliance model readily explains why close friendships have sub-
stantial amounts of conflict (Bushman & Holt-Lunstad, 2009). A study of teen-
age girls, for example, found that “fights over friends were part of the day-to-day 
life of the girls,” and the school principal reported that these fights were “based 
upon changing allegiances between the kids, the stealing of friends” (Owens et al., 
2000b, p. 37). In everyday life, people frequently denigrate relational aggres-
sion as childish, petty, or pathological. These disparaging judgments serve our 
interests because each of us stands to gain by reproaching and suppressing the 
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Machiavellian strivings of others (while hypocritically engaging in the same tactics 
ourselves; Kurzban, 2010). If, however, we hold aside the usual social politics and 
view relational aggression from an engineering perspective, then it appears as a 
marvel of functional design in which cognitive mechanisms strategically manipu-
late a complex landscape of alliances. The day that an artificial intelligence system 
can keep up with schoolchildren’s gossip is far off indeed.

Testing the Alliance Model: Predictors of Friend Rank

The alliance model of friendship identifies the relative position that one occupies 
in others’ queue of friends as the key variable that determines the value of each 
friend as an ally to oneself. In the limit, being someone else’s best friend, at the top 
of the queue, is the most valuable form of friendship.

This idea can be contrasted with the properties that people look for in friends 
on alternative models. For example, on homophily or assortment models, one is 
attracted to those who share similar properties. Exchange models, of course, point 
to the value of others in terms of their willingness to exchange, their capacity 
to exchange, and their trustworthiness. Other models hint that friends might be 
chosen on the basis of popularity (Levine & Kurzban, 2006) or culturally valued 
abilities (Henrich & Gil-White, 2001). Models based on familiarity or proximity 
make similarly straightforward predictions about what variables will correlate 
with closeness.

These different models make different predictions. The alliance model would 
be undermined if people named as close friends individuals who (they perceive 
to) rank many other people above them in their friendship queues. Similarly, the 
alliance model predicts that people will fill their precious best friend slot with 
someone who values Ego above all (or most) others. Last, if people choose their 
best friends based on properties (e.g., attractiveness, intelligence, and so forth) 
rather than where one ranks in the friendship queue, then the alliance model is 
undermined. Symmetrically, homophily, popularity, and exchange models predict 
that best friends will be chosen on the basis of these features. For instance, if 
friendship is for exchange, then the underlying mechanisms should be designed to 
prefer those individuals who are promising exchange partners; relative rank should 
not matter.

We conducted investigations to test these predictions of the respective models 
(DeScioli & Kurzban, 2009). We used three samples: a sample of undergradu-
ates, a sample of people in a park in Philadelphia, and an Internet sample from 
Amazon’s “crowdsourcing” Web site, Mechanical Turk. In each sample, we asked 
subjects to consider their top ten friends, from best friend to tenth closest friend, 
and answer some questions about the properties of each of these friends, including 
variables central to each of the models mentioned earlier.

This procedure puts these models at risk because each model makes clear pre-
dictions about what measurements ought to relate to friendship rank. For the pres-
ent purpose, our main interest is the key alliance measure: We asked people where 
they thought they were ranked in each of their top ten friends’ queues of closest 
friends. For each of their friends, participants indicated how their friend would 
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rank them among other friends, that is, their perceived rank. If this rank does not 
predict one’s own ranking of closeness, then doubt would be cast on the alliance 
model. For each friend, participants also rated similarity, benefits derived from the 
relationship, secret sharing, caring, intelligence, attractiveness, popularity, friend-
ship duration, frequency of contact, sex, and age.

Among all of the variables that we measured, perceived rank was the best 
predictor of how subjects ranked their own friends. Across the three samples, 
the average raw correlation of perceived rank with the participant’s ranking 
was .71, .50, and .68, respectively. These were the highest correlations for any 
of the 12 variables we measured. We used logistic regression to look at the 
effects of each variable controlling for the other 11 variables. We observed 
consistent effects for perceived rank, benefits, similarity, and secret sharing. In 
all three samples, however, perceived rank emerged as the strongest predictor 
of participants’ rankings of friends. This evidence shows that, consistent with 
an alliance-building function, participants’ perceptions of how others rank 
them were systematically related to their representations of relative closeness 
to their friends.

concluSIon
Friendship is a crucial part of human sociality, but its biological function remains 
poorly understood (Silk, 2003). Progress has been impeded by two problems that 
plague the social sciences. First, friendship is treated as functionless, rather than 
as the product of evolved functional mechanisms. Second, friendship decisions 
have been viewed as unsophisticated, based on simple rules such as attraction to 
proximate individuals, which stands in stark contrast to the complexity of other 
species’ mechanisms for social life.

Instead, we suggest that the human mind has an extraordinarily intelligent 
cognitive machine that operates as a political strategist guiding our friendship 
decisions—a computational system that is far more strategically sophisticated than 
the most advanced professionals in political strategy. Just as the human mind is 
better at solving problems in computer vision than professional computer engi-
neers, so too is the mind better at solving problems in political strategy than profes-
sional political strategists.

If friend cognition is as intelligent as we suggest, then understanding friend-
ship will be difficult. There might be some aspects of friendship that cannot be 
understood until our theoretical knowledge of strategy becomes further devel-
oped. For biomechanics, Steven Vogel (1998) pointed out that “The biomechanic 
usually recognizes nature’s use of some neat device only when the engineer has 
already provided us with a model” (p. 18). Similarly, we might need better theories 
of alliance strategy in order to understand friendship decisions.

Friendship systems solve an adaptive problem. We think that the problem has 
to do with strategic dynamics, specifically how to muster support when conflicts 
arise and how to avoid being on the losing side in fights. We think the current evi-
dence cuts against the theory that friendship is for economic exchange. Whatever 
the function of friendship systems, they should be approached without the limiting 
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lens of the “bias bias,” the tendency to characterize human cognitive systems as 
error prone rather than computationally sophisticated. They are the product of the 
same evolutionary process that generated incredible feats of engineering ranging 
from a hummingbird’s ability to hover to a lizard’s ability to walk on water to our 
immune system’s ability to neutralize pathogens.

It is a mistake to assume that the systems designed to navigate the social world 
will be a great deal less sophisticated. We look forward to future research that 
takes human friend-making decision systems to be at least as complex as other 
evolved systems.
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P icture yourself taking part in a classroom psychology experiment on per-
ception. You and nine other subjects are being asked to judge the lengths 
of lines in a vision test. The experimenter holds up a large card that con-

tains three lines of different lengths, marked A, B, and C, and a target line. The 
subjects are asked: Which of A, B, or C is the same length as the target? For each 
card, all subjects take turns reporting which line matches the target. The first few 
sets of cards are unremarkable. Everyone states what is clear to the eye. On the 
fifth trial, the obvious answer to you is B, but the first person says C (you find this 
mildly amusing). However, the second person also says C. The third says C, and then 
the fourth. Everyone says C. When it is your turn to answer, what do you say? 
Before hearing the response of others, you thought the answer was obviously B. 
But the unanimous opinion of others is C.

All students of social psychology recognize the famous Asch (1955) experiment, 
and most remember that three of four subjects at some point conform to a group 
answer that defies their own perceptions. Deutsch and Gerard (1955) introduced the 
term normative social influence to characterize the tendency for people to give pub-
lic responses that allow them to fit in with others even when they privately disagree. 
However, Asch’s classic study has come to symbolize more. In its own time—an 
era of totalitarian governments that repressed individualism and McCarthyite pres-
sures in the United States that did likewise—Asch’s study reinforced a suspicion of 
groups and a celebration of the lone, independent individual.

Early conformity research was criticized for leaving the widely held but mis-
leading impression that people yield too much to the judgments of others, thereby 
harming themselves. Some authors (Allen, 1965; Campbell, 1961) suggested 
that this pessimistic conclusion is misleading because it was foreordained by the 
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experimental design. In the Asch study, the other nine group members were only 
pretending to be subjects and had been planted to give consistently false answers 
before the true subject responded. Allen observed, “[M]ost psychological experi-
ments in this area have been designed in such a manner that conformity was by 
necessity maladaptive: factually incorrect, detrimental to the group and the indi-
vidual, or simply dishonest” (1965, p. 136).

In response, some authors stressed the adaptive value of conformity. Under 
uncertainty, people look to others for information (Deutsch & Gerard, 1955; 
Festinger, 1954), and groups are usually a valid source of information (Campbell, 
1961). Allen observed that “a person may go along with beliefs expressed by most 
of the other people around him because he realizes that opinions shared by many 
are often more likely to be correct than the opinions held by a single individual. … 
In some situations conformity is constructive and appropriate; in other situations it 
is not” (1965, pp. 136–137). (See Kameda & Tindale, 2006, and Krueger & Massey, 
2009, for recent analyses of the adaptiveness of conformity.)

This chapter builds on the questions raised by classic social psychology experi-
ments on conformity to examine the wisdom of relying on crowds. We review two 
general sets of questions. The normative questions ask what is rational or optimal: 
How accurate are the judgments of collectives? When individuals disagree with 
the judgments of others, should they change their judgment or hold firm to their 
initial opinion (Bell, Raiffa, & Tversky, 1988)? The descriptive questions ask what 
people actually do when they have access to the judgments of others: Do individu-
als understand why they should listen to others? Do they effectively decide when 
to listen to others (Bell, Raiffa, & Tversky, 1988)?

To address these questions, we build on a research tradition that differs mark-
edly from the Asch tradition. The Asch situation was by nature misleading. In more 
mathematical terms, the answers from the false group members were unrepresen-
tative of true answers. Brunswik (1955) famously argued that decision makers need 
to be presented with representative stimuli to assess how well they use information 
(Dami, Hertwig, & Hoffrage, 2004). To understand whether groups yield accurate 
answers and whether subjects are able to benefit from group accuracy, one needs 
to study processes in which representative judgments are elicited and shared with 
decision makers.

The remainder of the chapter is divided into two main sections. First, we describe 
recent research on the wisdom of crowds. This innovative literature combines decades 
of research in different fields showing the benefits of combining information across 
people. We analyze the conditions that make crowds effective to answer the norma-
tive questions of how and when crowds are wise. We then examine the descriptive 
question of how people use the judgments of others. We review a growing body of 
research showing that people are egocentric in their use of judgments: They rely too 
much on their own judgments and miss the opportunity to learn from others.

the wISdom of crowdS
Some of the earliest studies in social psychology examined whether groups were 
fundamentally different from individuals. In the 1920s, researchers examined 
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whether groups were smarter than individuals (see Larrick & Soll, 2006, for a 
historical review). In one early study students estimated the temperature in a class-
room. When the estimates were averaged, the result was more accurate than the 
estimate of a typical group member. It should be noted that individual members of 
this “group” never interacted with one another. Where did the benefits come from? 
Early authors were surprised by this result and attributed it to some mysterious 
group property. As one writer put it, “In every coming together of minds …
[t]here is the Creative Plus, which no one mind by itself could achieve” (Overstreet, 
1925, as cited in Watson, 1928). In time, researchers recognized that the power of 
groups came from something much simpler but still elegant: Combining judg-
ments takes individual imperfection and smoothes the rough edges to isolate the 
collective’s view of the truth. Or, to put it more mathematically and mundanely, 
averaging cancels error.

Subsequent research in the forecasting literature demonstrated that simple 
combination methods that weight people equally, such as averaging judgments, 
often perform as well as more sophisticated statistical methods of combina-
tion (Armstrong, 2001; Clemen, 1989). The power and simplicity of averaging 
was summed up in the title of James Surowiecki’s 2004 best-selling book, The 
Wisdom of Crowds.

Consider a brief example that illustrates the power of averaging. Imagine two 
professors estimating the number of students who are likely to apply to a program 
in neuroscience. Their goal is to get as close to the truth as possible. Being too high 
or too low is equally bad (e.g., being 5 high or 5 low will be treated as a miss of 5). 
Professor L estimates 40. Professor H estimates 60. Their average guess is 50. If 
the truth turns out to be 47, the judges have missed by 7 and 13, respectively, and 
their average miss is 10. But the average of the judges’ guesses, 50, missed the true 
value of 47 by only 3—a substantially smaller error than the average miss of 10. 
Why does this happen? The judgments of 40 and 60 “bracket” the truth: The high 
error and low error offset each other. It is bracketing that gives averaging its power 
(Larrick & Soll, 2006; Soll & Larrick, 2009).

Now suppose that the truth is 37. Both professors have overestimated (by 3 and 
23, respectively), and the average performance of the professors has missed by 
(3 + 23)/2 = 13. The average guess of 50 also misses by 13. In cases like this—where 
both judges fall on the same side of the truth—averaging “locks in” the average 
individual error. This is the worst case scenario for averaging. With bracketing, 
averaging will be more accurate than the average individual error.

Of course, Professor L is more accurate than Professor H in both examples. 
Picking Professor L’s lone judgment would have done well in the second scenario 
although fallen short of the average in the first scenario. It is tempting to declare 
Professor L smarter than the average. Research on groups frequently compares 
group performance to the performance of the “best member.” It is important to 
point out, however, that in judgments under uncertainty the best member standard 
can be misleading when defined post hoc. Even when there is skill in judgment, 
there is luck as well, and it takes a large sample to know whether one judge is 
truly more accurate than another. The critical questions are whether (a) one 
judge is reliably better than another judge by a substantial margin over time and 



rIchard P. larrIck, albert e. manneS, and Jack b. Soll230

(b) whether the difference in ability is detectable from available cues in advance. 
In this example, could one know anything in advance about Professors L and H 
(or their answers) that would lead one to heavily favor the judgment of one over 
the other before knowing the outcome? Averaging is powerful, because, thanks to 
bracketing, it must perform better than the average judge and can often perform 
much better. This performance makes it superior to choosing individual judges 
when judges are roughly similar in ability or when it is hard to distinguish their 
ability in advance.

The idea of bracketing generalizes to larger crowds.1 To illustrate, the Wall Street 
Journal surveys a panel of about 50 economists every six months to make macroeco-
nomic forecasts about inflation, unemployment, and so forth. The resulting diagram 
of forecasts often looks like a reasonable approximation of a normal distribution (see 
three hypothetical examples in Figure 13.1). When the truth is added to the plot six 
months later, it is often the case that the crowd of economists is roughly centered on 
the truth (top left panel). Even when the distribution is not centered on the truth, 
it often brackets the truth (top right panel). Given some degree of bracketing, the 
average of the crowd is by mathematical necessity more accurate than the average 
individual.2 When there is no bracketing—that is, the whole crowd is biased strictly 
above or below the truth as in the bottom panel—the average of the crowd is still 
as accurate as the average individual. Averaging the answers of a crowd, therefore, 
ensures a level of accuracy no worse than the average member of the crowd and, in 
some cases, a level better than nearly all members.

Conditions for Crowds to Be Wise

Crowds, of course, are not always wiser than individuals. The degree to which 
crowds are more accurate than individuals is a function of two factors: expertise 
and diversity. First, the crowd needs to consist of individuals with some knowledge 

Truth

TruthTruth

figure 13.1 Three distributions of individual judgments in which judgments are evenly 
distributed around the truth (top left panel), bracket the truth (top right panel), or are 
biased below the truth (bottom panel).
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or expertise about the issue in question. This could be based on past education 
or past experience. In quantitative judgments, expertise allows individuals to use 
imperfect evidence to make predictions that will fall close to the truth over many 
judgments.

Second, the crowd needs to hold diverse perspectives on the judgment in ques-
tion. As a result of holding diverse perspectives, different individuals will bring 
different areas of expertise to bear on a judgment and therefore make different 
mistakes. For example, imagine two professors predicting the academic ability of 
graduate school applicants. One professor tends to focus on past research experi-
ence; the other focuses on grades. Both cues are valid—both cues are predictive 
of future performance. Moreover, the cues are not perfectly correlated, so over 
many cases, they often lead to conflicting conclusions. Thus, when one professor 
is optimistic about a student who has a good deal of research experience and the 
second professor is pessimistic because the student has low grades, their average 
assessment is more complete and likely to be more accurate than their individual 
assessments. Relying on a subset of cues introduces errors that can be offset by 
including the additional valid cues used by other judges.

To appreciate the effect of diversity on judgment, consider its absence. 
Imagine a marketing team evaluating the revenue potential of new possible 
products. If all of the marketers have worked in the same company on the same 
past products at the same period of time, they have developed a shared set of 
experiences that guide their judgment about which new products are best. As a 
result, they are likely to hold shared opinions such as “customizability is more 
attractive to people under 40 than to people over 40.” The consequence is that 
they share the same expertise—and the same blind spots. Forecasting research-
ers term this pattern “positively correlated forecast errors” and show mathemat-
ically that it reduces the value of aggregating judgments across people because 
similar errors cannot cancel each other. Sociologists who study social networks 
refer to shared patterns of knowledge as redundant (Burt, 1992, 2004). The 
word redundant evokes the right image: In the extreme, the knowledge of one 
person is a pretty good substitute for another person’s. From a wisdom-of-crowds 
perspective, it is as if you do not have a crowd; your crowd is effectively one.

There are two ways to foster diversity. Differences in perspective are cre-
ated through who is in the group (composition) and how they share information 
(process).

Composition

Research in the forecasting literature (Clemen & Winkler, 1986) has demonstrated 
the value of combining forecasts from different econometric models based on dif-
ferent economic schools of thought. The organizational literature has emphasized 
cross-functional teams as the best source for new ideas (Cronin & Weingart, 2007). 
A company does not want a new product designed by marketers alone—marketers 
will give it a fantastic look with many features but may pay less attention to the cost 
of production. The company needs expertise in other areas (finance, engineering, 
etc.) to ensure that the product meets a more optimal set of objectives.
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Network sociologists propose enhancing diversity by finding gaps in the social 
network (Burt, 1992). The premise is that in tightly knit groups, people talk a 
great deal, and come to know and value the same things. They become redundant. 
From a group’s vantage point, new ideas and new perspectives lie outside their 
own boundaries—even in other closely knit groups. The beauty of separation is 
that separated groups are likely to have evolved different views that are redundant 
within a group but nonredundant between them (Burt, 2004).

Creating diversity through composition can be challenging. One obstacle is 
that in-groups that share a similar perspective often look down on out-groups 
(DiDonato, Ullrich, & Krueger, 2011). Members of the marketing group suspect 
that members of the finance group are just bean counters who will stifle creativ-
ity. A second obstacle is that real differences in language and thinking impede 
collaboration between groups (Cronin & Weingart, 2007). These obstacles tend 
to lead people to associate with similar others. Sociologists term this tendency 
homophily; informally, it is the tendency for birds of a feather flocking together. 
Thus, when people assemble teams, they often select members based on common 
experience, common training, and common attitudes. This facilitates harmony but 
limits diversity.

Process The second source of diversity is the process a group or collective uses 
to elicit judgments. A good group process ensures that individuals think indepen-
dently before sharing their judgments. Why is independence important? Imagine 
being in an experiment in which you are asked to estimate the years in which 
important events happened. Imagine also that before you see a question, you 
see the real answer from another subject. For example, you see 1300 followed 
by the question “In what year was the Magna Carta written?” To what extent is 
your answer influenced by first seeing the answer of another subject? Koehler 
and Beauregard (2006) found that when answers were given without seeing 
other answers—that is, when answers were independent—they were typically 50 
years apart (median value). When answers were given after seeing someone else’s 
answer, however, they differed by only 10 years from the answer that was seen. 
Cognitive psychologists have called this general phenomenon anchoring (Tversky 
& Kahneman, 1974). Anchoring occurs because people start with a number, such 
as the year 1300, and unconsciously recruit evidence consistent with it (Chapman & 
Johnson, 1999; Mussweiler & Strack, 1999) and then fail to adjust sufficiently from 
it (Epley & Gilovich, 2001).

Whether a deliberate strategy or an unconscious anchoring process, people rely 
on others to form their judgments. Deutsch and Gerard (1955) called this tendency 
informational influence and contrasted it with the normative influence illustrated 
in the Asch study. Recall that participants in the Asch experiment would often 
publicly report an answer with which they disagreed privately. Informational influ-
ence, on the other hand, occurs when people use the judgments of others to reduce 
their own uncertainty. It results in a new opinion—public and private—that incor-
porates the beliefs of others.

Because of anchoring and informational influence, single judgments in a group 
can propagate through the judgments of others if the others have not first formed 
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an opinion. For example, having one person start a discussion with an opinion (“we 
should increase inventory by 20%”) tends to lead others to think in small variations 
of that opinion. The result is that both the initial accuracy and the initial error in 
the first judgment are spread to those who hear it (economists have studied this 
phenomenon under the name information cascades; see Krueger & Massey, 2009, 
for a review). Anchoring and informational influence produce positively correlated 
error and redundancy, which amount to reducing the effective sample size.

Better group processes ensure that members think independently to form their 
judgments before sharing them. Research on brainstorming has found that work-
ing independently leads to a bigger and better pool of ideas than working face to 
face (Girota, Terwiesch, & Ulrich, 2010; Paulus & Yang, 2000). This effect occurs, 
in part, because independent ideas are generated in parallel, whereas face-to-face 
conversations require taking turns. But some of the effect is due to groups develop-
ing a common way of thinking about a question due to anchoring and informational 
influence. The danger of anchoring during group discussion has led one forecasting 
expert (Armstrong, 2006) to propose that many decisions would be better made if 
groups shared information without ever meeting.

Crowds Versus Individual Experts

To say that a crowd is wise invites the question, “Compared to what?” The implicit 
comparison in these examples has been to the average individual in the crowd. 
Indeed, for quantitative judgments, the average of the crowd can never be worse 
than the average individual in the crowd. With a high rate of bracketing, averaging 
will be far superior to the average individual. However, the average individual is 
not the only standard by which to judge a crowd. One can also ask how well averaging 
performs compared with the best member of the crowd (Luan, Katsikopoulos, & 
Reimer, in press). For this comparison to be informative, it is important to predict 
beforehand who the best judge will be. As noted earlier, it is always possible to 
determine the best performer after the fact.

There can be significant barriers to accurate identification of expertise. If there 
is no reliable track record of performance, one needs to rely on other cues. In 
a group discussion, members often rely on confidence and verbosity as cues to 
expertise (Littlepage, Robison, & Reddington, 1997). Unfortunately, cues like con-
fidence often correlate weakly with actual accuracy (Burson, Larrick, & Klayman, 
2007). Consequently, group members often inaccurately rank order the expertise 
of the members of their group (for example, Miner, 1984).

Even if one has access to past performance, the sample may not be large enough 
to allow a valid inference of stable ability. If you track the best performers in The 
Wall Street Journal data from one period to the next, they are no more accurate 
than the average judge in later periods (Mannes, Soll, & Larrick, 2011). Why? 
Performance is a function of both skill and luck. More formally, apparent experts 
in one period of time regress to the mean of performance in the next period (for 
a discussion of regression to the mean, see Chapter 10 by Fiedler and Krueger in 
this volume).3 As a result, one is better off using the average of the whole sample of 
economists in the current period than to bet on the winner from the last survey.
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Whether one should pick a single expert or rely on a crowd depends not just 
on access to valid evidence about the ability of judges, but also the presence of a 
large difference between the best judge and other judges. The benefits of diversity 
are so strong that one can combine the judgments from individuals who differ a 
great deal in their individual accuracy and still gain from averaging. In a two judge 
case, one judge can be 50% more accurate than another judge and averaging will 
still outperform the better judge with realistic rates of bracketing (Soll & Larrick, 
2009). For example, if over many prediction periods one economist tends to miss 
true GNP (gross national product) increases by $50 billion on average and a sec-
ond economist tends to miss by $75 billion, there is still a benefit to combining 
their judgments. It takes a large difference in ability to justify choosing one judge 
instead of averaging.

In sum, there are many advantages to averaging a crowd over choosing single 
experts. First, when judges are similar in ability, it allows their errors to cancel. 
Second, when judges differ in ability but differences are hard to detect, an averaging 
strategy is sure to give at least some weight to the best performers; by contrast, 
trying to pick a single expert based on available cues could put all the weight on a 
less accurate judge. Finally, an averaging strategy can be implemented even in the 
absence of evidence about relative expertise.

Types of Crowd Judgments

Most of the examples offered so far have focused on quantitative judgments under 
uncertainty. But the benefits of crowds can apply to many tasks. When choosing 
among options, majority rule performs well compared to more complex approaches 
(Hastie & Kameda, 2005; Sorkin, Luan, & Itzkowitz, 2004). In the popular game 
show Who Wants to be a Millionaire? the studio audience answered the trivia 
questions correctly 91% of the time (Surowiecki, 2004). More qualitative tasks also 
benefit from crowds. Research on creativity has shown that once a person has pur-
sued one approach to solving a problem, it is hard for the person to generate other 
approaches. Brainstorming overcomes this problem by tapping the diverse perspec-
tives of a group to generate a larger and more complete pool of ideas (Girotra et al., 
2010; Paulus & Yang, 2000). Bond, Carlson, and Keeney (2008) asked business stu-
dents to generate objectives for their summer job (e.g., pay level, location, growth 
opportunities, relevance to future career plans, and so forth). They found that stu-
dents listed about seven objectives on average. However, when students were then 
presented with both their own objectives along with a list of objectives generated 
by others, they tended to find another seven objectives that were as important as 
the ones they had generated on their own. Groups are smarter than individuals in 
creating a wider range of creative ideas, objectives, and alternatives.

Technology has made it easier to draw on the wisdom of crowds. Some tools are 
as simple as aggregating average ratings on consumer Web sites. Others are more 
complex, such as prediction markets, in which people wager real or pretend money 
to bet on future events, such as sports. (A famous but short-lived Department of 
Defense market had people betting for and against the timing of future terrorist 
attacks; betting “for” an attack was perceived as distasteful.) Similarly, corporations 
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have used internal “idea jams” to tap employee perspectives on innovation oppor-
tunities and have used external “crowd sourcing” to reach a broad pool of diverse 
entrepreneurs to address unsolved technological problems they currently face.

The Individual as a Crowd

Research on the wisdom of crowds supports the old saying that two heads are bet-
ter than one. It is interesting that the insights from this literature have also been 
used to show that one head can be nearly as good as two (Herzog & Hertwig, 2009; 
Vul & Pashler, 2008), as long as a judge follows the principles of relevant knowl-
edge and diverse perspectives. The key insight is that people typically rely on only 
a sample of the evidence available to them at any given time. But what if people 
had a reset button, so that they could retrieve facts from memory anew or handle 
the same facts in a new way?

One way to free people from their original answers is to delay a second answer 
(Vul & Pashler, 2008) so that people forget their initial perspectives and think 
about the problem differently the second time around. Another way to free people 
is to have them try to construct a fresh perspective. To demonstrate this possibil-
ity, Herzog and Hertwig (2009) had participants make estimates about quanti-
tative values they did not know with certainty (specifically, dates in history). All 
participants gave two answers to the same question, and the authors constructed 
an average of the first and second judgments for each individual. In one condi-
tion, participants simply gave a second estimate following their first estimate. This 
condition did little to increase diversity—people simply anchored on their initial 
opinions—and there was no benefit from averaging. In a second condition, par-
ticipants were told to assume that their first answer was incorrect, think of some 
reasons it might be wrong, and then “based on this new perspective, make a second, 
alternative estimate” (p. 234). This process of second guessing increased bracketing; 
as expected, the average of the first and second judgments was significantly more 
accurate than the first estimate. A lesson of Herzog and Hertwig’s study is that we 
each carry around our own crowd, but we gain the wisdom only if we ask different 
members of the crowd.

how well do PeoPle uSe crowdS?

Strategies for Combining Judgments

Given that crowds are often wise, an important question for social psychology 
is whether people understand the value of combining knowledge across people. 
How well do people use judgments of others? This has become a growing area of 
research in recent years. Most research has focused on a very simple version of a 
crowd: two-person collectives involving the self (Sniezek & Buckley, 1995; Yaniv & 
Kleinberger, 2000). In these studies, people make estimates and then learn actual, 
representative estimates of others. The source of estimates is often called an advi-
sor and the literature as a whole has come to be known as “advice taking.” The 
advice-taking literature has used a wide range of quantitative stimuli, including 
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estimating ages or weights of people from photographs, years in which historical 
events occurred, temperatures of cities, and so on. Studies that have focused on 
accuracy then compare initial and revised estimates to the truth and typically pay 
subjects for the closeness of their judgment. A smaller amount of research has 
looked at how people use the estimates of larger collectives of which they might or 
might not be members. We consider these two areas of research separately.

using advice from one other Person One of the most robust findings 
in the advice-taking literature is that people underweight advice from another and 
overweight their own opinions (see Bonaccio & Dalal, 2006, for a review). A com-
mon result is that, on average, people tend to adjust their estimates 20% to 30% of 
the way toward advice (Harvey & Fischer, 1997; Soll & Larrick, 2009; Yaniv, 2004), 
a phenomenon that Yaniv and Kleinberger (2000) labeled egocentric discounting. 
For example, imagine estimating the age of someone from a photograph. You might 
make an initial estimate of 42 years old, see an advisor’s estimate of 50, and adjust 
your answer to 44. The initial estimate and advice in this example are 8 years apart. 
The revised answer of 44 reflects a movement of 2/8, which translates to putting 
25% weight on advice (WOA) and keeping 75% weight on your initial answer.

Subsequent research has found that 20% to 30% weight on advice is not 
descriptive of how people actually revise their judgments. The common pattern 
of 20% to 30% weight on advice is an average result of more extreme underlying 
behavior. Soll and Larrick (2009) showed that people often either choose one of 
the two answers (typically their own) or use an equal-weighted average. In their 
studies, the 30% mean weight on advice reflected a pattern of frequently ignor-
ing advice entirely (0% WOA), sometimes averaging their initial estimates with 
advice (50% WOA), and occasionally ignoring their own initial estimates and fully 
accepting advice (100% WOA). The most common response in these studies was 
0% weight on advice. Such an extreme strategy takes no advantage of the error-
canceling benefits of a two-person crowd and significantly hurts final accuracy. 
Subjects would have formed more accurate final estimates if they had given equal 
weight to their own estimates and advice (Soll & Larrick, 2009).4

Why do people put so much weight on their own estimates? Several explana-
tions have been offered. First, many people have an incorrect theory of combining 
judgments (Larrick & Soll, 2006), believing that averaging leads to mediocrity. 
Specifically, they incorrectly believe that the average judgment in a crowd is no 
more accurate than the average judge. Holding this incorrect belief is significantly 
related to ignoring advice (Larrick & Soll, 2006).

Other explanations for ignoring advice have focused on more psychological 
assumptions. Harvey and Harries (2004) proposed that people believe that the 
advisor is substantially less accurate than oneself. Yaniv and his colleagues (Yaniv, 
2004; Yaniv & Kleinberger, 2000) proposed that people weight their own answers 
more highly because they know the reasons for their own judgments but not those 
behind the judgments of others. Soll and Mannes (2011) tested both explanations 
by directly measuring subjects’ perceptions of their accuracy relative to their advi-
sor and by systematically providing or withholding cues at the time of revision 
(where seeing cues can remind subjects of their reasons for their initial answer). 
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They found some evidence for inflated perceptions of the self, but not enough 
to explain the frequent use of 0% WOA. Moreover, they found no effect of hav-
ing access to reasons on WOA. They proposed that the tendency to hold on to 
one’s judgment may be less cognitive and more motivational: One’s judgments are 
part of oneself and, like possessions, letting go of them is painful. Moreover, there 
may be an asymmetry in the regret of changing one’s mind. Actively giving up an 
initially accurate answer for a worse one may lead to more regret than passively 
holding on to an inaccurate answer and foregoing improvement (see Chapter 15 by 
Baron in this volume).

The advice-taking literature has found that a number of factors affect the weight 
placed on advice. Some factors are rational: Subjects weight advice more heavily 
when advisors are more experienced or knowledgeable (Harvey & Fischer, 1997; 
Soll & Larrick, 2009), when advisors express greater confidence in the quality of 
their advice (Sniezek & Buckley, 1995; Sniezek & Van Swol, 2001; Soll & Larrick, 
2009), and when the subject finds the task difficult (Gino & Moore, 2007). As 
long as people use these advisor characteristics according to their validity, shifting 
weight to more expert advisors is an effective response to these cues. Other factors 
are more psychological: Decision makers weight advice less heavily when they feel 
powerful (See, Morrison, Rothman, & Soll, 2011) and when they experience emo-
tions that increase feelings of certainty, such as anger (Gino & Schweitzer, 2008). 
This research identifies a practical set of factors that reduces the use of advice and 
can help practitioners in different fields, such as business and medicine, recognize 
when egocentric discounting will be at its greatest.

combining Judgments from a collective A smaller stream of research 
has focused on how people combine the opinions of multiple others. Most stud-
ies in this area have looked at how people combine judgments across a panel of 
experts. In these studies, subjects have not made their own initial judgment but are 
neutral arbiters deciding how to balance the judgments of others (Budescu, 2006; 
Harvey, Harries, & Fischer, 2000; Yaniv, 1997). Budescu and colleagues (Budescu, 
2006; Budescu, Rantilla, Yu, & Karelitz, 2003) have found that people tend to 
weight expert judgments in proportion to the expertise of different judges.

Two studies in this area have looked at advice taking from a group. As in the 
two-person advice research, these studies involve having people make an initial 
judgment and then revise it after seeing the estimates of a group (Mannes, 2009; 
Yaniv & Milyavsky, 2007). Yaniv and Milyavsky (2007) found that people cherry-
pick the advice from a larger crowd, focusing on the judgments most consistent 
with their own. Subjects effectively use their first guess as a standard of accu-
racy and dismiss discrepant advice. From a wisdom-of-crowds perspective, this is 
dangerous: It ignores the benefits of incorporating diverse perspectives to cancel 
error. Mannes (2009) explored the extent to which people listen to the average 
judgment from crowds of different sizes. Normatively, subjects would be wise to 
put less weight on themselves and more weight on the crowd as the crowd grows 
in size (reflecting a basic principle in statistics known as the law of large numbers). 
In addition, if all judges are expected to be equally accurate in advance, subjects 
would be wise to put the same weight on themselves as they do on each member 
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of the crowd (i.e., a 1/n weight on their own judgment and a (n – 1)/n weight on the 
crowd’s advice). Mannes found that people put more weight on larger crowds, as 
they should from a normative perspective, but not enough weight. They put only 
60% weight on advice from a nine-person crowd where equal weighting would 
require more than 90% weight. The consequence of egocentric weighting is that 
subjects paid a significant price in the accuracy of their final judgments.

Future Directions for the Psychology of the Wisdom of Crowds

The main conclusion from existing research is that people use crowds too little: 
They put too much weight on their own judgment and thereby miss out on the 
benefit of diverse perspectives for reducing error. This is a young and growing 
area of research. What are some of the unanswered questions? Perhaps a key 
issue that arises in the existing work is that advice is quantitative, impersonal, and 
unsolicited—it consists of seeing numerical estimates made by others (including 
group averages) and making conscious decisions about how best to combine them 
with one’s own independent estimates. The use of crowd judgments should be 
explored in other ways.

First, advice seeking could be an important variable to study. How often do 
people seek advice? Perhaps the easiest way to reduce error in judgment is to seek 
other’s opinions, and the failure to do so has the same negative consequences as 
ignoring advice. We suspect people seek advice less often than they should. How 
does seeking advice affect its use? The act of seeking advice is likely to increase 
the extent to which advice is used (Gino, 2008) and thereby improve judgment. It 
is also possible that seeking advice will lead people to pick a single expert and put 
too much faith in that single piece of advice.

Second, other advice-taking contexts may change openness to advice, such as 
face-to-face interactions or interactions with richer information sharing. Richer 
information sharing may lead to deeper information processing. Face-to-face inter-
actions may evoke processes such as empathy and mimicry that produce greater 
yielding to others.

Third, the benefits of independence should be carefully examined. Earlier we 
argued that independence increases diversity of perspective and thereby makes 
a crowd more accurate. Asch captured this idea when writing that “consensus, 
to be productive, requires that each individual contribute independently out of 
his experience and insight” (1955, p. 34). In this view, individual judgments are 
“inputs” to a combination process and they are more valuable if they are inde-
pendent. However, individual judgments can also be “outputs” from exposure to 
the judgments of collectives. Egocentric discounting of advice is an example of an 
inferior output. In output situations there may be a benefit if the individual does 
not have an independent opinion: Anchoring on a crowd may actually yield more 
accurate judgments because it ensures that individual judges are using a larger 
sample—even if unwittingly.

Consider a study that predates Asch. Jenness (1932) asked students to esti-
mate the number of beans in a jar. They made their estimates in a prescribed 
sequence: first individually, then by consensus in a three-person group, and then 
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individually again. The initial individual guesses missed the true value (811) by 305 
on average. The group consensus answers missed the value by just 91, producing a 
substantial improvement over their initial individual guesses. Strikingly, however, 
their final individual guesses missed by 122 on average—worse than the group 
answers. What went wrong? By reasserting their independence and deviating from 
the group answer, the subjects in Jenness’s study were less accurate than if they 
had simply placed their faith in the crowd.

Thus, we can think of crowd processes as having two stages. Independence is 
important at Stage 1, the input stage, because the effective sample size is increased 
when different judges make different errors. However, independence may be 
unimportant or even detrimental at Stage 2, the output stage, when a decision 
maker uses others’ judgments to form a final opinion that he or she is going to act 
on. Campbell adopted the Stage 2 perspective when he argued that, “[I]n Asch’s 
famous situation, the single true subject might rationally decide that, since every-
body’s eyes are imperfect, and since it would be so extremely infrequent that so 
many Swarthmore students would deliberately lie in a situation like this, it is more 
probable that his own eyes are wrong than that all of the others are wrong. He 
might, therefore, rationally decide that, if asked to bet, he would bet with the 
majority” (1961, p. 123). In contrast to the view inherited from the Asch tradition, 
social influence may actually be beneficial. Normative and informational influence 
may serve as a cognitive repair (Heath, Larrick, & Klayman, 1998) that mitigates 
depending too much on one’s own judgments. Influence ensures that people incor-
porate the wisdom of the crowd in their own judgments.

noteS
 1. One can conceive of bracketing in a group as the rate at which randomly selected pairs 

bracket the truth or as a ratio of the proportion of the crowd falling on each side of the 
truth. For example, if 60% of the crowd is high and 40% low, the pairwise bracketing 
rate is 1 – [(.6 × .6) + (.4 × .4)] = .48, and there is a 1.5 (.6/.4) ratio.

 2. This mathematical necessity can be proven by applying Jensen’s inequality. Let 
Judge i’s estimate on quantity j be represented as Xij = Tj + Dij, where Tj is the cor-
rect answer and Dij is the deviation, i = 1, 2, ..., n, and j = 1, 2, ..., m. Let w1, w2, ..., 
wn be the weights assigned to n judgments, where Wi = 1. Accuracy on a given esti-
mate is a function of the deviation, f(D). Typically, f(D) is increasing in |D|, so higher 
scores reflect lower accuracy. For a quantity j, the deviation for a weighted average 
is the weighted average of the deviations of the individual estimates:
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   In this chapter, we focus on absolute error as our accuracy standard because it 
is neutral in punishing larger versus small errors. Past forecast research has focused 
on squared error as the loss function, which implies that larger errors are worse than 
smaller ones. When squared error is used as the loss function, averaging is more accu-
rate than the average judge even when there is no bracketing.

   Aggregation also improves judgment using other criteria for accuracy, such as cor-
relations with the truth.

 3. Denrell and Fang (2010) showed that when a Wall Street Journal economist “wins” 
one period with more extreme judgments—that is, judgments that are outliers com-
pared to the rest of the group—they are actually less accurate than the average judge 
in subsequent periods.

 4. In these studies, subjects made judgments independently (yielding bracketing rates of 
30% to 40%), were randomly assigned advisors from their own subject population (yield-
ing small average differences in expertise between judges), and given cues to expertise 
such as self-expressed confidence or a small sample of past performance (which are 
weak cues). All of these features, which favor averaging, were known by subjects.
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Cognitive, Affective, and 

Special-Interest Barriers to 
Wise Policy Making

LISA L. SHU, CHIA-JUNG TSAY, and MAX H. BAzERMAN

W hy do legislators allow inefficient policies to persist rather than pass-
ing legislation that could improve society overall? This question has 
primarily been addressed by political scientists, but psychologists can 

contribute ways to overcome the problem. We review how psychological aspects of 
decision making result in policies that fail to achieve their intended effect of the 
greatest utilitarian good. We cover a multitude of barriers to the creation of bet-
ter policies, ranging from ordinary cognitive and affective biases that affect both 
individuals and organizations to the special-interest groups that capitalize on these 
biases. We also recommend techniques to help legislators overcome these barriers 
and pass legislation that benefits society at large.

Many ineffective government policies stem from the failure to identify and 
make optimal trade-offs by accepting small losses in exchange for larger gains. One 
positive change would be the type of policy change that economists call Pareto 
improvements. A Pareto improvement is a policy shift that helps some people and 
harms no one. However, true Pareto improvements at the societal level are rare; 
most changes require sacrifices from some. Thus, a more realistic goal for pol-
icy makers is near-Pareto improvements—those that greatly benefit some while 
imposing comparatively trivial losses upon others. Stiglitz (1998) argues that “if 
everyone except a narrowly defined special-interest group could be shown to benefit, 
surely the change should be made” (p. 4). This is especially true if the special-
interest group that stands to lose from a policy change has already manipulated the 
political system to its advantage.
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cognItIVe barrIerS In PolIcy makIng
Why do policy makers often fail to achieve optimal trade-offs through near-Pareto 
improvements? Research in political science and social psychology has revealed links 
between cognition and decision making that shed light on this question. Countering 
the myth of policy makers as rational actors equipped with complete, accurate infor-
mation about alternatives and consequences, research reveals that when considering 
issues of high complexity, decision makers are typically constrained by time, imper-
fect knowledge, and overreliance on general rules of thumb.

As we describe in this section, common cognitive biases can have a strong 
impact on agenda setting and policy formulation (Rosati, 2000), through effects 
such as loss aversion (Kahneman & Tversky, 1979) and the heightened salience of 
short-term considerations (Loewenstein & Thaler, 1989).

Loss Aversion

Loss aversion refers to the common tendency to overweight considerations of losses 
relative to gains (Kahneman & Tversky, 1979; Tversky & Kahneman, 1991). People 
generally expect the pain of losing to be larger than the pleasure of an equivalent-sized 
gain—a major barrier to the passage of legislation that contains such trade-offs.

Bazerman, Baron, and Shonk (2001) posed the following question:

 A. If you die in an accident, your heart and other organs will be used to save 
other lives. In addition, if you ever need an organ transplant, there will be 
a 90% chance that you will get the heart.

 B. If you die in an accident, you will be buried with your heart and other 
organs in your body. In addition, if you ever need an organ transplant, 
there will be a 45% chance that you will get the heart.

Which choice is more appealing to you? If you are like most people, Option 
A seems like the clear winner. Yet over 40,000 Americans are currently waiting 
for an organ transplant, and at least one-third of them probably will die waiting. 
Meanwhile, only 40% to 50% of the yearly 11,000 eligible donors actually donate 
their organs.

Policy discussions regarding organ donation have tended to focus on how to 
divide a small pie, that is, whether states or federal decision makers should deter-
mine who gets the limited number of organs. Overlooked in this debate is the 
question of how to expand the number of available organs.

A simple policy change could double the number of available organs. Consider 
that in the United States, citizens provide their explicit consent for organ dona-
tion after death. This system favors donors over recipients, despite the fact that 
recipients have much more to gain than donors have to lose. Meanwhile, many 
European countries have alleviated their organ shortages through a simple policy 
change (Johnson & Goldstein, 2003). Instead of instituting “required request,” they 
have a system of “presumed consent”: unless a citizen explicitly objects, he or she is 
assumed to be a potential donor. Because defaults strongly affect choice, this change 
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has saved thousands of lives (Thaler & Sunstein, 2008). Donations soared by 140% 
in Belgium after a presumed consent law was introduced. Meanwhile, the United 
States continues to pass up thousands of potential organ donations each year.

Current U.S. law makes organ donation an action and the withholding of donation 
an omission of action. People view harms arising from omissions as less blamewor-
thy than those from actions (Baron, 1990). Yet, Ritov and Baron (1990) show that 
the distinction between acts and omissions is arbitrary, created entirely by the 
default in the organ donation law.

Presumed consent changes the default. In return for the small risk that an 
individual’s true preference will be ignored—because of pressure to consent, for 
example—many lives are saved. Interestingly, even though the omissions of non-
donors inflict a death sentence on others, most do not regard their omission as 
immoral. In contrast, when consent is presumed, potential donors are forced to 
confront refusal as a harmful act. Tversky and Kahneman noted that “the adoption 
of a decision frame is an ethically significant act” (1981, p. 458). In the life-and-
death cases of organ donation, defaults matter.

The omission bias thrives on the human tendency to maintain the status quo 
(Samuelson & zeckhauser, 1988). Changes to government policy require action. As 
system justification theory suggests, existing social structures and policies may be 
perceived as just and legitimate (Jost & Banaji, 1994). Furthermore, just as we tend 
to focus on losses rather than gains when contemplating a change, we are also more 
likely to be concerned with the risk of change than the risk of failing to change. 
This status quo bias can lead to a dysfunctional desire to maintain a broken system 
(Bazerman, Baron, & Shonk, 2001).

The endowment effect, an important instance of the status quo bias, describes 
the gap between seller and buyer preferences—namely, sellers are more reluctant 
to give up a possession than buyers are eager to acquire it. In a famous set of 
experiments, Kahneman, Knetsch, and Thaler (1990) randomly gave mugs or pens 
to some participants, who were assigned to sell the objects. Other participants 
were assigned the role of buyer. Participants showed a staggering inability to agree 
on price. In one experiment, the average seller’s price of $5.75 for a mug was more 
than twice the average buyer’s price of $2.25 for the same mug. As a consequence, 
very few trades were made. In both laboratory and field experiments, people arbi-
trarily assigned to be buyers and sellers are unwilling to agree on a trading price 
(Cummings, Brookshire, & Schulze, 1986).

Most legislation assumes that resources will be allocated efficiently and opti-
mally regardless of initial ownership (Coase, 1960). Yet, undermining the ratio-
nale behind government auctions of everything from radio spectrum to mobile 
phone licensing, the endowment effect suggests that the volume of trade will be 
low (due to buyer unwillingness to pay and seller unwillingness to accept). This 
phenomenon limits market efficiency and has important consequences for poli-
cies concerning the protection and allocation of public goods such as clean water 
and air. As an example, one of the largest environmental initiatives to date, cap-
and-trade, is a market-driven solution to forestall climate change. The plan sets 
a ceiling on total pollutant emissions and allows corporations to trade emission 
permits to comply with the law. Cap-and-trade assumes that creating a market for 
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emission permits allows trading to determine an efficient way to allocate the right 
to pollute. However, if buyers and sellers have trouble agreeing on price because 
of the endowment effect, then the total volume of trade will be limited, making it 
difficult to set fair prices.

Policy bundling is one strategy to overcome the loss aversion underlying the 
endowment effect (Milkman, Mazza, Shu, Tsay, & Bazerman, 2009). In one study, 
a bill that would impose costs in Domain A (e.g., job losses in Town X) and ben-
efits in Domain B (e.g., acres of forest preserved in Town X) was combined with a 
matched bill that had the inverse structure in another town: benefits in Domain 
A (e.g., job gains in Town Y) and costs in Domain B (e.g., acres of forest lost in 
Town Y). In the combined bill, the costs and benefits of two separate bills gener-
ated net benefits in two domains. Although participants demonstrated loss aversion 
when evaluating each bill separately (through their unwillingness to support each 
individual bill), they overcame this aversion when considering the combined bill. 
This type of policy bundling could potentially allow policy makers to consider the 
overall advantages of legislation that contain necessary costs.

The Mythical Fixed Pie

Should the United States and Russia both reduce their nuclear arsenals by a third? 
The U.S. Senate faced this question as it considered the ratification of an agreement 
the Obama administration had reached with the Russian government. Some con-
servatives opposed the agreement, swayed more by thoughts of potential losses of 
U.S. strength than by thoughts of potential gains (reduction of the Russia arsenal).

Decades ago, former United States Congressman Floyd Spence (R-South 
Carolina) assessed a proposed agreement over nuclear warheads between the 
United States and the Soviet Union as follows: “I have had a philosophy for some 
time in regard to SALT [the proposed agreement], and it goes like this: the Russians 
will not accept a SALT treaty that is not in their best interest, and it seems to me 
that if it is their best interests, it can’t be in our best interest” (cited in Ross & 
Stillinger, 1991, p. 403). Spence’s attitude overlooked the possible benefits of dis-
armament and consequently may have exposed the world to a higher probability of 
nuclear annihilation.

Spence’s faulty reasoning is consistent with the tendency of many people to over-
simplify negotiations by viewing them as fixed pies—fights over a limited amount 
of resources whose size cannot be increased (Neale & Bazerman, 1991). For exam-
ple, environmental and industry leaders often adopt polarized views in disputes 
over regulation, land, and conservation. Yet most negotiations involve a number 
of issues, each with multiple dimensions. When parties have different assessments 
of the importance of these dimensions, they can make trade-offs to improve the 
overall quality of the agreement for both parties. Unfortunately, our intuition leads 
us to focus on losses rather than gains (Malhotra & Bazerman, 2007).

How can legislators overcome the fixed-pie mind-set? One solution is deliber-
ate, complex thinking about problems. Integrative complexity describes the degree 
to which one considers problems from multiple perspectives (Tetlock, Peterson, 
& Lerner, 1996). Low levels of integrative complexity—associated with viewing 
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negotiations in black and white—leads policy makers to recognize all the advan-
tages of a favored option and none of its drawbacks, or all the drawbacks of the 
opposition and none of its strengths. Utilitarian government policies result from 
integratively complex thinking that avoids the intransigent positions found in most 
political, economic, or environmental negotiations (Gruenfeld, 1995; Tetlock, 
Peterson, & Lerner, 1996). Policy makers can increase the complexity of their deci-
sion making by identifying the pros and cons of various options and searching for 
the best overall balance. In 1990, the Environmental Protection Agency (EPA) 
and Unocal Corporation cleverly did so in the realm of air pollution (Bazerman 
& Hoffman, 1999). Rather than undertaking costly and inefficient refinery reno-
vations, Unocal launched a program to clear the air more cheaply: they bought 
pre-1971 high-polluting vehicles from the Los Angeles area for $600 apiece and 
scrapped them. Unocal determined and documented that it prevented nearly 13 
million pounds of air pollution per year from contaminating the L.A. basin. That 
level of reduction would have cost 10 times as much and taken 10 times as long had 
it been undertaken at the company’s refinery (Stegemeier, 1995).

Discounting the Future

Would you prefer to be paid $10 today or $12 next week? People often say they 
would prefer to receive $10 today, ignoring the opportunity to earn a 20% pre-
mium for a weeklong investment. By overweighting the present benefit and 
discounting the larger long-term return, people focus too much on short-term 
considerations and often forgo much higher longer term returns (Loewenstein & 
Thaler, 1989).

Legislators are notorious for focusing on short-term rather than long-term goals. 
Near the end of each term, the prospect of reelection exacerbates the tendency to 
overweight present costs relative to future benefits. From society’s perspective, 
policy makers who overweight present concerns are not merely shortsighted, but 
also unintentionally immoral, as their present-day decisions will rob future genera-
tions of opportunities and resources (Ackerman & Heinzerling, 2004).

Of course, policies require collective action to have their intended effect (Aidt, 
Dutta, & Loukoianova, 2003). Citizens often forgo much larger benefits that would 
accrue in the future in favor of benefits available today (Loewenstein & Thaler, 
1989). For example, most U.S. citizens would agree that the nation should curtail 
domestic consumption of nonrenewable energy sources and reduce its contribu-
tion to climate change. Yet most also prefer to consume resources today in lieu of 
conserving for tomorrow, even when they could benefit financially from a change 
(e.g., installing a smart meter on their home or trading a standard car for a hybrid 
model).

Such intertemporal choices—those involving trade-offs among costs and ben-
efits that accrue in different periods—are important and ubiquitous (Frederick, 
Loewenstein, & O’Donoghue, 2002). They represent just one category of intrapersonal 
conflict between an individual’s “multiple selves” (Bazerman, Tenbrunsel, & Wade-
Benzoni, 1998). We will return to this phenomenon in our discussion of the tension 
between reason and emotion.
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affectIVe barrIerS In PolIcy makIng
Looking beyond decision making as simply a cognitive process, researchers 
have begun to investigate the emotional influences that can color, inform, and 
impede wise policy making. Earlier work revealed both cognitive and affective 
bases of attitudes toward social policies such as abortion, affirmative action, 
and welfare (Eagly, Mladinic, & Otto, 1994) and suggested the need to further 
elaborate how affect influences cognitive processes in policy decision making 
(Geva, Mayhar, & Skorick, 2000). Recent research on affect has revealed the 
many ways in which emotions significantly impact endorsement and support for 
policies, as well as the ways in which citizens actively engage with political life. 
Emotions can serve as a basis of judgment (Schwarz, 2000), as a lens through 
which we process information (Marcus & MacKuen, 1993), and as informational 
cues (DeSteno, Petty, Rucker, Wegener, & Braverman, 2004). Neuroscientific 
research points to the biological roots of emotions, including bodily states and 
neural systems, in decision making under uncertainty (Naqvi, Shiv, & Bechara, 
2006). Thus, it is important to examine the many ways in which emotions impact 
policy makers.

Although some work suggests that certain social policy decisions tend to be 
based primarily on cognition (Dovidio, Esses, Beach, & Gaertner, 2002), emo-
tions may play a strong role in other policy preferences (Gordon & Arian, 2001). 
Exploring the influence of emotional states on citizens’ support for social policies, 
Gault and Sabini (2000) found that differences in both affective states and traits 
can lead to different policy preferences. Emotion effects can also extend beyond 
policy endorsement and into the level of engagement with and attention to elec-
tions and political life (Marcus & MacKuen, 1993).

Emotions and Attribution

In early emotion research, temporary mood states were found to influence the use 
of heuristics and stereotyped judgment (Bodenhausen, Kramer, & Suesser, 1994) 
and the occurrence of the fundamental attribution error (the tendency to give too 
much weight to personality factors rather than situational factors when assessing 
others’ behavior) through the induction of different cognitive processing strategies 
(Forgas, 1995). Later research showed that certainty-associated emotions (such 
as happiness, disgust, anger, or contentment) result in more heuristic processing, 
whereas uncertainty-associated emotions (such as hope, worry, surprise, or fear) 
result in more systematic processing (Tiedens & Linton, 2001). Mood effects on 
social judgment are most likely when complex information is open to multiple inter-
pretations and requires constructive, transformative processing (Forgas, 1995).

The joint effects of emotions and attribution have been explored in the realm 
of international conflict. In examining Israeli Jews’ responses to the Arab–Israeli 
conflict, Bizman and Hoffman (1993) found that participants’ perceived locus, con-
trollability, and stability regarding the issue predicted their outcome expectations, 
emotional responses to ethnic groups, and support for different strategies of con-
flict resolution. For participants who perceived themselves to have less control over 
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the issue, attributing the conflict to Israel was associated with increased shame and 
guilt, as well as a preference for negotiation and concession over nonresolution.

Mood Congruence

The close relationship between emotions and cognition is also evident in percep-
tion and free association. People pay special attention to mood-congruent informa-
tion, and better recall and recognize information that is mood congruent (Bower, 
1981). For example, inducing unpleasant moods resulted in participants recalling 
a greater percentage of unpleasant experiences. Inducing anger or happiness also 
affected cognitive processes such as social perception and snap judgment; angry 
participants were more likely to find fault with others, whereas happy participants 
had more charitable interpretations of others.

DeSteno et al. (2004) found that these effects extend into the political world. 
Specific emotions can inflate expectations of affectively congruent events. For 
example, when citizens are primed to experience anger while receiving political 
messages, they tend to expect angering events. These effects can influence the 
impact of a candidate’s message and shift public support toward certain policies. 
Beyond primed emotions, naturally occurring emotions also affect predictions of 
probability regarding the media, local issues, and state political and economic issues 
(Mayer, Gaschke, Braverman, & Evans, 1992). Such emotions, as well as primed 
affect, can contribute to suboptimal decisions through effects on how events and 
information are understood.

Framing and Preference Reversals

Emotional responses can mediate the effect of framing on opinions about public 
policies. In one study, more emotionally engaging frames elicited emotions such 
as sympathy and pity, which were then associated with increased opposition to 
mandatory minimum sentencing (Gross, 2008). Such findings suggest that fram-
ing may evoke specific emotions that lead to distinct policy preferences (zebel, 
zimmermann, Viki, & Doosje, 2008).

Emotional responses may also help explain preference reversals, and specifi-
cally the tendency to prefer one option when alternatives are presented one at 
a time (separate evaluation) but a different option when the same options are 
simultaneously presented (joint evaluation) (Bazerman, Loewenstein, & White, 
1992). A more cognitive explanation for preference reversals centers on the rel-
ative difficulty of evaluating two options separately versus side by side (Hsee, 
Loewenstein, Blount, & Bazerman, 1999). The emotional component of such 
inconsistencies has emerged in preferences on social, public health, and environ-
mental issues (Kahneman & Ritov, 1994). When issues are presented separately, 
people prefer more “affectively arousing” choices than when issues are presented 
together. For example, interventions to help “dolphins threatened by pollution” 
were more important to participants than “skin cancer in farm workers” when 
these issues were presented one at a time. But when choosing between the two 
issues simultaneously, participants were more than twice as likely to vote to help 
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the farm workers. The affect heuristic (Slovic, Finucane, Peters, & MacGregor, 
2002) explains the tendency to prefer emotionally driven, vivid options under 
separate evaluation, whereas joint assessment promotes more logical, deliberate 
processing and thus more rational decision making (Bazerman, Tenbrunsel, & 
Wade-Benzoni, 1998).

Finally, preference reversals may have more subtle implications for the dif-
ferent decision-making contexts that policy makers versus constituents face. Joint 
comparison may allow for a more systematic consideration of overall value and 
relevance, and policy makers typically vote and choose among several alternate 
policies at a time. By contrast, their constituents learn about a single policy at a 
time. Policy makers may project their preferences in the joint evaluation mode 
onto their predictions and choices, potentially overweighting differences that seem 
distinct but are actually less significant when experienced by their constituents. 
This inconsistency might be ameliorated if policy makers also simulate the single 
evaluation experience as they make decisions (Hsee & zhang, 2004).

The Emotional and Reasoned Selves: Want Versus Should Options

Many policies ask citizens to trade current sacrifices for longer term benefits. 
For example, people may believe they should support a gas tax to help balance 
the federal budget, yet at the same time, they do not actually want the tax to be 
implemented. Examining this tension between reason and emotion, the multiple-
selves theory (Schelling, 1984) suggests that an internal conflict exists between an 
emotionally guided “want” self and a deliberate and reflective “should” self. The 
want self favors decisions that provide immediate gratification, whereas the should 
self understands the value of alternatives that better serve our long-term interests 
(Bazerman & Moore, 2008).

Policy proposals fail when voters’ “want” desires overwhelm their “should” 
desires by inflating the importance of the immediate costs associated with pol-
icy implementation. Rogers and Bazerman (2008) show that people will be more 
likely to support environmental policies with immediate costs but long-term 
benefits when the policies will be implemented after a time delay—even a short 
one—rather than immediately. This finding indicates that the temporal element 
of the want–should conflict affects the degree to which citizens and legislators 
will endorse certain policies. Adding even a slight delay to policy implementation 
could help people overcome the strong influence of their emotional “want” con-
cerns about immediate costs and focus on longer term “should” concerns that will 
reap benefits tomorrow.

The vividness of an issue can also trigger emotional reactions that appeal to the 
want self. People sometimes misallocate scarce resources to address vivid concerns 
(Bazerman & Moore, 2008) rather than devoting them to problems that would 
benefit more from funds. In one study, participants’ decisions about their recom-
mended course of action regarding nuclear defense and weapons production were 
associated with the availability of nuclear-related images and emotional responses 
to nuclear war (Chibnall & Wiener, 1988). In addition, those who most quickly 
recalled images of nuclear war were more likely than other participants to support 
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continued or increased arms production. This finding is in keeping with the avail-
ability heuristic, which indicates that people will estimate a high likelihood of 
events that they can easily imagine (Tversky & Kahneman, 1974).

Specific Emotions, Risk Perception, and Policy Preferences

Some of the recent research on affect has moved beyond a valence-based view 
of positive versus negative emotions to explore how specific emotions, such as 
anger, sadness, and fear, activate distinct cognitive predispositions through 
which people appraise events (Lerner & Keltner, 2000). This research finds 
that incidental emotions—those unrelated to the decision at hand—influence 
the cognitive biases discussed earlier in this chapter, such as the endowment 
effect, loss aversion, and the status quo bias. For example, Lerner, Small, and 
Loewenstein (2004) distinguish between the effects of specific negative emo-
tions on the endowment effect. In one experiment, incidental disgust triggered 
the desire to expel and led to lower selling and choice prices, whereas incidental 
sadness led to the desire to change one’s circumstances and thus to lower selling 
prices but higher choice prices. Importantly, and perhaps surprisingly, partici-
pants were not aware of how these emotions affected their decisions. Incidental 
emotions may be momentary and mild, but their consequences can be far reach-
ing (Andrade & Ariely, 2009).

This nuanced understanding of specific emotions has implications for policy 
decisions. For example, perceived threat and anxiety are both common reactions to 
terrorism, yet they have distinct and even contradictory effects on policy endorse-
ment. In one study, anxiety led to greater risk aversion and reduced support for mil-
itary action, whereas perceived threat led to increased support for more aggressive 
antiterrorism policies, including government monitoring of telephones and e-mail 
messages (Huddy, Feldman, Taber, & Lahev, 2005). In another study, perceived 
foreign threat heightened participants’ sense of national identity, which led them 
to feel intolerant of international diversity and to endorse policies of assimilation 
(Davies, Steele, & Markus, 2008).

Threat has also been linked to the information processing of other types of 
conflict. When participants in one study perceived a high level of threat, they 
preferred more incendiary policies regarding the Arab–Israeli conflict, suggest-
ing that their choices were dominated by emotion rather than reason (Gordon & 
Arian, 2001). By contrast, under low levels of threat, cognitive factors are good 
predictors of support for policies. The more affectively led want self and the more 
rational and deliberate should self could explain the finding that fear predicts sup-
port for punitive crime policies, whereas the preference for preventive policies is 
mediated by cognitive complexity (Sotirovic, 2001).

In a study of the occupation of Iraq after the 2003 collapse of Saddam Hussein’s 
regime, Iyer, Schmader, and Lickel (2007) found that a nation’s foreign policy can 
elicit specific self-critical emotions, such as shame, in its citizens. These emo-
tions then predicted intentions to support opposition campaigns. Both shame and 
anger predicted whether American participants preferred for the United States 
to withdraw troops from Iraq; when anger was directed at the in-group and its 
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representatives, it also predicted the preference to compensate Iraq for the inva-
sion and confront those responsible for it.

Turning to the effects of specific emotions on risk perception, earlier calls for a 
sociocognitive approach to risk (Vertzberger, 1995) that focuses on decision mak-
ers’ actual preferences and behaviors as a social construct have been energized by 
recent research on affect and risk. Emotions affect risk perceptions (Bazerman & 
Moore, 2008), leading to more optimistic or pessimistic risk assessments and changes 
in risk-seeking versus risk-averse behaviors. Specifically, anger tends to prompt 
optimistic risk assessments, and fear leads to more risk-avoidant choices (Lerner, 
Gonzalez, Small, & Fischhoff, 2003). These effects remain even when the emotions 
are incidental to the situation (Lerner & Tiedens, 2006). Such emotions can impact 
not only risk perceptions, but also policy preferences, such that both primed and 
naturally occurring emotions produce shifts in views toward terrorism policies. In 
one study, anger, as compared with sadness, increased support for vengeful policies 
and decreased support for conciliatory policies (Lerner et al., 2003).

the SocIal PSychology of 
dISInformatIon camPaIgnS

Most wise legislation has opponents. Despite the fact that tobacco killed about 
100 million people in the 20th century and is projected to kill as many as a billion 
people in the 21st century, there remain some who oppose government regulation 
of the tobacco industry (see Proctor, 2001, and Bazerman & Tenbrunsel, 2011, 
for reviews). Similarly, despite the continual pattern of auditor corruption, lack 
of independence, and massive financial scandals, many argue that auditor depen-
dence on clients is not a problem that needs to be addressed (Antle, 1984). And 
despite a clear consensus among scientists who are not paid for their opinion that 
the earth is warming and that humans are exacerbating the problem, the deniers 
of climate change continue to receive ample media coverage.

Special-interest groups intentionally distort information to influence gov-
ernment policy. Politicians and other professionals face psychological obstacles 
in confronting and overcoming these corrupting influences, and citizens fail to 
hold elected officials accountable for them. Most citizens would agree that it is 
wrong to cheat, steal, and lie. But we have less to say when special-interest groups 
unethically promote laws and regulatory systems that can be predicted to fail to 
maximize the interests of our broader society. Nor do most people object when 
politicians, historians, economists, scientists, doctors, and other professionals con-
tort their supposedly unbiased views in the service of special-interest groups for 
their own personal gain.

Across industries and time, special-interest groups use a number of common 
strategies to maintain the status quo that work against society’s best interest. As 
noted previously, when contemplating a potential policy change, citizens and poli-
ticians tend to be more concerned about the risk of change than about the risk 
of failing to change. This tendency contrasts with a more rational analysis that 
would compare whether the expected gains of a policy exceed expected losses. 
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But individual-level loss aversion leads us to reject even policies that have smaller 
losses than gains. Thus, loss aversion at the individual level supports the status quo, 
corrupt institutional processes, and deficient public policies. In particular, special-
interest groups use the following three tactics that capitalize on maintaining the 
status quo: (1) obfuscation; (2) the claimed need to search for a smoking gun; and 
(3) shifting views of the argument against change.

Obfuscation

One way that special-interest groups delay governmental response is through 
obfuscation, or the practice of communicating in a deliberately confusing or 
ambiguous manner with the intention of misleading the listener. These groups 
strive to create reasonable doubt about change in the minds of citizens and pol-
icy makers in order to promote the status quo. Psychologically, the status quo 
becomes even more attractive when ambiguity about the costs and benefits of 
change exists. This ambiguity also allows citizens to hold on to existing beliefs 
through motivated reasoning, such that they distort information and perspectives 
in a belief-consistent way—discounting those who do not support their beliefs 
and quickly accepting those who do (Edwards & Smith, 1996; Lord, Ross, & 
Lepper, 1979).

Ample evidence suggests that the U.S. tobacco industry knew far more 
about the hazards of cigarette smoking before the public health community did 
(Proctor, 2001). To avoid antismoking measures, the tobacco industry intention-
ally and strategically created confusion about the health effects of smoking since 
at least early 1950 (Brandt, 2007). The tobacco industry is now following the 
same strategy in the domain of second-hand smoke. Since 1981, strong evidence 
has been available that second-hand smoke causes lung cancer, but the tobacco 
industry has countered by fostering doubt about this scientific research in the 
public mind.

Similarly, the coal, oil, and automotive industries have obfuscated over the last 
decade on the role of humans in creating the problem of climate change. Even 
after clear consensus emerged among impartial scientists (those not paid for their 
views), the oil and coal industries spent enormous amounts of time and money 
communicating to the public that some “experts” doubt the existence of climate 
change—and that even if it did exist, these experts doubt the role of humans in 
perpetuating it. Similar patterns can be found across industries and among other 
special-interest groups (Bazerman & Tenbrunsel, 2011).

The Search for a Smoking Gun

In most developed economies, an auditing profession exists to provide outside par-
ties with the assurance that an independent, impartial auditor can vouch for the 
stated financial condition of publicly traded companies. Which of the following 
strategies, taken from Bazerman, Moore, Tetlock, and Tanlu (2006), do you think 
would better ensure the integrity of the auditing profession?
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 1. In order to maintain auditor independence, auditors are prohibited from 
establishing durable long-term cooperative partnerships with their cli-
ents, from providing nonaudit services to their clients, and from taking 
jobs with their clients.

 2. Begin with a variety of incentives that motivate auditors to want to please 
their clients. Next, try to identify a complex set of legislative and profes-
sional incentives to counteract the corrupting influences created by the 
desire to please the client.

Bazerman et al. (2006) offered this rhetorical question to highlight the absur-
dity of current rules regarding auditing. Most agree it makes more sense to begin 
with a truly independent system than to add patches to an existing, corrupt sys-
tem—one in which auditors are dependent on their clients for future auditing 
and consulting business. Auditors rely on their clients to provide data to conduct 
audits; they knowingly anticipate an error rate of 5% to 10% in client-provided 
data. Accounting firms’ internal models often build in this margin of error by 
representing valuation in intervals. Auditors’ current dependence on appeasing 
clients in order to gain (or keep) future business puts pressure on auditors to 
report the maximum valuation in their predetermined range. Such inflation in 
value is compounded in cases of parent corporations with multiple subsidiaries 
(some of which are created explicitly to confound a fair assessment of value). 
Yet in public Securities and Exchange Commission (SEC) hearings in 2000, the 
auditing industry succeeded in convincing the federal government that no clear 
evidence exists of audit conflicts of interest. The CEOs of the Big Five account-
ing firms testified there was no evidence of a single audit being tainted as a result 
of the auditing–consulting relationship. Without a smoking gun, they argued, 
no change was necessary. Consequently, only trivial changes were made to the 
existing system.

Bazerman et al. (2006) argued that in 2000, a smoking gun should not have 
been necessary to conclude that massive changes were needed to create auditor 
independence. How could unbiased opinions be expected from firms whose finan-
cial survival relies on preserving long-term client relationships? In fact, soon after 
the SEC hearings, Big Five accounting firm Arthur Andersen collapsed after being 
implicated in the fall of energy-trading giant Enron, and a wave of other spec-
tacular accounting scandals followed. Even after these disasters, facing significant 
political pressure, Congress implemented only minor changes to the system, in the 
form of the Sarbanes–Oxley Act. As this story makes clear, when society waits for 
a smoking gun, it typically waits too long.

Shifting Views of the Facts

Special-interest groups that oppose wise reforms typically present their own distorted 
view of the “facts.” Often, as knowledge of the issue develops, the special-interest 
groups’ positions become untenable. When maintaining these facts is not possi-
ble, these groups simply change their position and deny their past connection to 
claims they now acknowledge, in the face of overwhelming evidence, to be clearly 
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false. The tobacco industry, for example, long held fast to the view that cigarettes 
were not only harmless, but that smokers might even achieve some positive health 
benefits from them. Then, as evidence of the connection between lung cancer 
and smoking mounted, the industry acknowledged that cigarettes might be one of 
many possible causes of lung cancer but argued that no specific cancer could be 
traced to cigarettes and that the causal path was unclear. Soon after seven industry 
CEOs testified to Congress in 1994 that cigarettes do not cause cancer, all seven 
CEOs were replaced. Once the tobacco companies admitted that cigarette smok-
ing caused lung cancer, in a breathtaking about-face, they argued that smokers who 
developed lung cancer should not be allowed to sue the industry for damages, since 
it was public knowledge that tobacco might be harmful. They made this claim 
despite the industry’s disinformation campaigns across decades and its persistent 
attempts to turn teenagers into addicts (Brandt, 2007).

Similarly, the U.S. auditing industry transitioned from the claim that its 
reputation protected it from conflicts of interest to the view that disclosure of 
conflicts of interest is an effective response. When accounting disasters made it 
clear that disclosure was not an effective solution to the problem, the auditors 
changed their views again. This time, they argued that solving the problem of 
independence would not be worth the cost—ignoring the fact that if audits are 
not independent, there is no reason for them to be conducted. Here again, the 
goal of this special-interest group was to maintain the status quo, not to pursue 
wise policy.

The same behaviors have occurred in the debate over climate change. After 
decades of obfuscation, the oil industry has made a relatively rapid shift in recent 
years: from insisting that manmade global warming does not exist, to claiming 
global warming is not caused by human actions, to arguing that it would not be 
worth the enormous costs to fix the problem.1 Essentially, the industry has tried 
to maintain the most reactionary view that is defensible, shifting its positions only 
out of necessity.

Across these three strategies, special-interest groups have successfully used 
our biases against us, capitalizing on the uncertainty and ambiguity that fuel the 
status quo effect.

concluSIon
In this chapter, we have reviewed a multitude of barriers to the creation of wise 
policies, including those that are innate—both cognitive and affective—as well 
as those that special-interest groups create. By identifying these systematic and 
predictable roadblocks, we hope to help citizens and policy makers overcome these 
barriers, design policies that avoid these pitfalls in our decision-making processes, 
and ultimately support the passage of wiser legislation.

We believe that psychologists deserve a role in helping to improve government 
policies, especially in light of the influence that economists currently have in gov-
ernment. It is common for economists to spend time in Washington without dam-
age to their academic career. By contrast, social psychologists rarely spend time in 
Washington, and if they do, their colleagues may perceive them to be transitioning 
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away from scholarly research. It is not surprising that economics has become the 
dominant social science in the highest spheres of influence. But we also need a bet-
ter understanding of the psychology of decision making in government. To make 
this contribution, psychologists must become willing to move across traditional 
career boundaries and constraints, to take the risk of cross-disciplinary exchange, 
and to invest in the public policy-making process.

Additionally, for psychological findings to have an influence on public policy, psy-
chologists must become more comfortable with prescriptive frameworks. Most research 
psychologists take pride in being descriptive, not prescriptive, with behavioral decision 
researchers serving as exceptions (Bazerman & Moore, 2008). Behavioral decision 
researchers delineate the systematic ways in which people psychologically deviate from 
rational behavior. By revealing common mistakes that can be avoided, researchers can 
recommend the changes needed to improve society. When psychologists move beyond 
mere descriptions of behaviors and begin to articulate prescriptions, the power of psy-
chology can be harnessed to improve the public arena.

note
 1. There have been some courageous exceptions. For example, in 1997, Lord John 

Browne, then the CEO of British Petroleum, made clear that he believed climate 
change existed and was caused by human actions, but this was years after a clear sci-
entific consensus had already emerged on the issue.
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Where Do Nonutilitarian 

Moral Rules Come From?
JONATHAN BARON

IntroductIon

Heuristics and Biases

T he heuristics and biases approach to the study of judgment and decision 
making originated in the work of Daniel Kahneman and Amos Tversky in 
several publications in the 1970s and 1980s (for example, Gilovich, Griffin, 

& Kahneman, 2002; Kahneman, Slovic, & Tversky, 1982; Kahneman & Tversky, 
2000). The idea was to compare judgments and decisions in laboratory experi-
ments to normative models and look for systematic departures, which were called 
biases. Normative models were specifications of the right answer, the standard for 
evaluation of the responses. Examples of normative models were probability the-
ory,  statistics, and expected-utility theory. Many of the biases could be explained 
in terms of the use of heuristics, that is, rules that are not guaranteed to produce 
normative responses but were used because they usually approximated such out-
comes. Yet sometimes they were quite misleading. An example is judging the prob-
ability that an example is a member of a category in terms of the similarity of the 
example to the category, the representativeness heuristic. This heuristic is often 
useful but it ignores the size of the category and is thus misleading when possible 
categories differ in size.

Since about 1990, researchers have applied this approach to moral judgments 
(for example, Ritov & Baron, 1990; Spranca, Minsk, & Baron, 1991; for some recent 
examples, see Bartels, Bauman, Skitka, & Medlin, 2009), with varying degrees of 
commitment to the basic approach. The problem here is that the normative models 
are controversial. Yet, utilitarianism has often been adopted as a provisional model 
even by researchers who do not accept it as a moral theory. Utilitarianism holds 
that the best judgment is the one that is most consistent with producing the best 
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total consequences. It also assumes that when outcomes affect several people we 
can think of the total consequences as the sum of consequences for individuals. 
(In this regard, it is a specific form of a more general theory called consequential-
ism, but something close to the utilitarian form is required for many experiments, 
which, for example, concern trading some lives for other lives and assume that 
numbers matter.)

The general finding is that people depart from utilitarian judgments in specific 
ways. Three that have been studied recently are omission bias, indirectness bias, 
and contact bias. (Recent literature, such as Cushman, Young, and Hauser, 2006, 
has sometimes used “action” and “intention” to refer to omission and indirect-
ness, respectively.) Omission bias has been studied in two ways, which we might 
loosely call judgment and choice. In judgment, subjects are given a scenario in 
which someone causes harm intentionally, either through action or omission, and 
the subject is asked which is worse or whether they are both equally immoral. The 
general finding here is that, depending on the scenario and the subjects, about 
half of the subjects say that the action is worse and half say they are equally bad. 
Sometimes a lot more than half and sometimes a lot less. An example is lying versus 
withholding the truth when you know that the latter will lead to exactly the same 
false belief as lying.

In choice, the subject compares two options facing a decision maker, one 
leading to harm through action and the other leading to harm through omission. 
Usually the harm from omission is greater, so we can think of the action as caus-
ing some harm to prevent greater harm. The classic situation is whether to divert 
a runaway trolley headed for five people to a different track, where it will head for 
only two people (Foot, 1978). Of interest is the fact that some subjects choose to 
accept greater harm from omission, that is, not diverting the trolley. The results 
depend heavily on the details of the situation and the numbers affected.

Indirectness bias has to do with whether a harm is caused directly or indirectly 
as a side effect (Royzman & Baron, 2002). A clear example in real life is the atti-
tude of Catholic hospitals toward women whose life was threatened by their preg-
nancy. It was considered immoral to abort the fetus to save the mother but morally 
acceptable to remove the mother’s uterus to save the mother, thus killing the fetus 
as a side effect (Bennett, 1966). The direct harm to the fetus was the problem. (In 
both cases, all effects were expected and foreseen, and the harm to the fetus was 
undesired yet saving the mother was desired, so it is difficult to speak of a differ-
ence in intention here.)

The contact effect is that harmful actions are seen as worse if they involve 
direct contact between the person doing the harm and the person harmed. For 
example, in the trolley problem, many people accept the option of switching the 
trolley yet far fewer are willing to push a fat man off a bridge (killing him) in order 
to stop the trolley and save the lives of five others.

All three of these effects are related, in that they may all be seen as the result 
of a single principle based on physical causality. In all cases, when the physical 
relationship between the behavior and its cause is greater or clearer, the morality 
of causing the harm is worse. Thus we can think of these principles as resulting 
from a heuristic in which moral judgments are based on direct physical causality, 
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roughly analogous to probability judgments being based on similarity. I shall also 
speak of a “do no harm” heuristic, where it is understood that do means to bring 
about through physical causation.

I should also note that such moral heuristics are found outside of the moral 
domain. They may be general heuristics for decision making and for blame, includ-
ing self-blame, rather than specifically moral ones. Despite this possibility, Sunstein 
(2005) has called them “moral heuristics.”

Moral Heuristics and Public Policy

Moral heuristics are of interest in part because they shed light on public policies 
that lead to suboptimal outcomes (Baron, 1994; Sunstein, 2005). Consider as an 
example—in fact the main example discussed in this chapter—the do-no-harm 
heuristic, which seems to lead us to think of actions that lead to harm as worse than 
omissions that lead to equal or greater harm (Baron & Ritov, 2004, 2009a; Ritov 
& Baron, 1990; Spranca et al., 1991). This omission bias leads citizens, legislators, 
courts, and regulators to support inefficient policies, inefficient because they allow 
harms to occur that could be prevented by causing lesser harms.

Examples of such policies are the slow approval of beneficial drugs (Baron, 
Bazerman, & Shonk, 2006), the tendency of government to review proposals for 
new regulations while ignoring the possibility that regulations are needed that are 
not being made (Baron, 1999), the lack of concern of research review boards about 
the lost benefits of the research they prevent (Baron, 2006), low rates of organ 
donation (Johnson & Goldstein, 2003), epidemics that result from  vaccination 
refusal, rejection of beneficial trade agreements (Baron, Bazerman, & Skonk, 
2006), and, more generally, the neglect of the suffering of the distant poor (Singer, 
1993; Slovic, 2007).

The claim that moral heuristics affect policies requires an assumption that we 
might call the “simple effect hypothesis”: decisions made by trying to follow prin-
ciple P usually yield outcomes more consistent with P than are the outcomes of 
decisions made in other ways. In other words, for most cases, most of the time, 
at least in matters of public policy, any attempt to follow a principle other than 
“choose the policy that yields the highest expected utility, all things considered,” is 
likely not to yield the highest expected utility. The simple utilitarian principle is not 
self-defeating; it is, rather, exactly what we should try to follow if we want the best 
possible outcomes.1 This principle may be false, although it is hard to tell from indi-
vidual cases; most of the apparent counterexamples (such as the use of the atomic 
bomb against Japan) can be seen as failures to apply the principle correctly.

deontology and deVeloPment
Omission bias is an example of a class of rules that are also in some cases advo-
cated by philosophers who favor deontology over consequentialism (Greene, 2007). 
It might be argued that such philosophers are subject to the same psychological 
biases as are many ordinary people. They use these moral heuristics, such as do 
no harm, and then they elevate these to principles. Other examples of these rules 
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concern those concerning autonomy and consent, rights, retributive punishment, 
and fairness.

The question I address here is where these rules come from. If we could answer 
this question, it might help us to find ways to reduce their deleterious effects on 
public policy. Some explanations are functionalist, explaining each moral rule in 
terms of its benefits, compared (usually) to not having any rule. I know of no case 
in which the utilitarian rule is considered as an alternative. Some of these explana-
tions are based on the idea that we have specific cognitive modules that are the 
result of evolution, analogous to proposals about linguistic competence (Hauser, 
2006; Mikhail, 2009). Of course, utilitarian rules could also be explained in terms 
of their function, either through biological evolution, learning, cultural evolution, 
or reflective thought (possibly passed on through culture).

My aim here is to provide an alternative account of the origin of some non-
utilitarian moral principles. One reason for seeking an alternative is that these 
principles appear not to be optimally functional. Moreover, all the principles that 
I consider are not universally endorsed or followed among people. Many people 
exhibit essentially no omission bias in questionnaire studies using several hypo-
thetical cases. The variation in other effects is similarly large. If nonutilitarian 
rules resulted from a hard-wired cognitive module, such as variation, they would 
be more difficult (although not impossible) to explain. Biases are sometimes called 
“cognitive illusions,” by analogy with optical illusions. But they are quite different 
in that most optical illusions are universal except for people with identifiable medi-
cal conditions, but these cognitive illusions like omission bias are not.

This alternative account does not exclude other accounts, and it may well be 
that several kinds of mechanisms are at work. In fact, my proposal might be seen 
as part of a larger proposal containing different accounts. The larger proposal, 
which I shall not develop here, would suggest that we can divide the development 
of moral principles into a few rough categories, two of which would be utilitarian 
and deontological.

Utilitarian rules would arise from perspective taking in the most general 
sense, including emotions such as sympathy and empathy. As Hare (1963, 1981) 
has argued, the basis of utilitarian reasoning is the Golden Rule, which asks us 
to put ourselves in the position of others. Children can learn to put themselves in 
the position of someone else, and this can serve as the basis for a kind of moral 
education based on utilitarianism (Baron, 1993, chap. 8); the one additional step 
required is to apply the Golden Rule to all of those affected, as if you simultane-
ously took into yourself all of their (conflicting) goals and made them your own. 
The kind of early training that might be relevant is what many parents do natu-
rally, asking “How would it feel if someone did that to you? ” or “Wouldn’t it make 
grandma happy if you …?” Of course, the more advanced stages of such education 
will involve integrating the positions of all those affected, and ultimately under-
standing the role of various kinds of disciplinary knowledge (such as economics), 
but this is not necessary for making judgments of alternative public policies that 
affect different groups in different ways and certainly not for everyday moral judg-
ments. One implication of the argument I make here, in its most extreme form, is 
that parents who rely entirely on perspective taking might produce children who 
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grow up to be reasonably sensitive and who are also not particularly tempted to 
endorse deontological moral rules. These people would show up in studies of moral 
heuristics as one end of the broad continuum of individual differences.

The deontological type of principle is my main topic here, namely, moral rules 
such as do no harm that have some basis in consequences (compared to the alter-
native of no rule at all) but that often lead to systematic suboptimality. Such rules 
are based on distinctions such as acts versus omissions, direct versus indirect cau-
sation (Royzman & Baron, 2002), permissible versus forbidden, obligatory versus 
optional, and on concepts such as rights and duties. Rules concerning fairness are 
in this category too (Baron, 2008), in that most of them can be understood as 
improving consequences relative to some arbitrary distributions. I shall comment 
on rules of punishment and fairness at the end.

the famIly and the State
The basis of the idea I propose here is that the family, which constitutes the major 
moral environment of young children, is analogous to the state. The parents, usu-
ally the mother, make laws and regulations in much the way that governments do. 
As a result, children come to think of moral rules as analogous to laws.2 Moreover, 
the nature of these early rules is limited by some of the same economic factors that 
limit the reach of the law.

Laws Versus Utilitarianism

Consider the first point, the analogy between deontological rules and laws. It is 
useful to compare utilitarianism with legal principles.

zero Point Laws and many deontological rules specify what is forbidden, per-
mitted, and required. The cutoffs between these categories are (theoretically) 
sharp. It is wrong to go below a cutoff but optional how much to go above it, and 
there are no degrees of conformity to the rules. Thus, deontological theory has 
concepts of permission, obligation, duty, and supererogation (going beyond the call 
of duty). Utilitarianism in its simple form has none of these concepts (although ver-
sions of them can be defined). It concerns decisions, and options can be evaluated 
as better or worse, along a continuum with no natural zero point.

This distinction even carries over into research on moral judgment: Some 
researchers ask whether a behavior is permissible, whereas other researchers tend 
to ask which option is better or how would you rate this option on the following 
scale. Presumably, anyone ought to be able to answer the latter kinds of questions 
in the sense intended. A serious utilitarian subject might, however, have trouble 
answering questions about “moral permissibility.” Such a subject might reasonably 
complain, “Are you asking me about the law? If so, I can try to answer your ques-
tion. But, if you are asking me about morality, I do not know what you mean.”

As I shall explain, it would be utterly impractical for the law to rate everyone’s 
choices on a continuous scale, as utilitarianism would do. Thus, even Bentham (the 
first major utilitarian writer) accepted the general structure of the law as largely 
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limited to specifying what is forbidden and permissible, going on, of course, to 
analyze the decisions of legislators from a more pure utilitarian perspective.

acts and omissions The law distinguishes acts and omissions. Failure to 
prevent harm to another person, even when the harm is great and prevention 
has little cost, is very rarely penalized. There are exceptions. In tort law people 
are routinely held legally responsible for harmful omissions, in particular omis-
sions of due care that lead probabilistically, but not with certainty, to harm. 
But penalties are levied only after the harm occurs; the negligence itself is not 
penalized if nothing happens. Moreover, tort law does not penalize the failure 
to undertake a beneficial activity. Thus, a drug company can be sued for the side 
effects of a beneficial vaccine but not for deciding not to produce the vaccine 
at all.

In contract law people are responsible for failure to carry out the terms of a 
contract. This is of course contingent on making the contract, which is loosely 
analogous to making a promise (Wilkinson-Ryan & Baron, 2009). And citizens do 
have certain duties, such as paying taxes and (in some countries) military service. 
Neglect of these very limited duties is penalized.

By contrast, utilitarianism as a moral system applies to all cases of negligence 
equally and anything that benefits others, regardless if whether it is defined as a 
duty or as the result of a contract. When I say “applies,” I refer to the fundamen-
tal role of evaluating choices. Decisions about punishment (hence also “blame” in 
some sense) are seen as decisions by the punisher. Thus, it may make utilitarian 
sense not to punish harmful omissions even if they are, from the perspective of the 
omitter, far from optimal in their effects.

trade-offs Legal prohibitions are usually absolute.3 In utilitarian analysis, 
notoriously, any harm can be justified by some greater good. James Bond is a fine 
utilitarian character, saving the world repeatedly at the expense of harms to others 
that would ordinarily have him imprisoned.

Parochialism The reach of the law is limited in many ways, one being juris-
diction. We have local laws, state/province laws, national laws, and a few interna-
tional laws that exist largely because they are affirmed by national laws, but we 
have no universal laws that apply to all people. Yet, utilitarianism (like many other 
approaches to normative moral theory) applies to all people and takes the interests 
of all people into account when they are affected by a choice. This feature of taking 
all into account is not unique to utilitarianism as an approach to normative ethics, 
but the point is that it is not typical of the law nor of people’s intuitive deontological 
principles (Baron, in press).

Possible Origins in the Family

Some parents, possibly all, make rules for their children as soon as the child begins 
to understand them. The following examples of mother–child interaction (from 
Dunn & Munn, 1985) illustrates the rules that “biscuits don’t go on the floor” and 
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“toothbrushes go in the bathroom,” and the second example shows that “it’s not 
nice to pull hair.”

First example•	

[Child (16 months) throws biscuit (cookie) on floor.]
Mother: What’s that? Biscuit on the floor? Where biscuits aren’t supposed to be, 

isn’t it?

 [Child looks at mother and nods.]

Mother: Yes. Now, what’s all this? [Points to toothbrush and toothpaste on 
kitchen table.]

 [Child looks at mother and smiles.]

Mother: Yes, you did. Where does this live?
Child: Bath.

Second example•	

Mother: Don’t pull my hair! Madam! Don’t pull hair. No, it’s not nice to pull hair, 
is it?

Child (18 months): Hair.
Mother: Hair, yes. But you mustn’t pull it, must you?
Child: Yes! [Smiles.]
Mother: No! No!
Child: No!
Mother: No, it’s not kind to pull hair, is it?
Child: Nice!
Mother: No it isn’t.
Child: Nice!

Rules like these have essentially all the features of laws. They define what is 
impermissible. They deal with obligations and duties. Presumably, as stated, these 
rules are absolute, although of course we know that they can be overridden in 
emergencies. And of course, they are parochial; they apply only to the household.

They are (mostly) concerned with acts rather than omissions. It is difficult to 
get data about this, but the following table (from Ross, Filyer, Lollis, Perlman, & 
Martin, 1994) shows a scoring scheme for classifying disputes involving toddlers. 
Only the starred items are omissions.

Physical aggression Children should not physically harm their siblings
Verbal aggression … not verbally harm their siblings
Nagging … not annoy their siblings
Lying … not lie about or lie during interactions with their siblings
Tattling … not tell their parents about the wrongdoing of their siblings
Disagreeing … not oppose their siblings’ views on matters of fact or opinion
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Physical control … not attempt to control their siblings physically (e.g., hold or 
manipulate)

Bossing … not order their siblings to do things
Interfering … not intrude on their siblings’ private activities
Excluding* … allow their siblings to play with them
Possession … not take objects currently possessed by their siblings
Ownership … not use what belongs to their siblings
Sharing* … let their siblings jointly use the objects they own or are 

currently using or take turns using objects
Property damage … not damage anything

It is of interest that many studies of such dialogs involve conflicts with siblings. 
Parents may find themselves doing a lot more moral instruction and rule making 
when the toddler has to relate to someone other than the parent.

Another example comes from Gralinski and Kopp (1993), who asked mothers 
to list the rules they made for their young children. Here is their checklist with 
examples (p. 576), again with omissions starred.

Child safety Not touching things that are dangerous.
Not climbing on furniture.
Not going into street.

Protection of personal 
property

Keeping away from prohibited objects.

Not tearing up books.
Not getting into prohibited drawers or rooms.
Not coloring on walls or furniture.

Respect for others Not taking toys away from other children.
Not being too rough with other children.

Food and mealtime routines Not playing with food.
Not leaving table in the middle of meal.
Not spilling drinks, juice.

Delay Waiting when Mom is on the telephone [not 
interrupting].

Not interrupting others’ conversations.
Waiting for a meal [not complaining?].

Manners Saying “please.”*
Saying “thank you.”*

Self care Dressing self.*
Asking to use the toilet.*
Washing up when requested.*
Brushing teeth when requested.*
Going to bed when requested.*

Family routines Helping with chores when requested.*
Putting toys away.*
Keeping room neat.*
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Of interest is the fact that the last three categories, the ones with omissions, were 
much less commonly used for the youngest children in the study (13 and 18 months), 
becoming more common at 24 and 30 months. Arguably, omissions become more 
relevant once the child is old enough to have some responsibilities, but prohibitions 
of acts are relevant well before that.

economIc conStraIntS on lawS 
and houSehold ruleS

Many properties of household rules can be understood in terms of economic con-
straints on rule making and rule enforcement. Household rules, like laws, are pro-
mulgated by an authority with the power to punish. The threat of punishment, or 
even reprimand, can be an effective deterrent insofar as the potential offender can 
learn what behavior will evoke punishment. Thus, rules must be clear, and they are 
clearest when they make a sharp division. A rule of the sort “if you take too many 
cookies you will be punished” is not as effective as “if you take more than two …” This 
requirement leads to the distinction between what is prohibited and what is permis-
sible, a distinction found in laws and deontological rules but not in utilitarianism.

Duties may well come somewhat after prohibitions. A duty requires the 
capacity to carry it out. Children are not usually given chores and responsibili-
ties as soon as they can talk. But, once duties are created, the same principle 
applies as for prohibitions. The authority must make it clear what the duty is 
in order to use the threat of punishment or disapproval to enforce it efficiently. 
Duties cannot be as nebulous as the closest utilitarian parallels, such as “Look 
for what needs to be done and then do it.” That is too unclear to serve as a law. 
It is unenforceable.

More generally, principles that are socially enforced must consider the social 
costs of enforcement, including the costs of apprehension, judgment, and applica-
tion of sanctions (Shavell, 2004). The costs of apprehension include, for the state, 
policing (a major activity of government). The cost of judgment includes the cost 
of deciding whether a rule has been violated. Clear boundaries—“bright lines”—
make this easier.

Clear boundaries also reduce the costs of instruction in the law. Good laws are 
easy for people to understand, and this is especially true of toddlers. It is possible that 
very specific rules such as “the toothbrush goes in the bathroom” are easier to learn 
than general ones such as “things go where they will be used.” On the other hand, 
too many rules can be difficult to keep track of. The state and the family do well to 
limit legislation to cases that are frequent enough, or potentially harmful enough, for 
the effort to be worthwhile. This feature of laws and rules helps to create the broad 
area in which they have nothing to say, the area considered supererogatory.

Another important feature of laws is that they deal with self–other trade-offs. 
Utilitarianism as a moral theory treats everyone equally. Yet utility theory as a 
normative model of individual decisions uses only the individual’s goals. If these 
goals are somewhat altruistic, then the goals of others will play a role, but the 
individual decision maker will usually weigh her own goals more. How do we deal 
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with the conflict between self and all? Utilitarian theory might deal with it by 
assuming that altruism is an external constraint (Baron & Szymanska, in press). 
That is, instead of specifying how much altruism each person should have, we 
assume that self-sacrifice is fixed and then we try to optimize outcomes for oth-
ers within the constraint. For example, the theory might specify that you should 
do the most good for others that you can, given your willingness to sacrifice your 
self-interest.

The law can hardly enjoin people to do this. Rather, it must set reasonable 
guidelines that, in general, do not demand excessive self-sacrifice except when the 
sacrifice serves to maintain the power of the state, as in the case of military service 
or (less so) taxes. The family likewise may demand loyalty to the family, but it does 
not typically require self-sacrifice to benefit outsiders.

In sum, laws and household rules are limited by economic factors such as being 
easy to learn, hence clear and not too numerous or detailed, and easy to enforce, 
hence limited to cases in which infractions are easily detected. Children may come 
to think of moral principles as having these properties in general.

aPPlIcatIon to bIaSeS
The economic principles just sketched can be used to understand the form of many 
apparently nonutilitarian principles. Some of these principles may be taught to 
children. Others, though, may gain their support from a general tendency of peo-
ple to think of moral principles like laws. This tendency arises, I argue, in early 
childhood, because rules in at least some families are in fact like laws. People then 
develop a general concept of what laws are like. They may have at least an intuitive 
understanding of the economic principles just outlined. This is a topic for research: 
What do people regard as good laws? In particular, do they take relevant costs of 
learning and enforcement into account?

Omission Bias and Related Principles

detectability A major distinction between harmful acts and omissions is that 
acts are usually more easily detected. This fact would imply that rules against 
harmful acts would be more efficient than those against harmful omission. Thus, 
detectability would affect rule creation. People might generalize this principle to 
their endorsement of moral rules.

Note that this argument about detectability is different from another possible 
effect of detectability. It is possible that people define the relevant act–omission 
distinction in terms of detectability. If so, those who display omission bias would 
tend to regard detectable acts as more wrong than undetectable ones. Spranca 
et al. (1991) and Baron and Ritov (2009a) found no evidence for such an effect. 
However, this is not the relevant research question for the general claim here. 
Rather, it is whether people regard laws against detectable harms as more accept-
able than laws against less detectable harms. Detectability can play a role in the 
development of rules even if it is not part of the rules.
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causality Although people do not seem to define the act–omission distinction 
in terms of detectability, many people do seem to define it in terms of direct cau-
sality, that is, causality that is accounted for by the application of general principles 
of causation such as the laws of physics. (But it is beliefs that are relevant, not 
scientific truth, so direct causation can include such things as praying to God, who 
then intervenes and answers the prayer.) This type of causality is different from 
“but-for” causality, which is relevant to much of the law, particularly tort law. But-
for causality means that you cause an outcome if it would not have happened but 
for a choice that you made. The act–omission distinction is irrelevant. But-for cau-
sality is, of course, the relevant kind for utilitarianism, which concerns expected 
outcomes of choices, not any other property of the choices. And utilitarianism is 
neutral between acts and omissions in evaluating options.

It is possible that the emphasis on direct causality can be understood in terms 
of economic efficiency. When harm is caused by action, usually no other cause is 
necessary (in the usual sense of the term cause, hence putting aside background 
conditions that are assumed in any inquiry about the cause of an event). When 
harm is caused by omission, some other (more direct) cause is necessary. It may 
be empirically true that the other cause is usually absent. Thus, harms through 
omission require a special opportunity. If we try to include the opportunity into 
the rule, we would have many more rules for harmful omissions than for harmful 
acts. For example, “Do not tell your competitor that he put the wrong address on 
his mail to his client, thus losing his chance at a promotion ahead of you.”

But-for causality may also be harder for young children to learn. The appre-
ciation of it requires evaluation of counterfactuals. Although children as young 
as five can distinguish cases of causality by omission from noncausality (Schleifer, 
Shultz, & Lefebvre-Pinard, 1983), the distinction appears to be weak, with only 
small differences in the tendency to judge causality. The cases were very simple. 
For example, a store owner did not put salt on the ice in front of his store. In one 
condition, a customer slipped on the ice and was injured. In the control condi-
tion, the customer fell before reaching the ice and was injured. This study (and no 
study that I have found) has compared causality by omission with causal action in 
young children’s judgments of causality (see also Harris, German, & Mills, 1996, 
and German, 1999, for other studies of young children’s ability to think in terms 
of counterfactuals).

Direct causality seems also to explain a related bias, the indirectness bias 
(Royzman & Baron, 2002). Direct harm was judged to be worse than indirect harm, 
even when both involved actions. For example: A new viral disease is spreading 
rapidly in a region of Africa. Left alone, it will kill 100,000 people out of 1,000,000 
in the region. X, a public health official, has two ways to prevent this. Both will stop 
the spread of the virus and prevent all these deaths:

 A. Give all 1,000,000 a shot that makes them immune to the first disease. 
The shot will also cause, as a side effect, a second disease that will kill 
100 people.

 B. Give all 1,000,000 a shot that gives them another disease, which is incom-
patible with the first disease. The second disease will kill 100 people.
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Most subjects thought that option A was better, because the deaths are a side effect 
rather than part of the mechanism of the main effect.

Protected Values (PVs) Part of the source of omission bias may come from 
a tendency to see rules as absolute. Omission bias is greater when protected val-
ues (PVs) are involved (Baron & Ritov, 2009a; Ritov & Baron, 1999). Protected 
values are defined as outcomes or features of outcomes that people say they will 
not trade off. Subjects assent to statements such as, “I would not allow this no 
matter what the benefit of doing so.” Examples include abortion (for those who 
are against it), reproductive cloning, destruction of original artistic masterpieces, 
and destruction of animal or plant species. Governments and individuals can 
honor most PVs if they apply to actions that bring about the outcomes in ques-
tion. You can refrain from performing or recommending abortions. But it is diffi-
cult for PVs to apply to omissions. An omission PV against abortion would require 
you to take all possible actions to prevent abortions. If you had more than one 
omission PV like this, you could not begin to behave consistently with them. 
Thus, stated PVs (those that meet the test of being seen by subjects as absolute 
values) tend to be limited to actions that bring about the outcomes in question, 
not omissions (Baron & Ritov, 2009). As a consequence, omission bias is much 
greater when PVs are involved than when they are not. PVs are thus a source of 
strong omission bias.

If rules are seen as absolute, then they will be naturally understood as PVs. 
Children may be especially inclined to see rules this way. Even for adults, PVs tend to 
be unreflective overgeneralizations (Baron & Leshner, 2000), much like those found 
in children’s early concepts. Adults asked to think of counterexamples will often 
admit that their rules are not absolute after all. If children see rules as absolute, then 
they might see them as applying mainly to prohibitions on actions that bring about 
bad outcomes, rather than as obligations to prevent these outcomes. Children who 
acquire these sorts of rules might tend to think of moral rules as having the same 
property. They might think of moral rules like these rules that they first learned. 
Thus, the tendency to think of rules as absolute, a kind of thinking that may arise 
from children’s tendency to generalize unreflectively (Baron, 1973), would exacer-
bate omission bias and lead people to think of moral rules as generally absolute.

Retribution Versus Deterrence

Utilitarian accounts of punishment are essentially equivalent to economic accounts; 
both emphasize deterrence as a major function of punishment. These accounts 
acknowledge other purposes aside from deterrence, such as incapacitation, reha-
bilitation, and satisfaction of people’s preference for retribution. Yet it is the deter-
rent function of punishment that is least intuitive. Intuitions often depart from 
utilitarian theory by following lex talionis, or “an eye for an eye.” I shall call this 
“retributive” punishment.

One implication of utilitarianism is that punishment should not occur when 
deterrence is absent, yet some people ignore this. For example, some people favor 
tort penalties against vaccines or birth-control products even when the effect 
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of these penalties is to make companies withdraw beneficial products from the 
market—thus deterring good behavior—rather than making the companies more 
careful (Baron & Ritov, 1993).4

Another implication is that severity of punishment should be higher when the 
probability of apprehension is lower. Yet many people find this unfair and want the 
penalty to be fixed (Baron & Ritov, 2009). The result, if this preference is honored, 
is underdeterrence of offenses that are rarely detected.

Deterrent punishment is also sensitive to intention. Presumably, intentional 
harm requires greater penalties for deterrence, since the offender presumably ben-
efits from committing the harm (even if the benefit is purely emotional). Children 
and adults typically do take intention into account, as well as excuses, but the 
youngest children tend to ignore it (Darley & Shultz, 1990).

Retributive punishment is, however, economically low-cost. We need make no 
determination of intention, excuses, or probability of apprehension. All we need is 
evidence of harm. Parents of toddlers may resort to this strategy because of the 
difficulty of determining the intention of a child who cannot answer detailed ques-
tions. Probability of apprehension may remain difficult for parents to estimate, 
unless the child is honest.

Somewhat analogous to the determination of intention is the determination of 
negligence in tort law (Shavell, 2004), which can be defined as less than optimal 
care to avoid harm to others. To determine negligence, courts must have some idea 
of optimal care, and this can be a costly determination. Thus, one of the arguments 
for strict liability—holding the injurer liable regardless of the level of care—is 
reduced cost to the legal system.

In sum, retributive punishment is a natural understanding for young children. 
They do outgrow this in some ways, particularly with respect to intention. But, in 
other ways, development is not assured. Of course, as I noted at the outset, all the 
effects I have described are not universal in adults. Many adult judgments follow 
utilitarian principles.

Fairness

A number of biases are found in the study of fairness (Baron, 2008). One of par-
ticular interest is a preference for ex-ante equality (equality in facing risk, before 
it is known who will win and who will lose) even when this reduces total utility 
(by creating losers, whose loss is not compensated by the gains for the winners). 
For example, many people (again, not all) prefer to give an inexpensive medical 
test to all patients in a defined group rather than an expensive test to half of the 
patients picked at random, even though the expensive test could save more lives in 
total, because it is more than twice as effective (Ubel, Baron, & Asch, 2001; Ubel, 
DeKay, Baron, & Asch, 1996).

Such a preference for equality, including ex-ante equality (which young chil-
dren seem to implement by random selection schemes such as rock-paper-scissors 
[as a reviewer pointed out]), could arise from a simple rule taught to children. 
Again, the cost of defining and enforcing a rule of equal division is very low, com-
pared to the alternative of looking at expected benefit of unequal division.
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concluSIon: ImPlIcatIonS for reSearch
The view I have presented has several implications for psychological research.

Concepts of Law and Morality

An important part of the present argument is that people extend their concept 
of what makes a good law to the question of what makes a good moral principle. 
In particular, good laws are seen as taking the form of deontological rules. It 
would be interesting to contrast these sorts of rules with rules that are more 
consistent with utilitarianism, for example, involving trade-offs and better–
worse rather than permitted–forbidden. Do people who use “moral heuristics” 
also find the form of deontological rules to be better than the form of utilitar-
ian principles?

Positive Duties

Positive duties for children ought to arise later in development than prohibitions. 
This is consistent with the results of Gralinski and Kopp (1993).

Long-Term Effects of Different Forms of Child Rearing

Parents might differ in their use of rules, as opposed to reliance on emotions 
like empathy and induction of guilt for harming someone else. Children of rule-
using parents might be more accepting of deontological rules when they grow 
up. Parents that emphasize role taking, putting oneself in the position of oth-
ers, should produce children who become more willing to accept utilitarianism. 
Children might move away from these parental influences as they get older. Thus, 
we might expect family effects to matter more for young children than for older 
children or adults.

Siblings

Parents might be especially prone to use rules when they need to mediate sibling 
conflicts. Thus, people who had siblings when they were toddlers might be more 
accepting of deontological rules when they grow up.

But-For Causality

Children should understand physical causality before but-for causality. This has 
apparently not been tested directly.
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noteS
 1. It is also possible that, in following the utilitarian principle, we need to take into account 

the possibility that our judgment is erroneous. Mill (1859), for example, made this 
argument for honoring rights even when violating them appears to maximize utility.

 2. The argument extends the concept of “simple moral systems” described by Baron (1986).
 3. There are some exceptions. You may be allowed to break into someone’s house to get 

warm if you are in serious danger of freezing to death otherwise.
 4. These cases were based on real cases in which beneficial products had been driven 

from the market. But the hypothetical went one step further, specifying that victim 
compensation could be provided in the absence of tort penalties. Thus, the provision 
of compensation was also removed as a reason for penalties.
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Metacognition

decision certainty moderate selective 
exposure effect, 26–27

experienced decision certainty, 29
impact of “ease-of-retrieval” as, 30

Mind
adaptive toolbox, 195
change of, 29
computational theory of, 210
 “going somewhere,” 4; See also Endogenous 

priming, influence of on thought and 
behavior

habits, 61
Molotov–Ribbentrop Pact, 215

Moral heuristics, 263
Moral rules; See Nonutilitarian moral rules
Multiple-selves theory, 250

N

Near-Pareto improvements, 243
Nonutilitarian moral rules, 261–277

act–omission distinction, 271
altruism, 270
application to biases, 270–273

causality, 271–272
detectability, 270
fairness, 273
omission bias and related principles, 

270–272
protected values, 272
retribution versus deterrence, 272–273

cognitive illusions, 264
consequentialism, 262
deontological theory, 265
deontology and development, 263–265
do-no-harm heuristic, 263
economic constraints on laws and household 

rules, 269–270
expected-utility theory, 261
family and state, 265–269

acts and omissions, 266
laws versus utilitarianism, 265–266
parochialism, 266
possible origins in family, 266–269
trade-offs, 266
zero point, 265–266

heuristics and biases, 261–263
implications for research, 274

but-for causality, 274
concepts of law and morality, 274
long-term effects of different forms of 

child rearing, 274
positive duties, 274
siblings, 274

moral heuristics and public policy, 263
mother–child interaction, 266
omission bias, 262
representativeness heuristic, 261
retributive punishment, 272
simple effect hypothesis, 263

Normative influence, 232
Normative social influence, 227

O

Obverse psychophysical problem, 115
Omission bias, 262, 270–272
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choices, 201–205
copying mate choices of others, 202–203
copying preferred traits of others, 

203–205
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