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What’s New in the Ninth edition?
Welcome to the ninth edition of Abnormal Psychology in a Changing 
World. We continue to bring readers the latest research developments 
that inform contemporary understandings of abnormal behavior in a 
way that both stimulates student interest and makes complex material 
understandable. Highlights of this new edition include the following:

•	 Full integration of DSM-5—The DSM-5 is integrated 
throughout the text, including reorganization of some chapters 
to parallel DSM-5 classification

•	 Inclusion of DSM-5 Criteria Tables—Updated diagnostic 
tables highlight DSM-5 changes for selected disorders

•	 Integration of Latest Scientific Developments—Full updat-
ing of latest scientific research, including more than 1,000 new 
references since the last edition

•	 Expanded Coverage of Disorders—Expansion of coverage 
of disorders to include Hoarding Disorder, Premenstrual Dys-
phoric Disorder, Disruptive Mood Dysregulation Disorder, 
Major and Mild Neurocognitive Disorders, Somatic Symptom 
Disorder, Illness Anxiety Disorder, Intermittent Explosive Dis-
order, Pyromania, REM Sleep Behavior Disorder, and Social 
(Pragmatic) Communication Disorder, among others

•	 @Issue Critical Thinking features—This critical thinking 
boxed feature highlights current controversies in the field and 
poses critical thinking questions students can answer

•	 Learning Objectives—Learning objectives are now integrated 
throughout the chapters and tied to levels in Bloom’s taxonomy 
using the unique IDEA model of course assessment

•	 Introduction of QR Codes—Use of QR codes students en-
ables students to directly access sample video case vignettes on 
their smartphones or computers

•	 Chapter Consolidation—Now organized in 15 chapters to 
match up with a typical semester, the new edition combines 
previous chapters on theories and methods of treatment into 
one chapter (Chapter 2)

putting a human face on the Study  
of Abnormal psychology
We approach the teaching of abnormal psychology with five fun-
damental goals in mind:

•	 To	help	students	distinguish	abnormal	from	normal	behavior	and	
acquire a better understanding of abnormal behavior patterns

•	 To	put	a	human	face	on	the	study	of	abnormal	psychology	and	
increase student sensitivity to the struggles of people suffering 
from these types of problems

•	 To	help	students	understand	the	conceptual	bases	of	abnormal	
behavior patterns

•	 To	help	students	understand	how	our	knowledge	of	 
abnormal behavior is informed by research developments  
in the field

•	 To	help	students	understand	how	psychological	disorders	are	
classified and treated

We recognize there is a basic human dimension to the study 
of abnormal psychology. We invite students to enter the world of 
people struggling with psychological disorders by including many 
illustrative case examples and video case interviews of real people 
diagnosed with different disorders, and by including a unique 
pedagogical feature that takes this approach an important step 
further—the “I” feature.

The “I” feature brings students directly into the world  
of people affected by psychological disorders. The “I” feature  
consists of first-person narratives of people with psychological  
disorders as they tell their own stories in their own words. 
 Incorporating first-person narratives helps break down barriers 
between “us” and “them,” encouraging students to recognize that 
mental health problems are a concern to us all. At the beginning 
of every chapter and then integrated in the text, students will 
discover these poignant personal stories. Examples include the 
following:

•	 “Jerry	Has	a	Panic	Attack	on	the	Interstate”	 
(Panic Disorder)

•	 “Jessica’s	Little	Secret”	(Bulimia	Nervosa)

•	 “I	Hear	Something	You	Can’t	Hear”	(Schizophrenia)

•	 “Now	Is	the	Last	Best	Time”	(Alzheimer’s	Disease)

nEw! “@issue” critical Thinking Feature Puts  
a Spotlight on controversies in the Field
Students may begin the course with an expectation that our 
knowledge of abnormal psychology is complete and incontrovert-
ible. They soon learn that while we have learned much about the 
underpinnings of psychological disorders, much more remains 
to be learned. They also learn that there are many current con-
troversies in the field. By spotlighting these controversies, we en-
courage students to think critically about these important issues 
and examine different points of view.

In this edition, we consolidate critical thinking about 
 controversial issues in a boxed feature entitled @Issue. Here 
 students learn about major controversies and are challenged 
with critical thinking questions. Instructors may encourage 
their  students to answer the critical thinking questions as 
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required or elective writing assignments. Examples include the 
following:

•	 Should	Therapists	Treat	Clients	Online?

•	 What	Accounts	for	the	Gender	Gap	in	Depression?

•	 Should	We	Use	Drugs	to	Treat	Drug	Abuse?

•	 Is	Mental	Illness	a	Myth?
Two of the @Issue features in this edition are written by 

outside contributors who are leading authorities in the field: Dr. 
Thomas Widiger of the University of Kentucky (“The DSM : 
The Bible of Psychiatry”); and Dr. Jerry Deffenbacher of Colo-
rado State University (“Anger Disorders and the DSM: Where 
Has	All	the	Anger	Gone?”).

nEw! interactive concept Maps in abnormal 
 Psychology: a Unique Visual learning Tool
Concept Maps in Abnormal Psychology are unique visual learn-
ing diagrams crafted to help students visualize linkages between 
specific disorders, underlying causal factors, and treatment ap-
proaches. Students learn best when they are actively engaged in 
the learning process. To engage students in active learning, we 
converted the Concept Maps in this edition to an interactive, 
online format hosted on MyPsychLab. The maps are presented 
in a fill-in-the-blanks format in which key words and terms are 
omitted so that students can fill in the missing pieces to complete 
these knowledge structures. The completed maps may be used as 
an active study tool or submitted to instructors as required course 
assignments or extra credit assignments.

Keeping Pace with an Ever-changing Field
The text integrates the latest research findings and scientific de-
velopments in the field that inform our understanding of abnor-
mal psychology. We present these research findings in a way that 
makes complex material engaging and accessible to the student.

Focus on neuroscience
As part of our continuing efforts to integrate important advances in 
neuroscience that inform our understanding of abnormal behavior 
patterns, we have built upon the very solid foundations in previous 
editions to include new material from neuroscience research through-
out the text. Students will read about the search for endophenotypes 
in schizophrenia, the emerging field of epigenetics, use of brain scans 
to diagnose psychological disorders, efforts to probe the workings of 
the meditative brain, potential use of drugs to enhance effectiveness of 
exposure therapy, and emerging research exploring whether disturb-
ing memories linked to PTSD might be erased.

the fully integrated textbook
integrating the DSM-5
After years of development and debate, the DSM-5 is finally 
here. The ninth edition of the text is fully integrated with the 

DSM-5. Instructors are challenged to revise their instructional 
materials in light of the many changes introduced in the DSM-5. 
We integrated the DSM-5 throughout the text to allow a seam-
less transition in teaching abnormal psychology. We apply   
DSM-5 criteria in the body of the text and in the many 
 accompanying overview charts throughout the text. Although we 
recognize the importance of the DSM system in the  classification 
of psychological or mental disorders, we believe a course in 
 abnormal psychology should not be taught as a training course  
in the DSM or as a psychodiagnostic seminar. We also  recognize 
the many limitations of the DSM system, even in its latest 
version.

integrating diversity
We examine abnormal behavior patterns in relation to factors 
of diversity such as ethnicity, culture, gender, sexual orienta-
tion, and socioeconomic status. We believe students need to 
understand how issues of diversity affect the conceptualization 
of abnormal behavior as well as the diagnosis and treatment of 
psychological disorders. We also believe that coverage of diver-
sity should be integrated directly in the text, not separated off in 
boxed features.

integrating Theoretical Perspectives
Students often feel as though one theoretical perspective must ul-
timately be right and all the others wrong. We examine the many 
different theoretical perspectives that inform contemporary un-
derstanding of abnormal psychology and help students integrate 
these diverse viewpoints in the Tying It Together feature. We 
also explore potential causal pathways involving interactions of 
psychological, sociocultural, and biological factors. We hope to 
impress upon students the importance of taking a broader view 
of the complex problems we address by considering the influ-
ences of multiple factors and their interactions.

nEw! integrating Video case Examples  
with  Student-Enabled Qr codes
Video case examples provide students with opportunities to see 
and hear individuals who are diagnosed with different types of 
psychological disorders. Students can read about the clinical 
features of specific disorders and, with a few clicks of a com-
puter mouse, see a video case example that illustrates concepts 
discussed in the text. The video case examples are highlighted in 
the margins of the text with an icon and can be accessed through 
MyPsychLab at www.mypsychlab.com. We also introduce 
 student-enabled fast response or QR codes that allow students to 
directly access the first video case in a chapter for display on their 
smartphones or personal computers.

The video case examples supplement the many illustrative 
case examples included in the text itself. Putting a human face on 
the subject matter helps make complex material more accessible. 
Many of these case examples are drawn from our own clinical 
files and those of leading mental health professionals.
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integrating critical Thinking
We encourage students to think more deeply about key concepts 
in abnormal psychology by including two sets of critical thinking 
items in each chapter. First, the @Issue feature highlights current 
controversies in the field and includes critical thinking questions 
that challenge students to think further about the issues discussed 
in the text. Second, the critical thinking questions at the end of 
each chapter challenge students to think carefully and critically 
about concepts discussed in the chapter and to reflect on how 
these concepts relate to their own experiences or experiences of 
people they know. To integrate writing-across-the-curriculum 
(WAC) objectives, instructors may wish to assign the critical 
thinking questions in the @Issue features and the critical thinking 
questions at the end of each chapter as required or extra-credit 
writing assignments.

nEw! integrating learning objectives  
with Bloom’s Taxonomy
This edition introduces learning objectives at the start of each 
chapter. The learning objectives in this text are integrated with 
the IDEA model of course assessment, which comprise four key 
acquired skills in the study of abnormal psychology that spell out 
the convenient acronym, IDEA:

1. Identify … criteria used to determine whether behavior is 
abnormal, categories of psychotropic or psychiatric drugs, 
specific types of disorders within diagnostic categories, risk 
factors for suicide among adolescents, etc.

2. Define or Describe … key features of different psycho-
logical disorders and theoretical understandings, etc.

3. Explain or Evaluate … major perspectives on abnormal 
psychology, effectiveness of psychotherapy, how cocaine 
affects the brain, etc.

4. Apply … key features of critical thinking, knowledge of 
healthy sleeping habits, the diathesis-stress model to the 
development of schizophrenia, etc. 

The IDEA model is integrated with the widely used taxon-
omy of educational objectives developed by the renowned  
educational researcher Benjamin Bloom. Bloom’s taxonomy is 
arranged in increasing levels of cognitive complexity. The lowest 
levels comprise basic knowledge and understanding. The middle 
level involves application of knowledge and the upper levels in-
volve higher level skills of analysis, synthesis, and evaluation.

The learning objectives identified in the IDEA model rep-
resent three basic levels of cognitive skills in Bloom’s taxonomy. 
Identify, Describe, and Define learning objectives represent basic 
levels of cognitive skills (i.e., knowledge and comprehension in 
the original Bloom taxonomy, or remembering and understand-
ing in the revised Bloom taxonomy). The Apply learning objec-
tive reflects an intermediate level of cognitive skills involved 
in application of psychological concepts. Evaluate and Explain 
learning objectives assess more complex, higher-order skills in 
the hierarchy involving analysis, synthesis, and evaluation of 

psychological knowledge (or analyzing and evaluating domains as 
represented in the revised taxonomy). By building exams around 
these learning objectives, instructors can assess not only overall 
student knowledge, but also acquisition of skills at different levels 
of cognitive complexity in Bloom’s taxonomy.

Maintaining Our focus
Abnormal Psychology in a Changing World is a complete learning 
and teaching package that brings into focus four major objec-
tives: (1) integrating an interactionist or biopsychosocial model 
of abnormal behavior, (2) underscoring the importance of issues 
of diversity to the understanding and treatment of psychological 
disorders, (3) maintaining currency, and (4) adopting a student-
centric pedagogy.

Focus on the interactionist approach
We approached our writing with the belief that a better un-
derstanding of abnormal psychology is gained by adopting a 
biopsychosocial orientation that takes into account the roles 
of psychological, biological, and sociocultural factors and their 
interactions in the development of abnormal behavior patterns. 
We emphasize the value of taking an interactionist approach as 
a running theme throughout the text. We highlight a prominent 
interactionist model, the diathesis–stress model, to help students 
better understand the factors contributing to different forms of 
abnormal behavior.

Focus on Exploring Key issues  
in our changing world
The A Closer Look feature provides opportunities for further ex-
ploration of selected topics that reflect cutting-edge issues in the 
field. A number of the A Closer Look features focus on advances 
in neuroscience research.

Focus on Student-centric Pedagogy
We continually examine our pedagogical approach to find even 
better ways of helping students succeed in this course. To foster 
deeper understanding, we include many pedagogical aids, such 
as Truth or Fiction chapter openers to capture student atten-
tion and interest, self-scoring questionnaires to encourage active 
learning through self-examination, and overview charts, which 
are capsulized summaries of disorders that students can use as 
study charts.

“TrUTh or FicTion” chaPTEr oPEnErS

Each chapter begins with a set of Truth or Fiction questions 
to whet the student’s appetite for the subject matter within the 
chapter. Some items challenge preconceived ideas and common 
folklore and debunk myths and misconceptions, whereas others 
highlight new research developments in the field. Instructors and 
students have repeatedly reported to us that they find this feature 
stimulating and challenging.
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The Truth or Fiction questions are revisited and answered 
in the sections of the chapter where the topics are discussed. Stu-
dents are thus given feedback concerning the accuracy of their 
preconceptions in light of the material being addressed.

SElF-Scoring QUESTionnairES

These questionnaires on various topics involve students in the 
discussion at hand and encourage them to evaluate their own 
attitudes and behavior patterns. In some cases, students may be-
come more aware of troubling concerns, such as states of depres-
sion or problems with drug or alcohol use, which they may want 
to bring to the attention of a helping professional. We have care-
fully developed and screened the questionnaires to ensure they 
will provide students with useful information to reflect on as well 
as serve as a springboard for class discussion.

oVErViEw charTS

These visually appealing overview charts provide summaries of 
various disorders. We are gratified by the many comments from 
students and professors regarding the value of these “at-a-glance” 
study charts.

“SUMMing UP” chaPTEr SUMMariES

Summing Up chapter summaries provide brief answers to the 
learning objectives posed at the beginning of the chapter. These 
summaries provide students with feedback they can use to com-
pare their own answers to those provided in the text.

Ancillaries
No matter how comprehensive a textbook is, today’s instructors 
and students require a complete teaching package to advance 
teaching and comprehension. Abnormal Psychology in a Changing 
World is accompanied by the following ancillaries:

MyPsychLab for Abnormal Psychology
MyPsychLab is an online homework, tutorial, and assessment 
program that truly engages students in learning. It helps students 
better prepare for class, quizzes, and exams—resulting in better 
performance in the course. It provides educators a dynamic set of 
tools for gauging individual and class performance. To order the 
ninth edition with MyPsychLab, use ISBN 0205965016.

Speaking Out: Interviews with People Who Struggle  
with Psychological Disorders

This set of video segments allows students to see firsthand 
 accounts of patients with various disorders. The interviews 
were conducted by licensed clinicians and range in length from 
8 to 25 minutes. Disorders include major depressive disor-
der,  obsessive-compulsive disorder, anorexia nervosa, PTSD, 
 alcoholism, schizophrenia, autism, ADHD, bipolar disorder, so-
cial phobia, hypochondriasis, borderline personality disorder, and 

adjustment to physical illness. These video segments are available 
on DVD or through MyPsychLab.

Volume 1: ISBN 0-13-193332-9
Volume 2: ISBN 0-13-600303-6
Volume 3: ISBN 0-13-230891-6

Instructor’s Manual (020597189X)
A comprehensive tool for class preparation and management, 
each chapter includes learning objectives, a chapter outline, lec-
ture and discussion suggestions, “think about it” discussion ques-
tions, activities and demonstrations, suggested video resources, 
and a sample syllabus. Available for download on the Instructor’s 
Resource Center at www.pearsonhighered.com.

Test Bank (0205971881)
The Test Bank has been rigorously developed, reviewed, and 
checked for accuracy, to ensure the quality of both the questions and 
the answers. It includes fully referenced multiple-choice, true/false, 
and concise essay questions. Each question is accompanied by a page 
reference, difficulty level, skill type (factual, conceptual, or applied), 
topic, and a correct answer. Available for download on the Instruc-
tor’s Resource Center at www.pearsonhighered.com.

MyTest (020597838X)
A powerful assessment-generation program that helps instructors 
easily create and print quizzes and exams. Questions and tests can 
be authored online, allowing instructors ultimate flexibility and the 
ability to efficiently manage assessments anytime, anywhere. Instruc-
tors can easily access existing questions and edit, create, and store 
questions using a simple drag-and-drop technique and word-like 
controls. Data on each question provide information on difficulty 
level and the page number of corresponding text discussion. For 
more information, go to www.PearsonMyTest.com.

Lecture PowerPoint Slides (ISBN 0205979610)
The PowerPoint slides provide an active format for present-
ing concepts from each chapter and feature relevant figures and 
tables from the text. Available for download on the Instructor’s 
Resource Center at www.pearsonhighered.com.

Enhanced Lecture PowerPoint Slides with Embedded Videos 
(ISBN 0205997430)

The lecture PowerPoint slides have been embedded with select 
Speaking Out video pertaining to each disorder chapter, enabling 
instructors to show videos within the context of their lecture. No 
internet connection is required to play videos.

PowerPoint Slides for Photos, Figures, and Tables  
(ISBN 0205979629)

Contain only the photos, figures, and line art from the textbook. 
Available for download on the Instructor’s Resource Center at 
www.pearsonhighered.com.
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CourseSmart (ISBN 0205968368)
CourseSmart Textbooks Online is an exciting choice for students 
looking to save money. As an alternative to purchasing the print 
textbook, students can subscribe to the same content online and 
save up to 60 percent off the suggested list price of the print text. 
With a CourseSmart eTextbook, students can search the text, 
make notes online, print out reading assignments that incorpo-
rate lecture notes, and bookmark important passages for later 
review. For more information or to subscribe to the CourseSmart 
eTextbook, visit www.coursesmart.com.
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learning objectives

1.1 
Define the term psychological disorder.

1.2 
Identify criteria professionals use to 

determine whether behavior is abnormal.

1.3 
Apply these criteria to case 

examples discussed in the text.

1.4 
Describe the cultural bases 

of abnormal behavior.

1.5 
Describe the historical changes that 
have occurred in conceptualizations 
and treatment of abnormal behavior 

through the course of Western culture.

1.6 
Describe the major contemporary 

perspectives on abnormal behavior.

1.7 
Identify the objectives of science and 

the steps in the scientific method.

1.8 
Identify the ethical principles that 

guide research in psychology.

1.9 
Describe the major types of research 

methods scientists use to study abnormal 
behavior and evaluate the strengths 
and weaknesses of these methods.

1.10 
Apply key features of critical thinking 

to the study of abnormal behavior.

“I” Cowering Under the Covers
When I start going into a high, I no longer feel like an ordinary housewife. Instead I 
feel organized and accomplished and I begin to feel I am my most creative self. I can 
write poetry easily. I can compose melodies without effort. I can paint. My mind feels 
facile and absorbs everything. I have countless ideas about improving the conditions 
of mentally retarded children, of how a hospital for these children should be run, 
what they should have around them to keep them happy and calm and unafraid. I see 
myself as being able to accomplish a great deal for the good of people. I have count-
less ideas about how the environment problem could inspire a crusade for the health 
and betterment of everyone. I feel able to accomplish a great deal for the good of 
my family and others. I feel pleasure, a sense of euphoria or elation. I want it to last 
forever. I don’t seem to need much sleep. I’ve lost weight and feel healthy and I like 
myself. I’ve just bought six new dresses, in fact, and they look quite good on me. 

truth OR fiction

T  F   About one in ten American adults suffer from a diagnosable mental or  
psychological disorder in any given year. (p. 4)

T  F   Although effective treatments exist for some psychological disorders, we  
still lack the means of effectively treating most types of psychological disorders. 
(p. 5)

T  F   Unusual behavior is abnormal. (p. 5)

T  F   Psychological problems like depression may be experienced differently by 
people in different cultures. (p. 9)

T  F   A night’s entertainment in London a few hundred years ago might have 
included gaping at the inmates at the local asylum. (p. 12)

T  F   Despite changing attitudes in society toward homosexuality, the psychiatric  
profession continues to classify homosexuality as a mental disorder. (p. 18)

T  F   Recent evidence shows there are literally millions of genes in the nucleus of 
every cell in the body. (p. 28)

T  F   Case studies have been conducted on dead people. (p. 29)

“I” “Pretty Grisly Stuff”
I never thought I’d ever see a psychologist or someone like that, you know. I’m a 
police photographer and I’ve shot some pretty grisly stuff, corpses and all. Crime 
scenes are not like what you see on TV. They’re more grisly. I guess you kind of get 
used to it. It never bothered me, just maybe at first. Before I did this job, I worked on 
a TV news chopper. We would take shots of fires and rescues, you know. Now I get 
uptight sitting in the back seat of a car or riding an elevator. I’ll avoid taking an eleva-
tor unless I really have no other choice. Forget flying anymore. It’s not just helicopters. 
I just won’t go in a plane, any kind of plane.

I guess I was younger then and more daring when I was younger. Sometimes 
I would hang out of the helicopter to shoot pictures with no fear at all. Now, just 
thinking about flying makes my heart race. It’s not that I’m afraid the plane will crash. 
That’s the funny thing. Not ha-ha funny, but peculiar, you know. I just start trembling 
when I think of them closing that door, trapping us inside. I can’t tell you why.
Source: From the Author’s Files

Phil, 42, a police photographer

1
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“I” Thomas Hears Voices
I’ve been diagnosed as having paranoid schizophrenia. I also suffer from clinical 
depression. Before I found the correct medications, I was sleeping on the floor, afraid 
to sleep in my own bed. I was hearing voices that, lately, had turned from being 
sometimes helpful to being terrorizing. The depression had been responsible for my 
being irritable and full of dread, especially in the mornings, becoming angry over frus-
trations at work, and seemingly internalizing other people’s problems. . . .

The voices, human sounding, and sounding from a short distance outside my 
apartment, were slowly turning nearly all bad. I could hear them jeering me, plotting 
against me, singing songs sometimes that would only make sense later in the day 
when I would do something wrong at work or at home. I began sleeping on the floor 
of my living room because I was afraid a presence in the bedroom was torturing good 
forces around me. If I slept in the bedroom, the nightly torture would cause me to 
make mistakes during the day. A voice, calling himself Fatty Acid, stopped me from 
drinking soda. Another voice allowed me only one piece of bread with my meals.

Source: Campbell, 2000, reprinted with permission of the National Institute of Mental 
Health

Thomas, a young man diagnosed with schizophrenia and major depression

These three people—like many you will meet in this text—struggle with problems that 
mental health professionals classify as psychological or mental disorders. A  psychological 
disorder is a pattern of abnormal behavior that is associated with states of significant 
emotional distress, such as anxiety or depression, or with impaired behavior or ability 
to function, such as difficulty holding a job or even distinguishing reality from fantasy. 
Abnormal psychology is the branch of psychology that studies abnormal behavior and 
ways of helping people who are affected by psychological disorders.

The problem of abnormal behavior might seem the concern of only a few. After 
all, relatively few people are ever admitted to a psychiatric hospital. Most people never 
seek the help of a mental health professional, such as a psychologist or psychiatrist. Fewer 
still ever plead not guilty to crimes on grounds of insanity. Most of us probably have 
at least one relative we consider “eccentric,” but how many of us have relatives we con-
sider “crazy”? And yet, the truth is that abnormal behavior affects all of us in one way or 
another. Let’s break down the numbers.

If we limit the discussion to diagnosable mental disorders, nearly one in two of 
all Americans (46%) are directly affected at some point in their lives (Kessler, Berglund, 
Demler, Jin, & Walters, 2005; see Figure 1.1). About one in four adult Americans (26%) 

1.1 Define the term 
psychological disorder. 

I feel sexy and men stare at me. Maybe I’ll have an affair, or perhaps several. I feel 
capable of speaking and doing good in politics. I would like to help people with prob-
lems similar to mine so they won’t feel hopeless.

It’s wonderful when you feel like this. . . . The feeling of exhilaration—the high 
mood—makes me feel light and full of the joy of living. However, when I go beyond this 
stage, I become manic, and the creativeness becomes so magnified I begin to see things 
in my mind that aren’t real. For instance, one night I created an entire movie, complete 
with cast, that I still think would be terrific. I saw the people as clearly as if watching them 
in real life. I also experienced complete terror, as if it were actually happening, when I 
knew that an assassination scene was about to take place. I cowered under the covers 
and became a complete shaking wreck. . . . My screams awakened my husband, who 
tried to reassure me that we were in our bedroom and everything was the same. There 
was nothing to be afraid of. Nevertheless, I was admitted to the hospital the next day.
Source: Fieve, 1975, pp. 27–28

A firsthand account of a 45-year-old woman with bipolar disorder

www.ebook3000.com

http://www.ebook3000.org
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experience a diagnosable psychological disorder in any given year (Kessler, Chiu, Demler, &  
Walters, 2005). T / F

According to the World Health Organization, the United States has the highest 
rates of diagnosable psychological disorders among 17 countries they surveyed (Kessler 
et al., 2009). American women are more likely than men to suffer from psychological 
disorders, especially mood disorders (discussed in Chapter 7) (“Women More at Risk,” 
2012). In addition, twice as many young adults (ages 18–25) are affected by psychological 
disorders than are people over 50.

If we also include the mental health problems of our family members, friends, and 
coworkers and take into account those who foot the bill for treatment in the form of taxes 
and health insurance premiums as well as lost productivity due to sick days, disability 
leaves, and impaired job performance inflating product costs, then clearly all of us are 
affected to one degree or another.

The study of abnormal psychology is illuminated not only by the extensive research 
on the causes and treatments of psychological disorders reported in scientific journals but 
also by the personal stories of people affected by these problems. In this text, we will 
learn from these people as they tell their stories in their own words. Through first- person 
 narratives, case examples, and video interviews, researchers enter the world of people 
struggling with various types of psychological disorders that affect their moods, thinking, 
and behavior. Some of these stories may remind you of the experiences of people close to 
you, or perhaps even yourself. We invite you to explore with us the nature and origins of 
these disorders and ways of helping people who face the many challenges they pose. 

Let’s pause for a moment to raise an important distinction. Although the terms 
psychological disorder and mental disorder are often used interchangeably, we prefer 
using the term psychological disorder. The major reason is that the term psychologi-
cal disorder puts the study of abnormal behavior squarely within the purview of the 
field of psychology. Moreover, the term mental disorder (also called mental illness) is 
derived from the  medical model perspective that views abnormal behavior patterns as 
symptoms of underlying illness. Although the medical model is a major contemporary 
model for understanding abnormal behavior, we believe we need to take a broader 
view of abnormal behavior by incorporating psychological and sociocultural perspec-
tives as well.

Surgeon general’S report on Mental HealtH The U.S. Surgeon General issued 
a report at the turn of the new millennium that is still pertinent today in terms of focusing 
the nation’s attention on problems of mental health. Here are some key conclusions from 
the report (Satcher, 2000; U.S. Department of Health and Human Services, 1999):

figure 1.1 
lifetime and past-year prevalences of 
psychological disorders. This graph is 
based on a nationally representative sample 
of 9,282 English-speaking U.S. residents 
aged 18 and older. We see percentages of 
individuals with diagnosable psychological 
disorders either during the past year or at 
some point in their lives for several major 
diagnostic categories. The mood disorders 
category includes major depressive 
episode, manic episode, and dysthymia 
(discussed in Chapter 7). Anxiety disorders 
include panic disorder, agoraphobia without 
panic disorder, social phobia, specific 
phobia, and generalized anxiety disorder 
(discussed in Chapter 5). Substance use 
disorders involving alcohol or other drugs 
are discussed in Chapter 8.

Source: Kessler, Chiu, Demler, & Walters, 
2005; Kessler, Bergland, Demler, et al., 
2005.
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truth OR fiction

About one in ten American adults 
suffer from a diagnosable mental or 
psychological disorder in any given year. 

 FALSE It’s actually about one in four 
American adults. 
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•	 Mental health reflects the complex interaction of brain functioning and environ-
mental influences.

•	 Effective treatments exist for most mental disorders, including psychological inter-
ventions such as psychotherapy and counseling and psychopharmacological or 
drug therapies. Treatment is often more effective when psychological and psycho-
pharmacological treatments are combined. T / F

•	 Progress in developing effective prevention programs in the mental health field has 
been slow because we do not know the causes of mental disorders or ways of alter-
ing known influences, such as genetic predispositions. Nonetheless, some effective 
prevention programs have been developed.

•	 Although 15% of American adults receive some form of help for mental health 
problems each year, many who need help do not receive it. 

•	 Mental health problems are best understood when we take a broader view and 
consider the social and cultural contexts in which they occur.

•	 Mental health services need to be designed and delivered in a manner that takes 
into account the viewpoints and needs of racial and ethnic minorities.
The Surgeon General’s report provides a backdrop for our study of abnormal psy-

chology. As we shall see throughout the text, we believe that understandings of abnormal 
behavior are best revealed through a lens that takes into account interactions of biologi-
cal and environmental factors. We also believe that social and cultural (or sociocultural) 
factors need to be considered in the attempt to both understand abnormal behavior and 
develop effective treatment services.

In this chapter, we first address the difficulties of defining abnormal behavior. We 
see that throughout history, abnormal behavior has been viewed from different perspec-
tives. We chronicle the development of concepts of abnormal behavior and its treatment. 
We see that in the past, treatment usually referred to what was done to, rather than for, 
people with abnormal behavior. We then describe the ways in which psychologists and 
other scholars study abnormal behavior today.

How Do We Define Abnormal Behavior?
We all become anxious or depressed from time to time, but is this abnormal? Anxiety in 
anticipation of an important job interview or a final examination is perfectly normal. It is 
appropriate to feel depressed when you have lost someone close to you or when you have 
failed at a test or on the job. So, where is the line between normal and abnormal behavior?

One answer is that emotional states such as anxiety and depression may be consid-
ered abnormal when they are not appropriate to the situation. It is normal to feel down 
when you fail a test, but not when your grades are good or excellent. It is normal to feel 
anxious before a college admissions interview, but not to panic before entering a depart-
ment store or boarding a crowded elevator.

Abnormality may also be suggested by the magnitude of the problem. Although 
some anxiety is normal enough before a job interview, feeling that your heart might leap 
from your chest—and consequently your canceling the interview—is not. Nor is it normal 
to feel so anxious in this situation that your clothing becomes soaked with perspiration T / F.

Criteria for Determining abnormality
Mental health professionals apply various criteria in making judgments about whether 
behavior is abnormal. The most commonly used criteria include the following:

1. Unusualness. Behavior that is unusual is often considered abnormal. Only a few 
of us report seeing or hearing things that are not really there; “seeing things” 
and “hearing things” are almost always considered abnormal in our culture, but 
such experiences are sometimes considered normal in certain types of spiritual 

1.2 Identify criteria professionals 
use to determine whether 
behavior is abnormal.

truth OR fiction

Although effective treatments exist for 
some psychological disorders, we still 
lack the means of effectively treating 
most types of psychological disorders.

 FALSE The good news is that 
effective treatments exist for most 
psychological disorders.

truth OR fiction

Unusual behavior is abnormal.

 FALSE Unusual or statistically 
deviant behavior is not necessarily 
abnormal. Exceptional behavior also 
deviates from the norm.



6  CHAPTER 1 Introduction and Methods of Research

 experiences. Moreover, hearing voices and other forms of hallucinations under 
some circumstances are not considered unusual in some preliterate societies.

  However, becoming overcome with feelings of panic when entering a depart-
ment store or when standing in a crowded elevator is uncommon and considered 
abnormal. Uncommon behavior is not in itself abnormal. Only one person can 
hold the record for swimming the fastest 100 meters. The record-holding athlete 
differs from the rest of us but, again, is not considered abnormal. Thus, rarity or 
statistical deviance is not a sufficient basis for labeling behavior abnormal; never-
theless, it is often one of the yardsticks used to judge abnormality.

2. Social deviance. All societies have norms (standards) that define the kinds of be-
havior that is acceptable in given contexts. Behavior deemed normal in one culture 
may be viewed as abnormal in another. For example, people in our culture who 
assume that all male strangers are devious are usually regarded as unduly suspi-
cious or distrustful. But such suspicions were justified among the Mundugumor, 
a tribe of cannibals studied by anthropologist Margaret Mead (1935). Within that 
culture, male strangers were typically malevolent toward others, and it was normal 
to feel distrustful of them. Norms, which arise from the practices and beliefs of 
specific cultures, are relative standards, not universal truths.

   Thus, clinicians need to weigh cultural  differences when determining what is 
normal and abnormal.  Moreover, what strikes one generation as abnormal may be 
considered  normal by the next. For example, until the  mid-1970s, homosexuality 
was classified as a mental disorder by the psychiatric profession (see the  Thinking 
 Critically About  Abnormal Psychology feature on page 18). Today, however, the 
psychiatric profession no  longer considers homosexuality a mental disorder, and 

many people argue that  contemporary societal norms should  include 
 homosexuality as a normal variation in behavior.
    When normality is judged on the basis of compliance with social 

norms, nonconformists may incorrectly be labeled as mentally dis-
turbed. We may come to brand behavior that we do not approve of 
as “sick” rather than accept that the behavior may be normal, even 
though it offends or puzzles us.

3.  Faulty perceptions or interpretations of reality. Normally, our sensory 
systems and cognitive processes permit us to form accurate mental 
representations of the environment. Seeing things and hearing voices 
that are not present are considered hallucinations, which in our cul-
ture are generally taken as signs of an underlying mental disorder. 
Similarly, holding unfounded ideas or delusions, such as ideas of perse-
cution that the CIA or the Mafia are out to get you, may be regarded 
as signs of mental disturbance—unless, of course, they are real. (As 
former U.S. Secretary of State Henry Kissinger is said to have re-
marked, “Even paranoid people have enemies.”)

    It is normal in the United States to say that one talks to God 
through prayer. If, however, a person insists on having literally seen 
God or heard the voice of God—as opposed to, say, being divinely 
inspired—we may come to regard her or him as mentally disturbed.

4.  Significant personal distress. States of personal distress caused by trou-
blesome emotions, such as anxiety, fear, or depression, may be 
 abnormal. As we noted earlier,  however, anxiety and depression 
are sometimes appropriate responses to the situation. Real threats 
and losses do occur in life, and lack of an emotional response to 
them would be regarded as abnormal. Appropriate feelings of dis-
tress are not considered abnormal unless the feelings persist long 
after the source of anguish has been removed (after most people 
would have adjusted) or if they are so intense that they impair the 
individual’s ability to function.

Is this man abnormal? Judgments of 
abnormality take into account the social and 
cultural standards of society. Do you believe 
this man’s body adornment is a sign of 
abnormality or merely a fashion statement?
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5. Maladaptive or self-defeating behavior. Behavior that leads to 
unhappiness rather than self-fulfillment can be regarded as 
abnormal. Behavior that limits one’s ability to function in 
expected roles, or to adapt to one’s environments, may also 
be considered abnormal. According to these criteria, heavy 
alcohol consumption that impairs health or social and oc-
cupational functioning may be viewed as abnormal. Agora-
phobic behavior, characterized by intense fear of venturing 
into public places, may be considered abnormal in that it 
is both uncommon and maladaptive because it impairs the 
individual’s ability to fulfill work and family responsibilities.

6. Dangerousness. Behavior that is dangerous to oneself or 
other people may be considered abnormal. Here, too, the 
social context is crucial. In wartime, people who sacrifice 
their lives or charge the enemy with little apparent con-
cern for their own safety may be characterized as coura-
geous, heroic, and patriotic. But people who threaten or attempt suicide because 
of the pressures of civilian life are usually considered abnormal.

Football and hockey players who occasionally get into fistfights or altercations 
with opposing players may be normal enough. Given the nature of these sports, unaggres-
sive football and hockey players would not last long in college or professional ranks. But 
players involved in frequent altercations may be regarded as abnormal. Physically aggres-
sive behavior is most often maladaptive in modern life. Moreover, physical aggression is 
ineffective as a way of resolving conflicts—although it is by no means uncommon.

Abnormal behavior thus has multiple definitions. Depending on the case, some 
criteria may be weighted more heavily than others. But in most cases, a combination of 
these criteria is used to define abnormality.

applyIng tHe CrIterIa Let’s return to the three cases we introduced at the beginning 
of the chapter. Consider the criteria we can apply in determining whether the behaviors 
reported in these vignettes are abnormal. For one thing, the abnormal behavior patterns in 
these three cases are unusual in the statistical sense. Most people do not encounter these 
kinds of problems, although we should add that these problems are far from rare. The 
problem behaviors also meet other criteria of abnormality, as we shall see.

Phil suffered from claustrophobia, an excessive fear of enclosed spaces. (This is an 
example of an anxiety disorder and is discussed more fully in Chapter 5.) His behavior 
was unusual (relatively few people are so fearful of confinement that they avoid flying 
in airplanes or riding on elevators) and was associated with significant personal distress. 
His fear also impaired his ability to carry out his occupational and family responsibilities. 
But he was not hampered by faulty perceptions of reality. He recognized that his fears 
exceeded a realistic appraisal of danger in these situations.

What criterion of abnormality applies in the case of the woman who cowered under 
the blankets? She was diagnosed with bipolar disorder (formerly called manic-depression), a 
type of mood disorder in which a person experiences extreme mood swings, from the heights 
of elation and seemingly boundless energy to the depths of depression and despair. (The 
vignette described the manic phase of the disorder.) Bipolar disorder, which is discussed in 
Chapter 7, is associated with extreme personal distress and difficulty functioning effectively 
in normal life. It is also linked to self-defeating and dangerous behavior, such as reckless 
driving or exorbitant spending during manic phases and attempted suicide during depressive 
phases. In some cases, like the one presented here, people in manic phases sometimes have 
faulty perceptions or interpretations of reality, such as hallucinations and delusions.

Thomas suffered from both schizophrenia and depression. It is not unusual for peo-
ple to have more than one disorder at a time. In the parlance of the psychiatric profession, 
these clients present with comorbid (co-occurring) diagnoses. Comorbidity complicates 
treatment because clinicians need to design a treatment approach that focuses on treating 

When is anxiety abnormal? Negative emo-
tions such as anxiety are considered abnormal 
when they are judged to be excessive or inap-
propriate to the situation. Anxiety is generally 
regarded as normal when it is experienced 
during a job interview, so long as it is not so 
severe that it prevents the interviewee from 
performing adequately. Anxiety is deemed to 
be abnormal if it is experienced whenever one 
boards an elevator.

1.3 apply these criteria to case 
examples discussed in the text.
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two or more disorders. Schizophrenia meets a number of criteria of abnormality, includ-
ing statistical infrequency (it affects about 1% of the general population). The clinical 
features of schizophrenia include socially deviant or bizarre behavior, disturbed perceptions 
or interpretations of reality (delusions and hallucinations), maladaptive behavior (diffi-
culty meeting responsibilities of daily life), and personal distress. (See Chapter 11 for more 
detail on schizophrenia.) Thomas, for example, was plagued by auditory  hallucinations 
(terrorizing voices), which were certainly a source of significant distress. His thinking was 
also delusional, because he believed that “a presence” in his bedroom was “torturing good 
forces,” surrounding him and causing him to make mistakes during the day. In Thomas’s 
case, schizophrenia was complicated by depression that involved feelings of personal dis-
tress (irritability and feelings of dread). Depression is also associated with dampened or 
downcast mood, maladaptive behavior (difficulty getting to work or school or even getting 
out of bed in the morning), and potential dangerousness (possible suicidal behavior).

It is one thing to recognize and label behavior as abnormal; it is another to under-
stand and explain it. Philosophers, physicians, natural scientists, and psychologists have 
used various approaches, or models, in the effort to explain abnormal behavior. Some 
approaches have been based on superstition; others have invoked religious explanations. 
Some current views are predominantly biological; others are psychological. In consider-
ing various historical and contemporary approaches to understanding abnormal behavior, 
let’s first look further at the importance of cultural beliefs in determining which behavior 
patterns are deemed abnormal.

Cultural Bases of abnormal Behavior
As noted, behavior that is normal in one culture may be deemed abnormal in another. 
Australian aborigines believe they can communicate with the spirits of their ancestors 

and that other people, especially close relatives, share their dreams. 
These beliefs are considered normal within Aboriginal culture. But 
were such beliefs to be expressed in our culture, they would likely be 
deemed delusions, which professionals regard as a common  feature of 
schizophrenia. Thus, the standards we use in making judgments 
of abnormal behavior must take into account cultural norms.

Kleinman (1987) offers an example of “hearing voices” among 
Native Americans to underscore the ways in which judgments about 
abnormality are embedded within a cultural context:

Ten psychiatrists trained in the same assessment technique and 
 diagnostic criteria who are asked to examine 100 American Indians 
shortly after the latter have experienced the death of a spouse, a par-
ent or a child may determine with close to 100% consistency that 
those individuals report hearing, in the first month of grieving, the 
voice of the dead person  calling to them as the spirit ascends to the 
afterworld. [Although such judgments may be consistent across 
 observers] the determination of whether such reports are a sign of 
an abnormal mental state is an  interpretation based on knowledge 
of this group’s behavioural norms and range of normal experiences 
of bereavement. (p. 453) 

To these Native Americans, bereaved people who report hearing the spirits of the 
deceased calling to them as they ascend to the afterlife are normal. Behavior that is nor-
mative within the cultural setting in which it occurs should not be considered abnormal.

Concepts of health and illness vary across cultures. Traditional Native American 
cultures distinguish between illnesses that are believed to arise from influences outside the 
culture, called “White man’s sicknesses,” such as alcoholism and drug addiction, and those 
that emanate from a lack of harmony with traditional tribal life and thought, which are 
called “Indian sicknesses” (Trimble, 1991). Traditional healers, shamans, and  medicine 

1.4 Describe the cultural 
bases of abnormal behavior.

a traditional native american healer. Many 
traditional Native Americans distinguish 
between illnesses believed to arise from 
influences external to their own culture 
(“White man’s sicknesses”) and those 
that emanate from a lack of harmony with 
traditional tribal life and thought (“Indian 
sicknesses”). Traditional healers such as 
the one shown here may be called on to 
treat Indian sickness, whereas “White man’s 
medicine” may be sought to help people 
deal with problems whose causes are seen 
as lying outside the community, such as 
alcoholism and drug addiction.
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men and women are called on to treat Indian sickness. When the problem is thought to 
have its cause outside the community, help is sought from “White man’s medicine.”

Abnormal behavior patterns take different forms in different cultures. Westerners 
 experience anxiety, for example, in the form of worrying about paying the mortgage and 
 losing a job. Yet “in a number of African cultures, anxiety is expressed as fears of failure in pro-
creation, in dreams and complaints about witchcraft” (Kleinman, 1987). Australian aborigi-
nes can develop intense fears of sorcery, accompanied by the belief that one is in mortal dan-
ger from evil spirits (Spencer, 1983). Trancelike states in which young aboriginal women are 
mute, immobile, and unresponsive are also quite common. If these women do not recover 
from the trance within hours or, at most, a few days, they may be brought to a sacred site for 
healing.

The very words that we use to describe psychological disorders—words such as 
depression or mental health—have different meanings in other cultures, or no equivalent 
meaning at all. This doesn’t mean that depression doesn’t exist in other cultures. Rather, 
it suggests we need to learn how people in different cultures experience emotional distress, 
including states of depression and anxiety, rather than imposing our perspectives on their 
experiences. People in China and other countries in the Far East generally place greater 
emphasis on the physical or somatic symptoms of depression, such as headaches, fatigue, or 
weakness, than on feelings of guilt or sadness, as compared to people from Western cultures 
such as our own (Kalibatseva & Leong, 2011; Ryder et al., 2008; Zhou et al., 2011). T / F

These differences demonstrate how important it is that we determine whether 
our concepts of abnormal behavior are valid before we apply them to other cultures. 
Research efforts along these lines have shown that the abnormal behavior pattern asso-
ciated with our concept of schizophrenia exists in countries as far flung as Colombia, 
India, China, Denmark, Nigeria, and the former Soviet Union, as well as many others 
(Jablensky, Sartorius, Ernberg, & Anker, 1992). Furthermore, rates of schizophrenia 
appear similar among the countries studied. However, differences have been observed 
in some of the features of schizophrenia across cultures (Myers, 2011).

Views about abnormal behavior vary from society to society. In Western culture, 
models based on medical disease and psychological factors are prominent in explaining 
abnormal behavior. But in traditional native cultures, models of abnormal behavior often 
invoke supernatural causes, such as possession by demons or the Devil. For example, in 
Filipino folk society, psychological problems are often attributed to the influence of “spir-
its” or the possession of a “weak soul” (Edman & Johnson, 1999).

Historical Perspectives on Abnormal Behavior
Throughout the history of Western culture, concepts of abnormal behavior have been 
shaped, to some degree, by the prevailing worldview of the particular era. For hundreds of 
years, beliefs in supernatural forces, demons, and evil spirits held sway. (And, as we’ve just seen, 
these beliefs still hold true in some societies.) Abnormal behavior was often taken as a sign of 
possession. In modern times, the predominant—but by no means universal—worldview has 
shifted toward beliefs in science and reason. In Western culture, abnormal behavior has come 
to be viewed as the product of physical and psychosocial factors, not demonic  possession.

the Demonological Model
Why would anyone need a hole in the head? Archaeologists have unearthed human skel-
etons from the Stone Age with egg-sized cavities in the skull. One interpretation of these 
holes is that our prehistoric ancestors believed abnormal behavior was caused by the 
inhabitation of evil spirits. These holes might be the result of trephination—the drilling 
of the skull to provide an outlet for those irascible spirits. Fresh bone growth indicates 
that some people did survive this “medical procedure.”

Just the threat of trephining may have persuaded some people to comply with 
tribal norms. Because no written accounts of the purpose of trephination exist, other 
explanations are possible. For instance, perhaps trephination was simply a form of surgery 

1.5 Describe the historical 
changes that have occurred in 
conceptualizations and treatment 
of abnormal behavior through 
the course of Western culture.

truth OR fiction

Psychological problems like depression 
may be experienced differently by 
people in different cultures.

 TRUE For example, depression is 
more likely to be associated with the 
development of physical symptoms 
among people in East Asian cultures 
than in Western cultures.
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to remove  shattered pieces of bone or blood clots that resulted from head 
injuries (Maher & Maher, 1985).

The notion of supernatural causes of abnormal behavior, or 
 demonology, was prominent in Western society until the Age of 
Enlightenment. The ancients explained nature in terms of the actions of 
the gods: The Babylonians believed the movements of the stars and the 
planets expressed the adventures and conflicts of the gods. The Greeks 
believed that the gods toyed with humans, that they unleashed havoc on 
disrespectful or arrogant humans and clouded their minds with madness.

In ancient Greece, people who behaved abnormally were sent to 
temples dedicated to Aesculapius, the god of healing. The Greeks believed 
that Aesculapius would visit the afflicted while they slept in the temple and 
offer them restorative advice through dreams. Rest, a nutritious diet, and 
exercise were also part of the treatment. Incurables were driven from the 
temple by stoning.

origins of the Medical Model: In “Ill Humor”
Not all ancient Greeks believed in the demonological model. The 
seeds of naturalistic explanations of abnormal behavior were sown by 
Hippocrates and developed by other physicians in the ancient world, 
especially Galen.

Hippocrates (ca. 460–377 B.C.E.), the celebrated physician of 
the Golden Age of Greece, challenged the prevailing beliefs of his time 
by arguing that illnesses of the body and mind were the result of natural 

causes, not possession by supernatural spirits. He believed the health of the body and 
mind depended on the balance of humors, or vital fluids, in the body: phlegm, black 
bile, blood, and yellow bile. An imbalance of humors, he thought, accounted for abnor-
mal behavior. A lethargic or sluggish person was believed to have an excess of phlegm, 
from which we derive the word phlegmatic. An overabundance of black bile was believed 
to cause depression, or melancholia. An excess of blood created a sanguine disposition: 
cheerful, confident, and optimistic. An excess of yellow bile made people “bilious” and 
choleric—quick-tempered.

Though scientists no longer subscribe to Hippocrates’s theory of bodily humors, 
his theory is important because of its break from demonology. It foreshadowed the mod-
ern medical model, the view that abnormal behavior results from underlying biological 
processes. Hippocrates made other contributions to modern thought and, indeed, to mod-
ern medical practice. He classified abnormal behavior patterns, using three main catego-
ries, which still have equivalents today: melancholia to characterize excessive depression, 
mania to refer to exceptional excitement, and phrenitis (from the Greek “inflammation of 
the brain”) to characterize the bizarre behavior that might today typify schizophrenia. To 
this day, medical schools honor Hippocrates by having students swear an oath of medical 
ethics that he originated, the Hippocratic oath.

Galen (ca. 130–200 C.E.), a Greek physician who attended Roman emperor–
philosopher Marcus Aurelius, adopted and expanded on the teachings of Hippocrates. 
Among Galen’s contributions was the discovery that arteries carry blood, not air, as had 
been formerly believed.

Medieval times
The Middle Ages, or medieval times, cover the millennium of European history from 
about 476 C.E. through 1450 C.E. After the passing of Galen, belief in supernatu-
ral causes, especially the doctrine of possession, increased in influence and eventually 
dominated medieval thought. This doctrine held that abnormal behaviors were a sign 
of possession by evil spirits or the Devil. This belief was part of the teachings of the 
Roman Catholic Church, the central institution in Western Europe after the decline 

trephination. Trephination refers to a 
procedure by which a hole is chipped into a 
person’s skull. Some investigators speculate 
that the practice represented an ancient form 
of surgery. Perhaps trephination was intended 
to release the “demons” responsible for 
abnormal behavior.

Source: Photo by Bierwert. American Museum of 
Natural History Library.



Introduction and Methods of Research  CHAPTER 1  11

of the Roman Empire. Although belief in possession preceded the 
Church and is found in ancient Egyptian and Greek writings, the 
Church revitalized it. The Church’s treatment of choice for pos-
session was exorcism. Exorcists were employed to persuade evil 
spirits that the bodies of the “possessed” were no longer habit-
able. Methods of persuasion included prayer, incantations, wav-
ing a cross at the victim, and beating and flogging, even starving, 
the victim. If the victim continued to display unseemly behavior, 
there were yet more  persuasive remedies, such as the rack, a device 
of torture. No doubt, recipients of these “remedies” desperately 
wished the Devil would vacate them immediately.

The Renaissance—the great revival of classical learning, art, 
and literature—began in Italy in the 1400s and spread throughout 
Europe. Ironically, although the Renaissance is considered the tran-
sition from the medieval to the modern world, the fear of witches 
also reached its height during this period.

Witchcraft
The late 15th through the late 17th centuries were especially bad 
times to annoy your neighbors. These were times of massive persecu-
tions, particularly of women, who were accused of witchcraft. Church officials believed that 
witches made pacts with the Devil, practiced satanic rituals, ate babies, and poisoned crops. 
In 1484, Pope Innocent VIII decreed that witches be executed. Two Dominican priests 
compiled a notorious manual for witch-hunting, called the Malleus Maleficarum (The 
Witches’ Hammer), to help inquisitors identify suspected witches. Many thousands 
would be accused of witchcraft and put to death in the next two centuries.

Witch-hunting required innovative “diagnostic” tests. In the case of the water-
float test, suspects were dunked in a pool to certify they were not possessed by the Devil. 
The test was based on the principle in smelting, during which pure metals settle to the 
bottom, whereas impurities bob up to the surface. Suspects who sank and drowned were 
ruled pure. Suspects who kept their heads above water were judged to be in league with 
the Devil. As the saying went, you were “damned if you do and damned if you don’t.”

Modern scholars once believed these so-called witches were actually people with 
psychological disorders who were persecuted because of their abnormal behavior. Many 
suspected witches did confess to bizarre behaviors, such as flying or engaging in sexual 
intercourse with the Devil, which suggests the types of disturbed  behavior associated 
with modern conceptions of schizophrenia. Yet these confessions must be discounted 
because they were extracted under torture by inquisitors who were bent on finding 
evidence to support accusations of witchcraft (Spanos, 1978). We know today that the 
threat of torture and other forms of intimidation are sufficient to extract false confes-
sions. Although some who were persecuted as witches probably did show abnormal 
behavior patterns, most did not (Schoenman, 1984). Rather, it appears that accusations 
of witchcraft were a convenient means of disposing of social nuisances and political 
rivals, of seizing property, and of suppressing heresy (Spanos, 1978). In English villages, 
many of the accused were poor, unmarried elderly women who were forced to beg for 
food from their neighbors. If misfortune befell the people who declined to give help, 
the beggar might be accused of having cast a curse on the household. If the woman was 
generally unpopular, an accusation of witchcraft was likely to follow.

Demons were believed to play roles in both abnormal behavior and witchcraft. 
However, although some victims of demonic possession were perceived to be afflicted 
as retribution for their own wrongdoing, others were considered to be innocent 
 victims—possessed by demons through no fault of their own. Witches were believed 
to have renounced God and voluntarily entered into a pact with the Devil. Witches 
were generally seen as more deserving of torture and execution (Spanos, 1978).

exorcism. This medieval woodcut illustrates 
the practice of exorcism, which was used to 
expel the evil spirits that were believed to 
have possessed people.

the water-float test. This so-called test was one 
way in which medieval authorities sought to detect 
possession and witchcraft. Managing to float above 
the waterline was deemed a sign of impurity. In the 
lower right hand corner, you can see the bound 
hands and feet of one poor unfortunate who failed 
to remain afloat, but whose drowning would have 
cleared away any suspicions of possession.
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Historical trends do not follow straight lines. Although the demonological model 
held sway during the Middle Ages and much of the Renaissance, it did not completely 
supplant belief in naturalistic causes. In medieval England, for example, demonic pos-
session was only rarely invoked in cases in which a person was held to be insane by legal 
authorities (Neugebauer, 1979). Most explanations for unusual behavior involved natural 
causes, such as physical illness or trauma to the brain. In England, in fact, some dis-
turbed people were kept in hospitals until they were restored to sanity (Allderidge, 1979). 
The Renaissance Belgian physician Johann Weyer (1515–1588) also took up the cause 
of Hippocrates and Galen by arguing that abnormal behavior and thought patterns were 
caused by physical problems.

asylums
By the late 15th and early 16th centuries, asylums, or madhouses, began to crop up 
throughout Europe. Many were former leprosariums, which were no longer needed 
because of the decline in leprosy after the late Middle Ages. Asylums often gave refuge 
to beggars as well as the mentally disturbed, but conditions were appalling. Residents 
were chained to their beds and left to lie in their own waste or to wander about unas-
sisted. Some asylums became public spectacles. In one asylum in London, St. Mary’s of 
Bethlehem Hospital—from which the word bedlam is derived—the public could buy 
tickets to observe the antics of the inmates, much as we would pay to see a circus sideshow 
or animals at the zoo T / F.

the reform Movement and Moral therapy
The modern era of treatment begins with the efforts of the Frenchmen Jean-Baptiste 
Pussin and Philippe Pinel in the late 18th and early 19th centuries. They argued that 
people who behave abnormally suffer from diseases and should be treated humanely. This 
view was not popular at the time; mentally disturbed people were regarded as threats to 
society, not as sick people in need of treatment.

From 1784 to 1802, Pussin, a layman, was placed in charge of a ward for people 
considered “incurably insane” at La Bicêtre, a large mental hospital in Paris. Although 
Pinel is often credited with freeing the inmates of La Bicêtre from their chains, Pussin 

was actually the first official to unchain a group of the “incurably 
insane.” These unfortunates had been considered too dangerous and 
unpredictable to be left unchained. But Pussin believed that if they 
were treated with kindness, there would be no need for chains. As 
he predicted, most of the shut-ins were manageable and calm after 
their chains were removed. They could walk the hospital grounds 
and take in fresh air. Pussin also forbade the staff from treating the 
residents harshly, and he fired employees who ignored his directives.

Pinel (1745–1826) became the medical director for the 
incurables’ ward at La Bicêtre in 1793 and continued the humane 
treatment Pussin had begun. He stopped harsh practices, such as 
bleeding and purging, and moved patients from darkened dungeons 
to well-ventilated, sunny rooms. Pinel also spent hours talking to 
inmates, in the belief that showing understanding and concern 
would help restore them to normal functioning.

The philosophy of treatment that emerged from these efforts 
was labeled moral therapy. It was based on the belief that providing 
humane treatment in a relaxed and decent environment could restore 
functioning. Similar reforms were instituted at about this time in 

England by William Tuke and later in the United States by Dorothea Dix. Another influ-
ential figure was the American physician Benjamin Rush (1745–1813)—also a signatory 
to the Declaration of Independence and an early leader of the antislavery movement. 
Rush, considered the father of American psychiatry, penned the first American textbook 

“Bedlam.” The bizarre antics of the patients 
at St. Mary’s of Bethlehem Hospital in 
London in the 18th century were a source 
of entertainment for the well-heeled gentry 
of the town, such as the two well-dressed 
women in the middle of the painting.

truth OR fiction

A night’s entertainment in London a few 
hundred years ago might have included 
gaping at the inmates at the local 
asylum.

 TRUE A night on the town for the 
gentry of London sometimes included 
a visit to a local asylum, St. Mary’s of 
Bethlehem Hospital, to gawk at the 
patients. We derive the word bedlam 
from Bethlehem Hospital.
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on psychiatry, in 1812: Medical Inquiries and Observations Upon the Diseases of the Mind. 
He believed that madness is caused by engorgement of the blood vessels of the brain. 
To relieve pressure, he recommended bloodletting, purging, and ice-cold baths. He did 
advance humane treatment by encouraging the staff of his Philadelphia Hospital to treat 
patients with kindness, respect, and understanding. He also favored the therapeutic use of 
occupational therapy, music, and travel (Farr, 1994). His hospital became the first in the 
United States to admit patients for psychological disorders.

Dorothea Dix (1802–1887), a Boston schoolteacher, traveled about the country 
decrying the deplorable conditions in the jails and almshouses where mentally disturbed 
people were placed. As a result of her efforts, 32 mental hospitals devoted to treating 
people with psychological disorders were established throughout the United States.

a Step Backward
In the latter half of the 19th century, the belief that abnormal behaviors could be success-
fully treated or cured by moral therapy fell into disfavor. A period of apathy ensued in 
which patterns of abnormal behavior were deemed incurable (Grob, 1994, 2009). Mental 
institutions in the United States grew in size but provided little more than custodial care. 
Conditions deteriorated. Mental hospitals became frightening places. It was not uncom-
mon to find residents “wallowing in their own excrements,” in the words of a New York 
State official of the time (Grob, 1983). Straitjackets, handcuffs, cribs, straps, and other 
devices were used to restrain excitable or violent patients.

Deplorable hospital conditions remained commonplace through the middle of 
the 20th century. By the mid-1950s, the population in mental hospitals had risen to 
half a million. Although some state hospitals provided decent and humane care, many 
were described as little more than human snake pits. Residents were crowded into wards 
that lacked even rudimentary sanitation. Mental patients in back wards were essentially 
warehoused; that is, they were left to live out their lives with little hope or expectation of 
recovery or a return to the community. Many received little professional care and were 
abused by poorly trained and supervised staffs. Finally, these appalling conditions led 
to calls for reforms of the mental health system. These reforms ushered in a movement 
toward deinstitutionalization, a policy of shifting the burden of care from state hospitals 
to community-based treatment setting, which led to a wholesale exodus from state mental 
hospitals. The mental hospital population across the United States has plummeted from 
nearly 600,000 in the 1950s to about 40,000 today (“Rate of Patients,” 2012). Some 
mental hospitals were closed entirely.

Another factor that laid the groundwork for the mass exodus from mental hos-
pitals was the development of a new class of drugs—the phenothiazines. This group of 
antipsychotic drugs, which helped quell the most flagrant behavior patterns associated 
with schizophrenia, was introduced in the 1950s. Phenothiazines reduced the need for 
indefinite hospital stays and permitted many people with schizophrenia to be discharged 
to halfway houses, group homes, and independent living.

the role of the Mental Hospital today
Most state hospitals today are better managed and provide more humane care than those 
of the 19th and early 20th centuries, but here and there, deplorable conditions persist. 
Today’s state hospital is generally more treatment-oriented and focuses on preparing resi-
dents to return to community living. State hospitals function as part of an integrated, 
comprehensive approach to treatment. They provide a structured environment for people 
who are unable to function in a less-restrictive community setting. When hospitalization 
has restored patients to a higher level of functioning, the patients are reintegrated in the 
 community and given follow-up care and transitional residences, if needed. If a commu-
nity-based hospital is not available or if they require more extensive care, patients may be 
rehospitalized as needed in a state hospital. For younger and less intensely disturbed people, 

the unchaining of inmates at la Biĉetre 
by 18th-century French reformer philippe 
pinel. Continuing the work of Jean-Baptiste 
Pussin, Pinel stopped harsh practices, such 
as bleeding and purging, and moved inmates 
from darkened dungeons to sunny, airy 
rooms. Pinel also took the time to converse 
with inmates, in the belief that understanding 
and concern would help restore them to 
normal functioning.
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the state hospital stay is typically briefer than it was in the past, lasting only 
until their condition allows them to reenter society. Older, chronic patients, 
however, may be unprepared to handle the most rudimentary tasks of inde-
pendent life (shopping, cooking, cleaning, and so on)—in part because the 
state hospital may be the only home such patients have known as adults.

the Community Mental Health Movement
The U.S. Congress in 1963 established a nationwide system of community 
mental health centers (CMHCs), which was intended to offer an alterna-
tive to long-term custodial care in bleak institutions. CMHCs were charged 
with providing  continuing support and mental health care to former hos-
pital residents, released from state mental hospitals. Unfortunately, not 
enough CMHCs have been established to serve the needs of hundreds of 
thousands of formerly hospitalized patients and to prevent the need to hos-
pitalize new patients by  providing comprehensive, community-based care 
and structured residential treatment settings, such as halfway houses.

The community mental health movement and the policy of de- 
i nstitutionalization were developed in the hope that mental patients could 
return to their communities and assume more independent and fulfilling 
lives. But deinstitutionalization has often been criticized for failing to live 
up to its lofty expectations. The discharge of mental patients from state hos-
pitals left many thousands of marginally functioning people in communi-
ties that lacked adequate housing and other forms of support they needed to 
function. Although the community mental health movement has had some 
successes, a great many patients with severe and persistent mental health 
problems fail to receive the range of mental health and social services they 
need to adjust to life in the community (Frank & Glied, 2006; Lieberman, 
2010). As we shall see, one of the major challenges facing the community 
mental health system is the problem of psychiatric homelessness.

Deinstitutionalization and the  psychiatric 
Homeless population
Many of the homeless wandering city streets and sleeping in bus terminals and train sta-
tions are discharged mental patients or persons with disturbed behavior who might well 
have been hospitalized in earlier times, before deinstitutionalization was in place. Lacking 
adequate support, they often face more dehumanizing conditions on the street than they 
did in the hospital. Many compound their problems by turning to illegal street drugs 
such as crack. Also, some of the younger psychiatric homeless population might have 
remained hospitalized in earlier times but are now, in the wake of deinstitutionalization, 
directed toward community support programs when they are available. The problem of 
psychiatric homelessness is not limited to the United States. A recent study in Denmark 
showed that about 60% of the homeless population had diagnosable psychiatric disorders 
(Nielsen, Hjorthøj, Erlangsen, & Nordentoft, 2011).

The federal government estimates that about one-third of homeless adults 
in the United States suffer from severe psychological disorders (National Institutes of 
Health, 2003). A large percentage of the homeless also have significant neuropsychologi-
cal impairments, such as problems with memory and concentration, which leaves them 
disadvantaged in terms of finding and holding jobs (Bousman et al., 2011; Rosenheck, 
2012). The lack of available housing, transitional care facilities, and effective case man-
agement plays an important role in homelessness among people with psychiatric problems 
(Folsom et al., 2005; Rosenheck, 2012). Some homeless people with severe psychiatric 
problems are repeatedly hospitalized for brief stays in community-based hospitals during 
acute episodes. They move back and forth between the hospital and the community as 
though caught in a revolving door. Frequently, they are released from the hospital with 

the mental hospital. Under the policy of 
deinstitutionalization, mental hospitals today 
provide a range of services, including short-
term treatment of people in crisis or in need 
of a secure treatment setting. They also 
provide long-term treatment in a structured 
environment for people who are unable 
to function in less-restrictive community 
settings.
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inadequate arrangements for housing and community care. Some are 
essentially left to fend for themselves. Although many state hospitals 
closed their doors and others slashed the number of beds, the states 
failed to provide sufficient funds to support services needed in the 
community to replace the need for long-term hospitalization.

The mental health system alone does not have the resources to 
resolve the multifaceted problems faced by the psychiatric homeless 
population. Helping the psychiatric homeless escape from homeless-
ness requires matching services to their needs in an integrated effort 
involving mental health and alcohol and drug abuse programs; access 
to decent, affordable housing; and provision of other social services 
(Price, 2009; Rosenheck, Kasprow, Frisman, & Liu-Mares, 2003).

Another difficulty is that homeless people with severe psycho-
logical problems typically do not seek out mental health services. Many 
have become disenfranchised from mental health services because 
of previous bad hospital stays, during which they had been treated 
poorly or felt disrespected, dehumanized, or simply ignored (Price, 
2009). Society needs not only more intensive outreach and interven-
tion efforts to help homeless people connect with the services they 
need but also programs that provide a better quality of care to home-
less  individuals (Coldwell & Bender, 2007; Price, 2009). All in all, 
the problems of the psychiatric homeless population remain complex, 
 vexing problems for the mental health system and society at large.

Deinstitutionalization: a promise as yet  
unfulfilled
Although the net results of deinstitutionalization may not yet have lived up to expecta-
tions, a number of successful community-oriented programs are available. However, they 
remain underfunded and unable to reach many people needing ongoing community sup-
port. If deinstitutionalization is to succeed, patients need continuing care and opportuni-
ties for decent housing, gainful employment, and training in social and vocational skills. 
Most people with severe psychiatric disorders, such as schizophrenia, live in their commu-
nities, but only about half of them are currently in treatment (Torrey, 2011).

New, promising services exist to improve community-based care for people with 
chronic psychological disorders—for example, psychosocial rehabilitation centers, family 
psychoeducational groups, supportive housing and work programs, and social skills train-
ing. Unfortunately, too few of these services exist to meet the needs of many patients who 
might benefit from them. The community mental health movement must have expanded 
community support and adequate financial resources if it is to succeed in fulfilling its 
original promise.

Contemporary Perspectives 
on Abnormal Behavior
As noted, beliefs in possession or demonology persisted until the 18th century, when soci-
ety began to turn toward reason and science to explain natural phenomena and human 
behavior. The nascent sciences of biology, chemistry, physics, and astronomy promised 
knowledge derived from scientific methods of observation and experimentation. Scientific 
observation in turn uncovered the microbial causes of some kinds of diseases and gave rise 
to preventive measures. Scientific models of abnormal behavior also began to emerge, 
including models representing biological, psychological, sociocultural, and biopsycho-
social perspectives. We briefly discuss each of these models here, particularly in terms of 
their historical background, which will lead to a fuller discussion in Chapter 2.

psychiatric homelessness. Many homeless 
people have severe psychological problems 
but fall through the cracks of the mental 
health and social service systems.

1.6 Describe the major 
contemporary perspectives 
on abnormal behavior.
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the Biological perspective
Against the backdrop of advances in medical science, the German physician Wilhelm 
Griesinger (1817–1868) argued that abnormal behavior was rooted in diseases of the 
brain. Griesinger’s views influenced another German physician, Emil Kraepelin (1856–
1926), who wrote an influential textbook on psychiatry in 1883 in which he likened men-
tal disorders to physical diseases. Griesinger and Kraepelin paved the way for the modern 
medical model, which attempts to explain abnormal behavior on the basis of underlying 
biological defects or abnormalities, not evil spirits. According to the medical model, peo-
ple behaving abnormally suffer from mental illnesses or disorders that can be classified, 
like physical illnesses, according to their distinctive causes and symptoms. Adopters of the 
medical model don’t necessarily believe that every mental disorder is a product of defec-
tive biology, but they maintain that it is useful to classify patterns of abnormal behavior 
as disorders that can be identified on the basis of their distinctive features or symptoms.

Kraepelin specified two main groups of mental disorders or diseases:  dementia 
praecox [from roots meaning “precocious (premature) insanity”], which we now call 
schizophrenia, and manic–depressive insanity, which we now label bipolar disorder 
(Zivanovic & Nedic, 2012). Kraepelin believed that dementia praecox is caused by a bio-
chemical imbalance and manic–depressive psychosis by an abnormality in body metabo-
lism. His major contribution was the development of a classification system that forms 
the cornerstone of current diagnostic systems.

The medical model gained support in the late 19th century with the discovery 
that an advanced stage of syphilis—in which the bacterium that causes the disease directly 
invades the brain—led to a form of disturbed behavior called general paresis (from the 
Greek parienai, meaning “to relax”). General paresis is associated with physical symptoms 
and psychological impairment, including personality and mood changes, and with pro-
gressive deterioration of memory functioning and judgment. With the advent of antibiot-
ics for treating syphilis, the disorder has become extremely uncommon.

General paresis is of interest to scientists mostly for historical reasons. With the 
discovery of the connection between general paresis and syphilis, scientists became opti-
mistic that other biological causes would soon be discovered for many other types of 

disturbed behavior. The later discovery of Alzheimer’s disease (discussed 
in Chapter 14), a brain disease that is the major cause of dementia, lent 
further support to the medical model. Yet, it is now known that the 
great majority of psychological disorders involve a complex web of fac-
tors scientists are still struggling to understand.

Much of the terminology used in abnormal psychology has been 
“medicalized.” Because of the medical model, we commonly speak of 
people whose behavior is abnormal as being mentally ill, and we com-
monly refer to the symptoms of abnormal behavior, rather than the fea-
tures or characteristics of abnormal behavior. Other terminological off-
spring of the medical model include mental health, syndrome, diagnosis, 
patient, mental patient, mental hospital, prognosis, treatment, therapy, cure, 
relapse, and remission.

The medical model is a major advance over demonology. It 
inspired the idea that abnormal behavior should be treated by learned 
professionals, not punished. Compassion supplanted hatred, fear, and 
persecution. But the medical model has also led to controversy over the 
extent to which certain behavior patterns should be considered forms of 
mental illness. We address this topic in the @Issue feature on page 18.

the psychological perspective
Even as the medical model was gaining influence in the 19th century, some scientists 
argued that organic factors alone could not explain the many forms of abnormal behav-
ior. In Paris, a respected neurologist, Jean-Martin Charcot (1825–1893), experimented 

Charcot’s teaching clinic. Parisian 
neurologist Jean-Martin Charcot presents 
a female patient who exhibits the highly 
dramatic behavior associated with hysteria, 
such as falling faint at a moment’s notice. 
Charcot was an important influence on the 
young Sigmund Freud.
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with hypnosis in treating hysteria, a condition characterized by paralysis or numbness 
that cannot be explained by any underlying physical cause. [Interestingly, cases of hyste-
ria were common in the Victorian period, but are rare today (Spitzer, Gibbon, Skodol, 
Williams, & First, 1989).] The thinking at the time was that people with hysteria must 
have an affliction of the nervous system, which caused their symptoms. Yet, Charcot and 
his associates demonstrated that these symptoms could be removed in hysterical patients 
or, conversely, induced in normal patients, by means of hypnotic suggestion.

Among those who attended Charcot’s demonstrations was a young Austrian 
physician named Sigmund Freud (1856–1939) (Esman, 2011). Freud reasoned that if 
hysterical symptoms could be made to disappear or appear through hypnosis—the mere 
“suggestion of ideas”—they must be psychological, not biological, in origin (E. Jones, 
1953). Freud concluded that whatever psychological factors give rise to hysteria, they 
must lie outside the range of conscious awareness. This insight underlies the first psycho-
logical perspective on abnormal behavior—the psychodynamic model. “I received the 
proudest impression,” Freud wrote of his experience with Charcot, “of the possibility that 
there could be powerful mental processes which nevertheless remained hidden from the 
consciousness of men” (as cited in Sulloway, 1983, p. 32).

Freud was also influenced by the Viennese physician Joseph Breuer (1842–1925), 
14 years his senior. Breuer too had used hypnosis, to treat a 21-year-old woman, Anna O.,  
with hysterical complaints for which there were no apparent medical basis, such as paraly-
sis in her limbs, numbness, and disturbances of vision and hearing (E. Jones, 1953). A 
“paralyzed” muscle in her neck prevented her from turning her head. Immobilization 
of the fingers of her left hand made it all but impossible for her to feed herself. Breuer 
believed there was a strong psychological component to her symptoms. He encouraged 
her to talk about her symptoms, sometimes under hypnosis. Recalling and talking about 
events connected with the appearance of the symptoms—especially events that evoked 
feelings of fear, anxiety, or guilt—provided symptom relief, at least for a time. Anna 
referred to the treatment as the “talking cure” or, when joking, as “chimney sweeping.”

The hysterical symptoms were taken to represent the transformation of these 
blocked-up emotions, forgotten but not lost, into physical complaints. In Anna’s case, the 
symptoms disappeared once the emotions were brought to the surface and “discharged.” 
Breuer labeled the therapeutic effect catharsis, or emotional discharge of feelings (from the 
Greek word kathairein, meaning to clean or to purify).

Sigmund Freud and Bertha pappenheim (anna o.). Freud is shown here at around age 30. 
Pappenheim (1859–1936) is known more widely in the psychological literature as “Anna O.” Freud 
believed that her hysterical symptoms represented the transformation of blocked-up emotions into 
physical complaints.
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Thinking CRiTiCally about abnormal psychology

@Issue: What Is Abnormal Behavior?

T he question of where to draw the line between normal 
and abnormal behavior continues to be a subject of 
debate within the mental health field and the broader 

society. Unlike medical illness, a psychological or mental disor-
der cannot be identified by a spot on an X-ray or from a blood 
sample. Classifying these disorders involves clinical judgments, 
not findings of fact; and as we have noted, these judgments 
can change over time and can vary from culture to culture. For 
example, medical professionals once considered masturbation a 
form of mental illness. Although some people today may object 
to masturbation on moral grounds, professionals no longer 
regard it as a mental disturbance.

Consider other behaviors that may blur the boundaries between 
normal and abnormal: Is body-piercing abnormal, or is it sim-
ply a fashion statement? (How much piercing do you consider 
“normal”?) Might excessive shopping behavior or overuse of 
the Internet be forms of mental illness? Is bullying a symptom of 
an underlying disorder, or is it just bad behavior? Mental health 
professionals base their judgments on the kinds of criteria we 
outline in this text. But even in professional circles, debate con-
tinues about whether some behaviors should be classified as 
forms of abnormal behavior or mental disorders.

One of the longest of these debates concerns homosexual-
ity. Until 1973, the American Psychiatric Association classified 
homosexuality as a mental disorder. In that year, the organization 
voted to drop homosexuality from its listing of classified mental 
disorders in its diagnostic manual, the Diagnostic and Statistical 
Manual of Mental Disorders, or DSM (discussed in Chapter 3). 
This decision to declassify homosexuality, however, was not unan-
imous among the nation’s psychiatrists. Many argued that the 
decision was motivated more by political reasons than by good 
science. Some objected to basing such a decision on a vote. 
After all, would it be reasonable to drop cancer as a recognized 
medical illness on the basis of a vote? Shouldn’t scientific criteria 
determine these kinds of judgments, rather than a popular vote?

What do you think? Is homosexuality a variation in the normal 
spectrum of sexual orientation, or is it a form of abnormal 
behavior? What is the basis of your judgment? What criteria 
did you apply in forming a judgment? What evidence do you 
have to support your beliefs?

Within the DSM system, mental disorders are recognized on the 
basis of behavior patterns associated with either emotional dis-
tress and/or significant impairment in psychological functioning. 
Researchers find that people with a gay male or lesbian sexual 
orientation tend to have a greater frequency of suicide and of 
states of emotional distress, especially anxiety and depression, than 
people with a heterosexual orientation (Cochran, Sullivan, & Mays, 
2003; King, 2008). But even if gay males and lesbians are more 
prone to develop psychological problems, it doesn’t necessarily fol-
low that these problems are the result of their sexual orientation.

Gay adolescents in our society come to terms with their sexuality 
against a backdrop of deep-seated prejudices and resentment 
toward gays. The process of achieving a sense of self-acceptance 
against this backdrop of societal intolerance can be so difficult 
that many gay adolescents seriously consider or attempt suicide. 
As adults, gay men and lesbians often continue to bear the brunt 
of prejudice and negative attitudes toward them, including nega-
tive reactions from family members that often follow the disclo-
sure of their sexual orientation. The social stress associated with 
stigma, prejudice, and discrimination that gay people encounter 
may directly cause mental health problems (Meyer, 2003).

Understood in this context, it is little wonder that many gay 
males and lesbians develop psychological problems. As a leading 
authority in the field, psychologist J. Michael Bailey (1999, p. 883) 
wrote, “Surely, it must be difficult for young people to come 
to grips with their homosexuality in a world where homosexual 
people are often scorned, mocked, mourned, and feared.”

Should we then accept the claim that societal intolerance is the 
root cause of psychological problems in people with a homo-
sexual orientation? As critical thinkers, we should recognize that 

Is homosexuality a mental disorder? Until 1973, homosexuality was 
classified as a mental disorder by the American Psychiatric Association. 
What criteria should be used to form judgments about determining 
whether particular patterns of behavior comprise a mental or 
psychological disorder?

truth OR fiction

 Despite changing attitudes in society 
toward homosexuality, the psychiatric 
profession continues to classify 
homosexuality as a mental disorder.

 FALSE The psychiatric profession 
dropped homosexuality from its listing of 
mental disorders in 1973.
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Freud’s theoretical model was the first major psychological model of abnormal 
behavior. As we’ll see in Chapter 2, other psychological perspectives on abnormal behav-
ior based on behavioral, humanistic, and cognitive models soon followed. Each of these 
perspectives, as well as the contemporary medical model, spawned particular forms of 
therapy to treat psychological disorders.

the Sociocultural perspective
Mustn’t we also consider the broader social context in which behavior occurs to under-
stand the roots of abnormal behavior? Sociocultural theorists believe the causes of abnor-
mal behavior may be found in the failures of society rather than in the person. Accordingly, 
psychological problems may be rooted in the ills of society, such as unemployment, pov-
erty, family breakdown, injustice, ignorance, and lack of opportunity. Sociocultural fac-
tors also focus on relationships between mental health and social factors such as gender, 
social class, ethnicity, and lifestyle.

Sociocultural theorists also observe that once a person is called “mentally ill,” the 
label is hard to remove. It also distorts other people’s responses to the “patient.” People 
classified as mentally ill are stigmatized and marginalized. Job opportunities may disap-
pear, friendships may dissolve, and the “patient” may feel increasingly alienated from 
society. Sociocultural theorists focus peoples’ attention on the social consequences of 
becoming labeled as a “mental patient.” They argue that society needs to provide access 
to meaningful societal roles, as workers, students, and colleagues, to those with long-term 
mental health problems, rather than shunt them aside.

the Biopsychosocial perspective
Aren’t patterns of abnormal behavior too complex to be understood from any one model 
or perspective? Many mental health professionals endorse the view that abnormal behavior 
is best understood by taking into account multiple causes representing the biological, psy-
chological, and sociocultural domains (Levine & Schmelkin, 2006). The  biopsychosocial 
model, or interactionist model, informs this text’s approach toward understanding the 
origins of abnormal behavior. We believe it’s essential to consider the interplay of biologi-
cal, psychological, and sociocultural factors in the development of psychological disor-
ders. Although our understanding of these factors may be incomplete, we must consider 
all possible pathways and account for multiple factors, influences, and  interactions.

Perspectives on psychological disorders provide a framework not only for explana-
tion but also for treatment (see Chapter 2). The perspectives scientists use also lead to the 
predictions, or hypotheses, that guide their research or inquiries into the causes and treat-
ments of abnormal behavior. The medical model, for example, fosters inquiry into genetic 
and biochemical treatment methods. In the next section, we consider the ways in which 
psychologists and other mental health professionals study abnormal behavior.

In thinking critically about the issue, answer the following  questions:

•	 How do you decide when any behavior, such as social drink-
ing or even shopping or Internet use, crosses the line from 
normal to abnormal?

•	 Is there a set of criteria you use in all cases? How do your 
criteria differ from the criteria specified in the text?

•	 Do you believe that homosexuality is abnormal? Why or why 
not?

other factors may be involved. Scientists need more evidence 
before they can arrive at any judgments concerning why gay 
males and lesbians are more prone to psychological problems, 
especially suicide.

Imagine a society in which homosexuality was the norm and 
heterosexual people were shunned, scorned, or ridiculed. 
Would we find that heterosexual people are more likely to have 
 psychological problems? Would this evidence lead us to assume 
that heterosexuality is a mental disorder? What do you think?
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Research Methods in Abnormal Psychology
Abnormal psychology is a branch of the scientific discipline of psychology. Research in 
the field is based on the application of the scientific method. Before we explore the basic 
steps in the scientific method, let us consider the four overarching objectives of science: 
description, explanation, prediction, and control.

Description, explanation, prediction, and Control:  
the objectives of Science
To understand abnormal behavior, we must first learn to describe it. Description allows 
us to recognize abnormal behavior and provides the basis for explaining it. Descriptions 
should be clear, unbiased, and based on careful observation. Let us pose a vignette that 
challenges you to put yourself in the position of a graduate student in psychology who is 
asked to describe the behavior of a laboratory rat the professor places on the desk:

Imagine you are a brand-new graduate student in psychology and are sitting in your 
research methods class on the first day of the term. The professor, a distinguished woman of 
about 50, enters the class. She is carrying a small wire-mesh cage containing a white rat. The 
professor removes the rat from the cage and places it on the desk. She asks the class to observe 
its behavior. As a serious student, you attend closely. The animal moves to the edge of the desk, 
pauses, peers over the edge, and seems to jiggle its whiskers at the floor below. It maneuvers 
along the edge of the desk, tracking the perimeter. Now and then the rat pauses and vibrates its 
whiskers downward in the direction of the floor.

The professor picks up the rat and returns it to the cage. She asks the class to describe 
the animal’s behavior.

A student responds, “The rat seems to be looking for a way to escape.”
Another student says, “It is reconnoitering its environment, examining it.” 

“Reconnoitering”? You think. That student has seen too many war movies.
The professor writes each response on the blackboard. Another student raises her hand. 

“The rat is making a visual search of the environment,” she says. “Maybe it’s looking for food.”
The professor prompts other students for their descriptions.
“It’s looking around,” says one.
“Trying to escape,” says another.
Your turn arrives. Trying to be scientific, you say, “We can’t say what its motivation 

might be. All we know is that it’s scanning its environment.”
“How so?” the professor asks.
“Visually,” you reply, confidently.
The professor writes the response and then turns to the class, shaking her head. “Each 

of you observed the rat,” she said, “but none of you described its behavior. Instead, you made 
inferences that the rat was ‘looking for a way down’ or ‘scanning its environment’ or ‘look-
ing for food,’ and the like. These are not unreasonable inferences, but they are inferences, not 
descriptions. They also happen to be wrong. You see, the rat is blind. It’s been blind since birth. 
It couldn’t possibly be looking around, at least not in a visual sense.”

The vignette about the blind rat illustrates that our descriptions of behavior may 
be influenced by our expectations. Our expectations reflect our preconceptions or models 
of behavior, and they may incline us to perceive events—such as the rat’s movements and 
other people’s behavior—in certain ways. Describing the rat in the classroom as “scan-
ning” and “looking” for something is an inference, or conclusion, we draw from our 
observations based on our model of how animals explore their environments. In contrast, 
description would involve a precise accounting of the animal’s movements around the 
desk, measuring how far in each direction it moves, how long it pauses, how it bobs its 
head from side to side, and so on.

Nevertheless, inference is important in science. Inference allows us to jump from 
the particular to the general—to suggest laws and principles of behavior that can be 
woven into a model or theory of behavior. Without a way of organizing our descriptions 

1.7 Identify the objectives 
of science and the steps in 
the scientific method.
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of phenomena in terms of models and theories, we would be left with a buzzing confusion 
of unconnected observations.

Theories help scientists explain puzzling data and predict future data. Prediction 
entails the discovery of factors that anticipate the occurrence of events. Geology, for 
example, seeks clues in the forces affecting the earth, interpretation of which can forecast 
natural events such as earthquakes and volcanic eruptions. Scientists who study abnor-
mal behavior seek clues in overt behavior, biological processes, family interactions, and 
so forth, to predict the development of abnormal behaviors as well as factors that might 
predict response to various treatments. It is not sufficient that theoretical models help 
scientists explain or make sense of events or behaviors that have already occurred. Useful 
models and theories allow them to predict the occurrence of particular behaviors.

The idea of controlling human behavior—especially the behavior of people with 
serious problems—is controversial. The history of societal response to abnormal behav-
iors, including abuses such as exorcism and cruel forms of physical restraint, renders the 
idea particularly distressing. Within science, however, the word control does not imply 
that people are coerced into doing the bidding of others, like puppets dangling on strings. 
Psychologists, for example, are committed to the dignity of the individual, and the con-
cept of human dignity requires that people be free to make decisions and exercise choices. 
Within this context, controlling behavior means using scientific knowledge to help people 
shape their own goals and more efficiently use their resources to accomplish them. Today, 
in the United States, even when helping professionals restrain people who are violently 
disturbed, the goal is to assist them in overcoming their agitation and regaining the ability 
to exercise meaningful choices in their lives. Ethical standards prohibit the use of injuri-
ous techniques in research or practice.

Psychologists and other scientists use the scientific method to advance the descrip-
tion, explanation, prediction, and control of abnormal behavior.

the Scientific Method
The scientific method tests assumptions and theories about the world through gathering 
objective evidence. Gathering evidence that is objective requires thoughtful observational 
and experimental methods. Here let us focus on the basic steps involved in using the sci-
entific method in experimentation.

1. Formulating a research question. Scientists derive research questions from previous 
observations and current theories. For instance, on the basis of their clinical ob-
servations and theoretical understanding of the underlying mechanisms in depres-
sion, psychologists may formulate questions about whether certain experimental 
drugs or particular types of psychotherapy help people overcome depression.

2. Framing the research question in the form of a hypothesis. A hypothesis is a pre-
diction tested in an experiment. For example, scientists might hypothesize that 
people who are clinically depressed will show greater improvement on measures 
of depression if they are given an experimental drug than if they receive an inert 
placebo (a sugar pill).

3. Testing the hypothesis. Scientists test hypotheses through experiments in which vari-
ables are controlled and the differences are observed. For instance, they can test the 
hypothesis about the experimental drug by giving the drug to one group of people 
with depression and giving another group the placebo. They can then test to see if 
the people who received the active drug showed greater improvement over a period 
of time than those who received the placebo.

4. Drawing conclusions about the hypothesis. In the final step, scientists draw conclu-
sions from their findings about the accuracy of their hypotheses. Psychologists use 
statistical methods to determine the likelihood that differences between groups are 
significant, as opposed to chance fluctuations. Psychologists can be reasonably con-
fident that group differences are significant—that is, not because of chance—when  



22  CHAPTER 1 Introduction and Methods of Research

there is a probability of less than 5% that chance alone can explain the differ-
ences. When well-designed research findings fail to bear out hypotheses, scientists 
rethink the theories from which the hypotheses are derived. Research findings 
often lead to modifications in theory, new hypotheses, and in turn, subsequent 
research.

Before we consider the major research methods used by psychologists and others 
in studying abnormal behavior, let us consider some of the principles that guide ethical 
conduct in research.

ethics in research
Ethical principles are designed to promote the dignity of the individual, protect 
human welfare, and preserve scientific integrity (American Psychological Association, 
2002). Psychologists are prohibited by the ethical standards of their profession from 
using methods that cause psychological or physical harm to their subjects or clients. 
Psychologists also must follow ethical guidelines that protect animal subjects in 
research.

Institutions such as universities and hospitals have review committees, called insti-
tutional review boards (IRBs), that review proposed research studies in light of ethical 
guidelines. Investigators must receive IRB approval before they are permitted to begin 
their studies. Two of the major principles on which ethical guidelines are based are  
(a) informed consent and (b) confidentiality.

The principle of informed consent requires that people be free to choose 
whether they want to participate in research studies. They must be given sufficient 
information in advance about the study’s purposes and methods, and its risks and bene-
fits, to make an informed decision about their participation. Research participants must 
be free to withdraw from a study at any time without penalty. In some cases, researchers 
may withhold certain information until all the data are collected. For instance, partici-
pants in placebo-control studies of experimental drugs are told that they may receive 
an inert placebo rather than the active drug. In studies in which information was with-
held or deception was used, participants must be debriefed afterward. That is, they 
must receive an explanation of the true methods and purposes of the study and why 
it was necessary to keep them in the dark. After the study is concluded, participants 
who received the placebo would be given the option of receiving the active treatment, 
if warranted.

Research participants also have a right to expect that their identities will not be 
revealed. Investigators are required to protect their confidentiality by keeping the records 
of their participation secure and by not disclosing their identities to others.

We now turn to discussion of the research methods used to investigate abnormal 
behavior.

the naturalistic observation Method
In naturalistic observation, the investigator observes behavior in the field, where it hap-
pens. Anthropologists have observed behavior patterns in preliterate societies to study 
human diversity. Sociologists have followed the activities of adolescent gangs in inner 
cities. Psychologists have spent weeks observing the behavior of homeless people in train 
stations and bus terminals. They have even observed the eating habits of slender and over-
weight people in fast-food restaurants, searching for clues to obesity.

Scientists try to ensure that their naturalistic observations are unobtrusive, so 
as to minimize interference with the behavior they observe. Nevertheless, the presence 
of the observer may distort the behavior that is observed, and this must be taken into 
consideration.

Naturalistic observation provides information on how people behave, but it 
does not reveal why they do so. It may reveal, for example, that men who frequent bars 

1.8 Identify the ethical principles 
that guide research in psychology.

naturalistic observation. In naturalistic 
observation, psychologists take their 
research into the streets, homes, restaurants, 
schools, and other settings where behavior 
can be directly observed. For example, 
psychologists have unobtrusively positioned 
themselves in school playgrounds to observe 
how aggressive or socially anxious children 
interact with peers.

1.9 Describe the major types 
of research methods scientists 
use to study abnormal behavior 
and evaluate the strengths and 
weaknesses of these methods.
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and drink often get into fights. But such observations do not show that alcohol causes 
 aggression. As we shall see, questions of cause and effect are best approached by means of 
controlled experiments.

the Correlational Method
One of the primary methods used to study abnormal behavior is the correlational 
method, which involves the use of statistical methods to examine relationships between 
two or more factors that can vary, called variables. For example, in Chapter 7 we will 
see that there is a statistical relationship, or correlation, between the variables of negative 
thinking and depressive symptoms. The statistical measure used to express the associa-
tion or correlation between two variables is called the correlation coefficient, which can 
vary along a continuum ranging from −1.00 to +1.00. When higher values in one vari-
able (negative thinking) are associated with higher values in the other variable (depressive 
symptoms), there is a positive correlation between the variables. If higher levels of one 
variable are associated with lower values of another variable, there is a negative correlation 
between the variables. Positive correlations carry positive signs; negative correlations carry 
negative signs. The higher the correlation coefficient—meaning the closer it is to either 
21.00 or 11.00—the stronger the relationship between the variables.

The correlational method does not involve manipulation of the variables of interest. 
In the previous example, the experimenter does not manipulate people’s depressive symp-
toms or negative thoughts. Rather, the investigator uses statistical techniques to determine 
whether these variables tend to be associated with each other. Because the experimenter does 
not directly manipulate the variables, a correlation between two variables does not prove that 
they are causally related to each other. It may be the case that two variables are correlated but 
have no causal connection. For example, children’s foot size is correlated with their vocabu-
lary, but growth in foot size does not cause the growth of vocabulary. Depressive symptoms 
and negative thoughts are correlated, as we shall see in Chapter 7. Though negative thinking 
may be a causative factor in depression, it is also possible that the direction of causality works 
the other way—that depression gives rise to negative thinking. Or perhaps the direction of 
causality works both ways, with negative thinking contributing to depression and depression 
in turn influencing negative thinking. Then again, depression and negative thinking may 
both reflect a common causative factor, such as stress, and not be causally related to each 
other at all. In sum, we cannot tell from a correlation alone whether or not variables are caus-
ally linked. To address questions of cause and effect, investigators use experimental methods 
in which the experimenter manipulates one or more variables of interest and observes their 
effects on other variables or outcomes under controlled  conditions.

Although the correlational method cannot determine cause-and-effect relation-
ships, it does serve the scientific objective of prediction. When two variables are corre-
lated, scientists can use one to predict the other. Although causal connections are complex 
and somewhat nebulous, knowledge, for example, of correlations among alcoholism, fam-
ily history, and attitudes toward drinking helps scientists predict which adolescents are at 
greater risk of developing problems with alcohol. Knowing which factors predict future 
problems helps direct preventive efforts toward high-risk groups.

tHe longItuDInal StuDy The longitudinal study is a type of correlational study 
in which individuals are periodically tested or evaluated over lengthy periods of time, 
perhaps for decades. By studying people over time, researchers seek to identify factors or 
events in people’s lives that predict the later development of abnormal behavior patterns, 
such as depression or schizophrenia. Prediction is based on the correlation between events 
or factors that are separated in time. However, this type of research is time-consuming 
and costly. It requires a commitment that may literally outlive the original investiga-
tors. Therefore, long-term longitudinal studies are relatively uncommon. In Chapter 11, 
we examine one of the best-known longitudinal studies, the Danish high-risk study that 
tracked a group of children whose mothers had schizophrenia and who were themselves at 
increased risk of developing the disorder.
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the experimental Method
The experimental method allows scientists to demonstrate causal relationships by 
manipulating the causal factor and measuring its effects under controlled conditions that 
minimize the risk of other factors explaining the results.

The term experiment can cause some confusion. Broadly speaking, an experiment 
is a trial or test of a hypothesis. From this vantage point, any method that seeks to test a 
hypothesis could be considered experimental—including naturalistic observation and cor-
relational studies. But investigators usually limit the use of the term experimental method 
to refer to studies in which researchers seek to uncover cause-and-effect relationships by 
directly manipulating possible causal factors.

In experimental research, the factors or variables hypothesized to play a causal 
role are manipulated or controlled by the investigator. These are called independent 
variables. Factors that are observed in order to determine the effects of manipulating the 
independent variable are labeled dependent variables. Dependent variables are mea-
sured, but not manipulated, by the experimenter. Examples of independent and depen-
dent variables of interest to investigators of abnormal behavior are shown in Table 1.1.

In an experiment, subjects are exposed to an independent variable, for example, the 
type of beverage (alcoholic vs. nonalcoholic) they consume in a laboratory setting. They 
are then observed or examined to determine whether the independent variable makes a 
difference in their behavior, or more precisely, whether the independent variable affects 
the dependent variable—for example, whether they behave more aggressively if they con-
sume alcohol. Studies need to have a sufficient number of participants (subjects) to be 
able to detect statistically meaningful differences between experimental groups.

experIMental anD Control groupS Well-controlled experiments randomly 
assign subjects to experimental and control groups (Mauri, 2012). The experimental 
group is given the experimental treatment, whereas the control group is not. Care is 
taken to hold other conditions constant for each group. By using random assignment 
and holding other conditions constant, experimenters can be reasonably confident that it 
was the experimental treatment, and not uncontrolled factors, such as room temperature 
or differences between the types of people in the experimental and control groups, that 
explained the experimental findings.

Why should experimenters assign subjects to experimental and control groups at 
random? Consider a study intended to investigate the effects of alcohol on behavior. Let’s 
suppose we allowed subjects themselves to decide whether they wanted to be in an experi-
mental group, which drank alcohol, or a control group, which drank a nonalcoholic bev-
erage. If this were the case, differences between the groups might be due to an underlying 
selection factor rather than the experimental manipulation.

table 1.1 

examples of Independent and Dependent Variables  
in experimental research

Independent Variables Dependent Variables

Type of treatment: different types of drug 
treatments or psychological treatments

Behavioral variables: measures of 
adjustment, activity levels, eating behavior, 
smoking behavior

Treatment factors: brief vs. long-term 
treatment, inpatient vs. outpatient 
treatment

Physiological variables: measures of 
physiological responses such as heart rate, 
blood pressure, and brain wave activity

Experimental manipulations: types 
of beverage consumed (alcoholic vs. 
nonalcoholic)

Self-report variables: measures of anxiety, 
mood, or marital or life satisfaction
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For example, subjects who chose the alcoholic beverage might differ in their 
personalities from those who chose the control beverage. They might be more willing 
to explore or to take risks, for example. Therefore, the experimenter would not know 
whether the independent variable (type of beverage) or a selection factor (difference in 
the kinds of subjects making up the groups) was ultimately responsible for observed dif-
ferences in behavior. Random assignment controls for selection factors by ensuring that 
subject characteristics are randomly distributed across both groups. Thus, it is reasonable 
to assume that differences between groups result from the treatments they receive rather 
than from differences between the subjects making up the groups. Still, it is possible that 
apparent treatment effects stem from subjects’ expectancies about the treatments they 
receive rather than from the active components in the treatments themselves. In other 
words, knowing that you are being given an alcoholic beverage to drink might affect your 
behavior, quite apart from the alcoholic content of the beverage itself.

ControllIng For SuBjeCt expeCtanCIeS To control for subject expectancies, 
experimenters rely on procedures that render subjects blind, or uninformed about the 
treatments they are receiving. For example, participants in a study designed to test an 
investigational medication for depression would be kept uninformed about whether 
they are receiving the actual drug or a placebo, an inert drug that physically resembles 
the active drug. Experimenters use placebos to control for the possibility that treatment 
effects result from a person’s hopeful expectancies rather than from the chemical proper-
ties of the drug itself or from the specific techniques used in psychotherapy (Bradford & 
Meston, 2010; Moerman, 2011).

In a single-blind placebo-control study, subjects are randomly assigned to treatment 
conditions in which they receive either an active drug (experimental condition) or an inert 
placebo (placebo-control condition), but are kept blind, or uninformed, about which 
drug they receive. It is helpful to keep the researchers as well blind as to which substances 
the subjects receive, so as to prevent the researchers’ own expectations from affecting the 
results. So in the case of a double-blind placebo-control design, neither the researcher nor 
the subject knows who is receiving the active drug or the placebo.

Double-blind studies control for both subject and experimenter expectancies. But 
a major limitation of single-blind and double-blind studies is that participants and experi-
menters can sometimes “see through” the blind (Mooney, White, & Hatsukami, 2004). 
Telltale side effects or obvious drug effects, or differences in the taste or smell between the 
placebo and the active drug, may provide clues for identifying the active drug, making the 
double-blind seem like a Venetian blind with the slats slightly open (Perlis et al., 2010). 
Still, the double-blind placebo control is among the strongest and most popular experi-
mental designs, especially in drug treatment research. Although placebos are routinely 
used in clinical research, evidence indicates that the effects of placebos are generally weak 
(Bailar, 2001; Hrobjartsson & Gotzsche, 2001). Placebo effects are generally strongest in 
pain studies, presumably because pain is a subjective experience that may be influenced 
more by the power of suggestion than other physiological factors that rely on objective 
measures, such as blood pressure.

Placebo-control groups are also used in psychotherapy research to control for sub-
ject expectancies. Assume you were to study the effects of therapy method A on mood. 
You could randomly assign research participants to either an experimental group in which 
they receive the new therapy or to a (no-treatment) “waiting-list” control group. But in 
that case, the experimental group might show greater improvement because participa-
tion in treatment engendered hopeful expectations, not because of the particular therapy 
method used. Although a waiting-list control group might control for positive effects due 
simply to the passage of time, it would not account for placebo effects, such as the benefits 
of therapy resulting from instilling a sense of hope and expectations of success.

To control for placebo effects, experimenters sometimes use an attention-placebo 
control group in which participants are exposed to a believable or credible treatment 
that contains the nonspecific factors that all therapies share—such as the attention and 

the real thing or a placebo? Placebos are 
inert pills that physically resemble active 
drugs.
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emotional support of a therapist—but not the specific therapeutic ingredients represented 
in the active treatment. Attention-placebo treatments commonly substitute general dis-
cussions of participants’ problems for the specific ingredients of therapy contained in 
the experimental treatment. Unfortunately, although experimenters may keep attention-
placebo subjects blind as to whether they are receiving the experimental treatment, their 
therapists are generally aware of which treatment is being administered. Therefore, the 
attention-placebo method may not control for therapists’ expectations.

experIMental ValIDIty Experimental studies are judged on whether they are valid, 
or sound. There are many aspects of validity, including internal validity, external validity, 
and construct validity. We will see in Chapter 3 that the term validity is also applied in the 
context of tests and measures to refer to the degree to which these instruments measure 
what they purport to measure.

Experiments have internal validity when the observed changes in the dependent 
variable(s) can be causally related to changes in the independent or treatment variable. 
Assume that a group of depressed subjects is treated with a new antidepressant medication 
(the independent variable), and changes in their mood and behavior (the dependent vari-
ables) are tracked over time. After several weeks of treatment, the researcher finds most sub-
jects have improved and claims the new drug is an effective treatment for depression. Not 
so fast! How does the experimenter know that the independent variable and not some other 
factor was causally responsible for the improvement? Perhaps the subjects improved naturally 
as time passed, or perhaps they were exposed to other events responsible for their improve-
ment. Experiments lack internal validity to the extent that they fail to control for other factors 
(called confounds, or threats to validity) that might pose rival hypotheses for the results.

Experimenters randomly assign subjects to treatment and control groups to control 
for rival hypotheses (Mitka, 2011). Random assignment helps ensure that subjects’ attri-
butes—intelligence, motivation, age, race, and so on—are randomly distributed across 
the groups and are not likely to favor one group over the other. Through the random 
assignment to groups, researchers can be reasonably confident that significant differences 
between the treatment and control groups reflect the effects of independent (treatment) 
variables and not confounding selection factors. Well-designed studies include the large-
enough samples of research participants needed to be able to discern statistically signifi-
cant differences between experimental and control groups.

External validity refers to the generalizability of results of an experimental study 
to other subjects, settings, and times. In most cases, researchers are interested in general-
izing the results of a specific study (e.g., effects of a new antidepressant medication on a 
sample of people who are depressed) to a larger population (people in general who are 
depressed). The external validity of a study is strengthened to the degree that the sample is 
representative of the target population. In studying the problems of the urban homeless, 
it is essential to recruit a representative sample of the homeless population, for example, 
rather than focusing on a few homeless people who happen to be available. One way of 
obtaining a representative sample is by means of random sampling. In a random sample, 
every member of the target population has an equal chance of being selected.

Researchers may seek to extend the results of a particular study by means of rep-
lication, which refers to the process of repeating the experiment in other settings, with 
samples drawn from other populations, or at other times. A treatment for hyperactivity 
may be helpful with economically deprived children in an inner-city classroom but not 
with children in affluent suburbs or rural areas. The external validity of the treatment may 
be limited if its effects do not generalize to other samples or settings. That does not mean 
the treatment is less effective, but rather that its range of effectiveness may be limited to 
certain populations or situations.

Construct validity is a conceptually higher level of validity. It is the degree to 
which treatment effects can be accounted for by the theoretical mechanisms or constructs 
represented in the independent variables. A drug, for example, may have predictable 
effects but not for the theoretical reasons claimed by the researchers.
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Consider a hypothetical experimental study of a new antidepressant medication. 
The research may have internal validity in the form of solid controls and external valid-
ity in the form of generalizability across samples of seriously depressed people. However, 
it may lack construct validity if the drug does not work for the reasons proposed by the 
researchers. Perhaps the researchers assumed that the drug would work by raising the lev-
els of certain chemicals in the nervous system, whereas the drug actually works by increas-
ing the sensitivity of receptors for those chemicals. “So what?” we may ask. After all, the 
drug still works. True enough—in terms of immediate clinical applications. However, a 
better understanding of why the drug works can advance theoretical knowledge of depres-
sion and give rise to the development of yet more effective treatments.

Scientists can never be certain about the construct validity of research. They rec-
ognize that their current theories about why their results occurred may eventually be 
toppled by other theories that better account for the findings.

epidemiological Studies
Epidemiological studies examine the rates of occurrence of abnormal behavior in 
various settings or population groups. One type of epidemiological study is the survey 
method, which relies on interviews or questionnaires. Surveys are used to ascertain the 
rates of occurrence of various disorders in the population as a whole and in various sub-
groups classified according to factors such as race, ethnicity, gender, or social class. Rates 
of occurrence of a given disorder are expressed in terms of incidence, the number of new 
cases occurring during a specific period of time, and prevalence, the overall number of 
cases of a disorder existing in the population during a given period of time. Prevalence 
rates, then, include both new and continuing cases.

Epidemiological studies may point to potential causal factors in medical illnesses 
and psychological disorders, even though they lack the power of experiments. By finding 
that illnesses or disorders “cluster” in certain groups or locations, researchers can identify 
distinguishing characteristics that place these groups or regions at higher risk. Yet, such 
epidemiological studies cannot control for selection factors—that is, they cannot rule out 
the possibility that other unrecognized factors will play a causal role in putting a certain 
group at greater risk. Therefore, they must be considered suggestive of possible causal 
influences that must be tested further in experimental studies.

SaMpleS anD populatIonS In the best of possible worlds, researchers would con-
duct surveys in which every member of the population of interest would participate. In 
that way, they could be sure the survey results accurately represent the population they 
want to study. In reality, unless the population of interest is rather narrowly defined 
(say, for example, designating the population of interest as the students living on your 
dormitory floor), surveying every member of a given population is extremely difficult, 
if not impossible. Even census takers can’t count every head in the general popula-
tion. Consequently, most surveys are based on a sample, or subset, of the population. 
Researchers must take steps when constructing a sample to ensure that it represents the 
target population. For example, a researcher who sets out to study smoking rates in a 
local community by interviewing people drinking coffee in late-night cafés will probably 
overestimate its true prevalence.

One method of obtaining a representative sample is random sampling. A ran-
dom sample is drawn in such a way that each member of the population of interest has 
an equal probability of selection. Epidemiologists sometimes construct random samples 
by surveying at random a given number of households within a target community. By 
repeating this process in a random sample of U.S. communities, the overall sample can 
approximate the general U.S. population, based on even a tiny percentage of the overall 
population.

Random sampling is often confused with random assignment. Random sampling 
refers to the process of randomly choosing individuals within a target population to 
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 participate in a survey or research study. By contrast, random assignment refers to the pro-
cess by which members of a research sample are assigned at random to different experi-
mental conditions or treatments.

Kinship Studies
Kinship studies attempt to disentangle the roles of heredity and environment in deter-
mining behavior of the subjects. Heredity plays a critical role in determining a wide range 
of traits. The structures we inherit make our behavior possible (humans can walk and run) 
and at the same time place limits on us (humans cannot fly without artificial equipment). 
Heredity plays a role in determining not only our physical characteristics (hair color, eye 
color, height, and the like) but also many of our psychological characteristics. The science 
of heredity is called genetics.

Genes are the basic building blocks of heredity. They regulate the development of traits. 
Chromosomes, rod-shaped structures that house our genes, are found in the nuclei of the body’s 
cells. A normal human cell contains 46 chromosomes, organized into 23 pairs. Chromosomes 
consist of large, complex molecules of deoxyribonucleic acid (DNA). Genes occupy various seg-
ments along the length of chromosomes. Scientists believe there are about 20,000 to 25,000 
genes in the nucleus of a human body cell (Lupski, 2007; Volkow, 2006). T / F

The set of traits specified by our genetic code is referred to as our genotype. 
Our appearance and behavior are not determined by our genotype alone. We are also 
influenced by environmental factors such as nutrition, learning, exercise, accidents 
and illnesses, and culture. The constellation of observable or expressed traits is called 
a  phenotype. Our phenotype represents the interaction of genetic and environmental 
influences. People who possess genotypes for particular psychological disorders have a 
genetic predisposition that makes them more likely to develop the disorder in response 
to stressful life events, physical or psychological trauma, or other environmental factors 
(Kendler, Myers, & Reichborn-Kjennerud, 2011).

The more closely people are related, the more genes they have in common. 
Children receive half of their genes from each parent. Thus, there is a 50% overlap in 
genetic heritage between each parent and his or her offspring. Siblings (brothers and sis-
ters) similarly share half their genes in common.

To determine whether abnormal behavior runs in a family, as one would expect if 
genetics plays a role, researchers locate a person with the disorder and then study how the dis-
order is distributed among the person’s family members. The case first diagnosed is referred 
to as the index case, or proband. If the distribution of the disorder among family members of 
the proband approximates their degree of kinship, there may be a genetic component to the 
disorder. However, the closer their kinship, the more likely people are to share environmental 
backgrounds as well. For this reason, twin and adoptee studies are of particular value.

tWIn StuDIeS Sometimes a fertilized egg cell (or zygote) divides into two cells that 
separate, so each develops into a separate person. In such cases, there is a 100% overlap 
in genetic makeup, and the offspring are known as identical twins, or monozygotic (MZ) 
twins. Sometimes a woman releases two egg cells, or ova, in the same month, and they are 
both fertilized. In such cases, the zygotes develop into fraternal twins, or dizygotic (DZ) 
twins. DZ twins overlap 50% in their genetic heritage, just as other siblings do.

Identical, or MZ, twins are important in the study of the relative influences of 
heredity and environment because differences between MZ twins are the result of envi-
ronmental rather than genetic influences. In twin studies, researchers identify individuals 
with a specific disorder who are members of an MZ or DZ twin pair and then study the 
other twin in the pairs. A role for genetic factors is suggested when MZ twins (who have 
100% genetic overlap) are more likely than DZ twins (who have 50% genetic overlap) to 
share a disorder in common. The term concordance rate refers to the percentage of cases in 
which both twins have the same trait or disorder. As we shall see, investigators find higher 
concordance rates for MZ twins than DZ twins for some forms of abnormal behavior, 
such as schizophrenia and major depression.

truth OR fiction

Recent evidence shows there are literally 
millions of genes in the nucleus of every 
cell in the body.

 FALSE Although no one yet knows 
the precise number, scientists believe 
there are about 20,000 to 25,000 genes 
in the nucleus of each body cell, but 
certainly not millions.
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Even among MZ twins, though, environmental influences 
cannot be ruled out. Parents and teachers, for example, often encour-
age MZ twins to behave in similar ways. Put in another way: If one 
twin does X, everyone expects the other to do X also. Expectations 
have a way of influencing behavior and making for self-fulfilling 
prophecies. Because twins might not be typical of the general popula-
tion, researchers are cautious when generalizing the results of twin 
studies to the larger population.

aDoptee StuDIeS Adoptee studies provide powerful argu-
ments for or against a role for genetic factors in the appearance of 
psychological traits and disorders. Assume that children are reared 
by adoptive parents from a very early age—perhaps from birth. 
The children share environmental backgrounds with their adop-
tive parents but not their genetic heritages. Then assume that we 
compare the traits and behavior patterns of these children with 
those of their biological parents and their adoptive parents. If the 
children show a greater similarity to their biological parents than 
to their adoptive parents on certain traits or disorders, we have 
strong evidence for genetic factors in these traits and disorders.

The study of monozygotic twins reared apart can provide even 
more dramatic testimony to the relative roles of genetics and environment in shaping 
abnormal behavior. However, this situation is so uncommon that few examples exist in 
the literature. Although adoptee studies may represent the strongest source of evidence 
for genetic factors in explaining abnormal behavior patterns, we should recognize that 
adoptees, like twins, may not be typical of the general population. In later chapters, we 
explore the role that adoptee and other kinship studies play in ferreting out genetic and 
environmental influences in many psychological disorders.

Case Studies
Case studies have been important influences in the development of theories and treat-
ment of abnormal behavior. Freud developed his theoretical model primarily on the basis 
of case studies, such as the case of Anna O. Therapists representing other theoretical view-
points have also reported cases studies.

typeS oF CaSe StuDIeS Case studies are intensive studies of individuals. Some case 
studies are based on historical material, involving subjects who have been dead for hun-
dreds of years. Freud, for example, conducted a case study of the Renaissance artist and 
inventor Leonardo da Vinci. More commonly, case studies reflect an in-depth analysis of 
an individual’s course of treatment. They typically include detailed histories of the sub-
ject’s background and response to treatment. The therapist attempts to glean information 
from a particular client’s experience in therapy that may be of help to other therapists 
treating similar clients. T / F

Despite the richness of material that case studies can provide, they are much 
less rigorous as research designs than experiments. Distortions or gaps in memory are 
bound to occur when people discuss historical events, especially those of their childhoods. 
Some people may intentionally color events to make a favorable impression on the inter-
viewer; others aim to shock the interviewer with exaggerated or fabricated recollections. 
Interviewers themselves may unintentionally guide subjects into reporting histories that 
mirror their theoretical preconceptions.

SIngle-CaSe experIMental DeSIgnS The lack of control available in the tradi-
tional case-study method led researchers to develop more sophisticated methods, called 
single-case experimental designs (sometimes called single-participant research designs), 

twin studies. Identical twins have 100% of 
their genes in common, as compared with 
the 50% overlap among fraternal twins or any 
two other siblings. Establishing that identical 
twins are more likely to share a given disorder 
than are fraternal twins provides strong 
evidence for a genetic contribution to the 
disorder.

truth OR fiction

Case studies have been conducted on 
dead people.

 TRUE Case studies have been 
conducted on people who have been 
dead for hundreds of years. An example 
is Freud’s study of Leonardo da Vinci. 
Such studies rely on historical records 
rather than interviews.
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in which subjects serve as their own controls. One of the most common forms of the 
single-case experimental design is the A-B-A-B, or reversal design (see Figure 1.2). This 
method involves repeated measurement of behavior across four successive phases:

1. A baseline phase (A). This phase occurs prior to treatment and allows the experi-
menter to establish a baseline rate for the behavior before treatment begins.

2. A treatment phase (B). Now the target behaviors are measured as the client under-
goes treatment.

3. A second baseline phase (A, again). Treatment is now temporarily withdrawn or 
suspended. This is the reversal in the reversal design, and it is expected that the 
positive effects of treatment should now be reversed because the treatment has 
been withdrawn.

4. A second treatment phase (B, again). Treatment is reinstated, and the target behav-
iors are assessed again.

The investigator looks for evidence that change in the observed behavior occurred 
coincident with treatment. If the problem behavior declines whenever treatment is intro-
duced (during the first and second treatment phases) but returns (is “reversed”) to base-
line levels during the reversal phase, the experimenter can be reasonably confident the 
treatment had the intended effect.

A reversal design is illustrated by a case study in which Azrin and Peterson (1989) 
used a controlled blinking treatment to eliminate a severe eye tic—a form of squinting the 
eyes shut tightly for a fraction of a second—in a 9-year-old girl. The tic occurred about 
20 times a minute when the girl was at home. In the clinic, the rate of eye tics or squint-
ing was measured for 5 minutes during a baseline period (A). Then the girl was prompted 
to blink her eyes softly every 5 seconds (B). The experimenters reasoned that voluntary 
“soft” blinking would activate motor (muscle) responses incompatible with those produc-
ing the tic, thereby suppressing the tic. As you can see in Figure 1.3, the tic was virtually 

figure 1.2 
an a-B-a-B reversal design. Baseline
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figure 1.3 
use of an a-B-a-B reversal design in the 
azrin and peterson study. Notice how 
the target response, eye tics per minute, 
decreased when the competing response 
was introduced in the first B phase. The 
rate then increased to near baseline 
levels when the competing response was 
withdrawn during the second A phase. 
It decreased again when the competing 
response was reinstated in the second B 
phase.

1.10 apply key features of 
critical thinking to the study 
of abnormal behavior.
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a ClOseR look

Thinking Critically About Abnormal Psychology

We are exposed to a flood of information about mental 
health streaming through the popular media—television, 
radio, and print media, including books, magazines, and 

newspapers, and increasingly, the Internet. We may hear a news 
report touting a new drug as a “breakthrough” in the treatment of 
anxiety, depression, or obesity, only to later learn that the so-called 
breakthrough doesn’t live up to expectations or carries serious 
side effects. Some reports in the media are accurate and reliable, 
whereas others are misleading or biased or contain half-truths, exag-
gerated claims, or unsupported conclusions.

To sort through the welter of confusion, we need to use critical-
thinking skills, to adopt a questioning attitude toward the informa-
tion we hear and read. Critical thinkers weigh evidence to see if 
claims stand up to scrutiny. Becoming a critical thinker means never 
taking claims at face value. It means looking at both sides of the 
argument. Most of us take certain “truths” for granted. Critical 
thinkers, however, evaluate assertions and claims for themselves.

We encourage you to apply critical-thinking skills as you study this 
book. Adopt a skeptical attitude toward information you receive. 
Carefully examine the definitions of terms. Evaluate the logical 
bases of arguments. Evaluate claims in the light of available evi-
dence. Here are some key features of critical thinking:

1. Maintain a skeptical attitude. Don’t take anything at face value, 
not even claims made by respected scientists or textbook 
authors. Consider the evidence yourself. Seek additional infor-
mation. Investigate the credibility of your sources.

2. Consider the definitions of terms. Statements may be true 
or false depending on how the terms they use are defined. 
Consider the statement, “Stress is bad for you.” If we define 
stress in terms of hassles and work or family pressures that 
stretch our ability to cope to the max, then there is substance 
to the statement. However, if we define stress (see Chapter 4) 
as conditions that require us to adjust, which may include life 
events such as a new marriage or the birth of a child, then 
certain types of stress can be positive, even if they are difficult. 
Perhaps, as we’ll see, we all need some amount of stress to be 
energized and alert.

3. Weigh the assumptions or premises on which arguments are 
based. Consider a case in which we are comparing differences 
in the rates of psychological disorders across racial or ethnic 
groups in our society. Assuming we find differences, should we 
conclude that ethnicity or racial identity accounts for these dif-
ferences? This conclusion might be valid if we can assume that 
all other factors that distinguish one racial or ethnic group from 
another are held constant. However, ethnic or racial minori-
ties in the United States and Canada are disproportionately 

 represented among the poor, and the poor are more apt to 
develop more severe psychological disorders. Thus, differences 
we find among racial or ethnic groups may be a function of 
poverty, not race or ethnicity. These differences may also be due 
to stereotyping of minorities by clinicians in making diagnostic 
judgments, rather than to true differences in underlying rates of 
the disorder.

4. Bear in mind that correlation is not causation. Consider the 
relationship between depression and stress. Evidence shows 
a positive correlation between these variables, which means 
depressed people tend to encounter high levels of stress (e.g., 
Drieling, Calker, & Hecht, 2006; Kendler, Kuhn, & Prescott, 
2004). But does stress cause depression? Perhaps it does. Or 
perhaps depression leads to greater stress. After all, depressive 
symptoms are stressful in themselves and may lead to additional 
stress as the person finds it increasingly difficult to meet life 
responsibilities, such as keeping up with work at school or on 
the job. Perhaps the two variables are not causally linked at all 
but are linked through a third variable, such as an underlying 
genetic factor. Is it possible that people inherit clusters of genes 
that make them more prone to both depression and stress?

5. Consider the kinds of evidence on which conclusions are based. 
Some conclusions, even seemingly “scientific” conclusions, are 
based on anecdotes and personal endorsements, not sound 
research. There is much controversy today about so-called 
recovered memories that are said to suddenly resurface in adult-
hood, usually during psychotherapy or hypnosis, and usually 
involving incidents of sexual abuse committed during childhood 
by the person’s parents or family members. Are such recovered 
memories accurate? (See Chapter 6.)

6. Do not oversimplify. Consider the statement “Alcoholism is 
inherited.” In Chapter 8, we review evidence suggesting that 
genetic factors may create a predisposition to alcoholism, at 
least in males. But the origins of alcoholism, as well as of schizo-
phrenia, depression, and physical health problems such as can-
cer and heart disease, are complex and reflect the interplay of 
biological and environmental factors. For instance, people may 
inherit a predisposition to develop a particular disorder but may 
be able to avoid developing it if they live in a healthy environ-
ment or learn to manage stress effectively.

7. Do not overgeneralize. In Chapter 6, we consider evidence 
showing that a history of severe abuse in childhood figures 
prominently in the great majority of people who later develop 
multiple personalities. Does this mean that most abused 
children go on to develop multiple personalities? Not at all. 
Actually, very few do.
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eliminated in but a few minutes of practicing the incompatible, or competing, response 
(soft blinking) but returned to near baseline levels during the reversal phase (A), when 
the competing response was withdrawn. The positive effects were quickly reinstated dur-
ing the second treatment period (B). The child was also taught to practice the blink-
ing response at home during scheduled 3-minute practice periods and whenever the tic 
occurred or she felt an urge to squint. The tic was eliminated during the first six weeks 
of the treatment program and remained absent at a follow-up evaluation two years later.

No matter how well controlled the design, or how impressive the results, 
 single-case designs suffer from weak external validity because they cannot show whether 
a treatment that is effective for one person is effective for others. Replication can help 
strengthen external validity. But results from controlled experiments on groups of indi-
viduals are needed to provide more convincing evidence of treatment effectiveness and 
generalizability.

Scientists use different methods to study phenomena of interest to them. But all 
scientists share a skeptical, hard-nosed way of thinking called critical thinking. When 
thinking critically, they adopt a willingness to challenge the conventional wisdom that 
many take for granted. Scientists maintain an open mind and seek evidence to support or 
refute beliefs or claims rather than rely on feelings or gut impressions.
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How Do We Define abnormal Behavior?
1.1 Define the term psychological disorder.
Psychological disorders are patterns of abnormal behavior that involve 
marked personal distress or impaired functioning or behavior.

1.2 Identify the criteria that professionals use to determine 
whether behavior is abnormal.
Psychologists consider behavior abnormal when it meets some com-
bination of the following criteria: when behavior is (a) unusual or sta-
tistically infrequent, (b) socially unacceptable or in violation of social 
norms, (c) fraught with misperceptions or misinterpretations of real-
ity, (d) associated with states of severe personal distress, (e) maladap-
tive or self-defeating, or (f ) dangerous. Psychological disorders are 
patterns of abnormal behavior associated with states of emotional 
distress or impaired behavior or ability to function.

1.3 apply these criteria to case examples discussed in the text.
The case of Phil illustrated the psychological disorder of claustro-
phobia, which involves an excessive fear of enclosed spaces. His 
behavior was abnormal on the basis of the criteria of unusualness, 
personal distress, and impaired ability to meet occupational and 
family responsibilities. The case of the woman who cowered under 
the blankets was diagnosed with bipolar disorder, a psychological 
disorder characterized by personal distress and difficulty function-
ing effectively, as well as by possible self-defeating behavior, danger-
ous behavior (self-harm), and, as in this case, faulty perception or 
interpretations of reality. Thomas suffered from both schizophrenia 
and depression. His behavior demonstrated unusualness (deviant or 
bizarre behavior), disturbed perceptions or interpretations of real-
ity (delusions and hallucinations), maladaptive behavior (difficulty 
meeting responsibilities of daily life), and personal distress. These dis-
orders may also involve dangerous behavior, as in suicidal  behavior.

1.4 Describe the cultural bases of abnormal behavior.
Behaviors deemed normal in one culture may be considered abnor-
mal in another. Concepts of health and illness are also different in 
different cultures. Abnormal behavior patterns also take different 
forms in different cultures, and societal views or models explaining 
abnormal behavior vary across cultures.

Historical perspectives on abnormal Behavior
1.5 Describe the historical changes that have occurred in con-
ceptualizations and treatment of abnormal behavior through 
the course of Western culture.
Ancient societies attributed abnormal behavior to divine or super-
natural forces. In medieval times, abnormal behavior was considered 
a sign of possession by the Devil, and exorcism was intended to rid 

the possessed of the evil spirits that afflicted them. The 19 th-century 
German physician Wilhelm Griesinger argued that abnormal behav-
ior was caused by diseases of the brain. He and another German 
physician who followed him, Emil Kraepelin, were influential in the 
development of the modern medical model, which likens abnormal 
behavior patterns to physical illnesses.

Asylums, or madhouses, arose throughout Europe in the late 
15th and early 16th centuries. Conditions in these asylums, however, 
were dreadful. With the rise of moral therapy in the 19th century, 
conditions in mental hospitals improved. Proponents of moral ther-
apy believed that mental patients could be restored to functioning 
if they were treated with dignity and understanding. The decline of 
moral therapy in the latter part of the 19th century led to the belief 
that the “insane” could not be treated successfully. During this period 
of apathy, mental hospitals deteriorated, offering little more than 
custodial care. Not until the middle of the 20th century did public 
concern about the plight of mental patients lead to the development 
of community mental health centers as alternatives to long-term hos-
pitalization.

Mental hospitals today provide structured treatment environ-
ments for people in acute crisis and for those who are unable to adapt 
to community living. Deinstitutionalization has greatly reduced the 
population of state mental hospitals, but it has not yet fulfilled its 
promise of providing the quality of care needed to restore discharged 
patients to a reasonable quality of life in the community. One exam-
ple of the challenges yet to be met is the large number of home-
less people with severe psychological problems who are not receiving 
adequate care in the community.

Contemporary perspectives on abnormal 
Behavior
1.6 Describe the major contemporary perspectives on abnor-
mal behavior.
The medical model conceptualizes abnormal behavior patterns, like 
physical diseases, in terms of clusters of symptoms, called syndromes, 
which have distinctive causes presumed to be biological in nature. 
Psychological models focus on the psychological roots of abnormal 
behavior and derive from psychoanalytic, behavioral, humanistic, 
and cognitive perspectives. The sociocultural model emphasizes a 
broader perspective that takes into account the social contexts in 
which abnormal behavior occurs. Today, many theorists subscribe to 
a biopsychosocial model that posits that  multiple causes—represent-
ing biological, psychological, and sociocultural domains—interact in 
the development of abnormal behavior  patterns.

research Methods in abnormal psychology
1.7 Identify the objectives of science and the steps in the sci-
entific method.
The scientific approach focuses on four general objectives: descrip-
tion, explanation, prediction, and control. There are four steps to 
the scientific method: formulating a research question, framing the 
research question in the form of a hypothesis, testing the hypoth-
esis, and drawing conclusions about the correctness of the hypoth-
esis. Psychologists follow the ethical principles of the profession that 
govern research.

summing up1
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1.8 Identify the ethical principles that guide research in 
 psychology.
The guiding ethical principles governing research in psychology 
include (a) informed consent and (b) protecting the confidentiality 
of records of research participants and not disclosing their identities 
to others.

1.9 Describe the major types of research methods scientists 
use to study abnormal behavior and evaluate the strengths 
and weaknesses of these methods.
In naturalistic observation, the investigator carefully observes behav-
ior under naturally occurring conditions. The correlational method 
of research explores relationships between variables, which may help 
predict future behavior and suggest possible underlying causes of 
behavior. However, correlational research cannot directly demon-
strate cause-and-effect relationships. Longitudinal research is a cor-
relational method in which a sample of subjects is repeatedly studied 
at periodic intervals over long periods of time, sometimes spanning 
decades.

In the experimental method, the investigator manipulates or 
controls the independent variable under controlled conditions to 
identify cause-and-effect relationships. Experiments use random 
assignment as the basis for determining which subjects (called experi-
mental subjects) receive an experimental treatment and which others 

(called control subjects) do not. Investigators may use single-blind 
and double-blind research designs to control for possible subject and 
experimenter expectances. Experiments are evaluated in terms of 
internal, external, and construct validity.

Epidemiological studies examine the rates of occurrence of 
abnormal behavior in various population groups or settings. They 
may indicate possible causal relationships, but lack the power of 
experimental studies to isolate causal factors. Kinship studies, such 
as twin studies and adoptee studies, attempt to differentiate the con-
tributions of environment and heredity to behavior. Environmental 
factors may affect twin studies, whereas adoptees may not be typical 
of the general population.

Case studies provide rich material, but are limited by difficul-
ties in obtaining accurate and unbiased client histories, by possible 
therapist biases, and by the lack of control groups. Single-case experi-
mental designs help researchers overcome some of these limitations.

1.10 apply key features of critical thinking to the study of 
abnormal behavior.
The features of critical thinking include maintaining a skeptical atti-
tude, considering the definitions of terms, weighing assumptions or 
premises on which arguments are based, distinguishing correlation 
from causation, examining evidence on which conclusions are based, 
avoiding oversimplification, and avoiding overgeneralization.

On the basis of your reading of this chapter, answer the following 
questions:

• Give an example of a behavior (other than behaviors in the text) that 
might be deemed normal in one culture but abnormal in another.

• How have beliefs about abnormal behavior changed over time? 
What changes have occurred in how society treats people whose 
behavior is deemed abnormal?

• Why should we not assume that because two variables are corre-
lated they are causally linked?

• What are the two major types of placebo-control studies? What 
are they intended to control? What is the major limitation of 
these designs?

• How do investigators separate the effects of heredity and environ-
ment in the study of abnormal behavior?

critical thinking questions
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Jessica excuses herself from the dinner table, goes to the bathroom, sticks a finger 
down her throat to gag, and throws up her dinner. Sometimes she binges first and 
then forces herself to throw up. You’ll recall that in Chapter 1 we described the 
criteria that mental health professionals generally use to classify behavior patterns 
as abnormal. Jessica’s behavior clearly meets several of these criteria. Bingeing and 
throwing up is a source of personal distress and is maladaptive in the sense that it can 
lead to serious health consequences, such as decaying teeth (see Chapter 9), and social 

learning objectives
2.1 

Identify the parts of the neuron 
and describe their functions.

2.2 
Identify the major parts of the nervous 

system and the cerebral cortex 
and describe their functions.

2.3 
Evaluate biological perspectives 

on abnormal behavior.

2.4 
Describe the major psychological models 
of abnormal behavior, identify the major 

theorists, and evaluate these models.

2.5 
Describe the sociocultural perspective 

and evaluate its importance in 
understanding abnormal behavior.

2.6 
Describe and evaluate the biopsychosocial 

perspective on abnormal behavior and 
identify a major biopsychosocial model.

2.7 
Identify the major types of helping 

professionals and describe their training 
backgrounds and professional roles.

2.8 
Describe the goals and techniques of various 

forms of psychotherapy: psychodynamic 
therapy, behavior therapy, person-centered 

therapy, cognitive therapy, cognitive 
behavior therapy, eclectic therapy, group 

therapy, family therapy, and couple therapy.

2.9 
Evaluate the effectiveness of psychotherapy 
and the role of nonspecific factors in therapy.

2.10 
Describe the importance of multicultural 

factors in psychotherapy and barriers to use 
of mental health services by ethnic minorities.

2.11 
Identify the major categories of 

psychotropic or psychiatric drugs and 
examples of drugs in each type, and 

evaluate their strengths and weaknesses.

2.12 
Describe the use of electroconvulsive 

therapy and psychosurgery and 
evaluate their effectiveness.

2.13 
Evaluate biomedical treatment approaches.

truth OR fiction

T  F  Anxiety can give you indigestion. (p. 42)

T  F   Scientists are unlikely to discover any particular gene that causes any psychiatric 
disorder. (p. 44)

T  F   Children may acquire a distorted self-concept that mirrors what others expect 
them to be, but that does not reflect who they truly are. (p. 57)

T  F   According to a leading cognitive theorist, people’s beliefs about their life  
experiences cause their emotional problems, not the experiences themselves. 
(p. 59)

T  F   Some psychologists have been trained to prescribe drugs. (p. 67)

T  F   In classical psychoanalysis, clients are asked to express whatever thought  
happens to come to mind, no matter how seemingly trivial or silly. (p. 67)

T  F   Psychotherapy is no more effective than simply letting time take its course.  
(p. 76)

T  F  Antidepressants are used only to treat depression. (p. 85)

T  F   Sending jolts of electricity into a person’s brain can often help relieve severe 
depression. (p. 85)

“I” Jessica’s “Little Secret”
I don’t want Ken (her fiancé) to find out. I don’t want to bring this into the marriage. 
I probably should have told him, but I just couldn’t do it. Every time I wanted to I just 
froze up. I guess I figured I’d get over this before the wedding. I have to stop bingeing 
and throwing up. I just can’t stop myself. You know, I want to stop, but I get to thinking 
about the food I’ve eaten and it sickens me. I picture myself getting all fat and bloated 
and I just have to rush to the bathroom and throw it up. I would go on binges, and then 
throw it all up. It made me feel like I was in control, but really I wasn’t.

I have this little ritual when I throw up. I go to the bathroom and run the water 
in the sink. Nobody ever hears me puking. It’s my little secret. I make sure to clean up 
really well and spray some Lysol before leaving the bathroom. No one suspects I have 
a problem. Well, that’s not quite true. The only one who suspects is my dentist. He 
said my teeth were beginning to decay from stomach acid. I’m only 20 and I’ve got 
rotting teeth. Isn’t that awful?

. . . Now I’ve started throwing up even when I don’t binge. Sometimes just 
eating dinner makes me want to puke. I’ve just got to get the food out of my body—
fast, you know. Right after dinner, I make some excuse about needing to go to the 
bathroom. It’s not every time but at least several times a week. After lunch some-
times, too. I know I need help. It’s taken me a long time to come here, but you know 
I’m getting married in three months and I’ve got to stop.
Source: From the Author’s Files

Jessica, a 20-year-old communications major

2
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consequences (which is why Jessica kept it a secret and feared it would damage her 
upcoming marriage). It is also statistically infrequent, although perhaps not as infre-
quent as you might think. Jessica was diagnosed with bulimia nervosa, a type of eating 
disorder we discuss in Chapter 9.

How can we understand such unusual and maladaptive behavior? Since earliest 
times, humans have sought explanations for strange or deviant behavior, often rely-
ing on superstitious or supernatural explanations. In the Middle Ages, the predomi-
nant view was that abnormal behavior was caused by demons and other supernatural 
forces. But even in ancient times, there were some thinkers, such as Hippocrates and 
Galen, who looked for natural explanations of abnormal behavior. Today, of course, 
superstition and demonology have given way to theoretical models from the natural 
and social sciences. These approaches have paved the way not only for a scientifically 
based understanding of abnormal behavior but also for ways of treating people with 
psychological disorders.

In this chapter, we examine contemporary approaches to understanding abnor-
mal behavior from the vantage points represented by biological, psychological, and 
sociocultural perspectives. Many scholars today believe that abnormal behavior patterns 
are  complex phenomena that are best understood by taking into account these multiple 
perspectives. Each perspective provides a window for examining abnormal behavior, but 
none captures a complete view of the subject. As we shall see later in this chapter, the 
biological and psychological perspectives on abnormal behavior give rise to specific treat-
ments for these problems.

The Biological Perspective
The biological perspective, inspired by scientists and physicians since the time of 
Hippocrates, focuses on the biological underpinnings of abnormal behavior and the 
use of biologically based approaches, such as drug therapy, to treat psychological dis-
orders. The biological perspective gave rise to the development of the medical model, 
which remains a powerful force in contemporary understanding of abnormal behavior. 
People who adopt the medical model believe that abnormal behaviors represent symp-
toms of underlying disorders or diseases, called mental illnesses, that have biological 
root causes. The medical model is not synonymous with the biological perspective, 
however. We can speak of biological perspectives without adopting the tenets of the 
medical model. For example, a behavior pattern such as shyness may have a strong 
genetic (biological) component but not be considered a “symptom” of any underlying 
“disorder” or illness.

Our understanding of the biological underpinnings of abnormal behavior has 
grown in recent years. In Chapter 1, we focused on the methods for studying the role 
of heredity or genetics. Genetics plays a role in many forms of abnormal behavior, as we 
shall see throughout the text.

We also know that other biological factors, especially the functioning of the ner-
vous system, are involved in the development of abnormal behavior. To better under-
stand the role of the nervous system in abnormal behavior patterns, we first need to learn 
how the nervous system is organized and how nerve cells communicate with each other. 
In Chapter 4, we examine another body system, the endocrine system, and the important 
roles that it plays in the body’s response to stress.

The Nervous System
Perhaps if you did not have a nervous system, you would never feel nervous—but neither 
would you see, hear, or move. However, even calm people have nervous systems. The 
nervous system is made up of neurons, nerve cells that transmit signals or “messages” 
throughout the body. These messages allow us to sense an itch from a bug bite,  coordinate 

2.1  Identify the parts of the 
neuron and describe their functions.
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our vision and muscles to ice skate, write a research paper, solve a math problem, and in 
the case of hallucinations, hear or see things that are not really there.

Every neuron has a cell body that contains the nucleus of the cell and metabolizes 
oxygen to carry out the work of the cell (see Figure 2.1). Short fibers called dendrites 
project from the cell body to receive messages from adjoining neurons. Each neuron has 
an axon that projects trunklike from the cell body. Axons can extend as long as several 
feet, if they are conveying messages between the toes and the spinal cord. Axons termi-
nate in small branching structures that are aptly called terminals. Some neurons are 
covered with a myelin sheath, an insulating layer that helps speed transmission of neural 
impulses. 

Neurons convey messages in one direction, from the dendrites or cell body along 
the axon to the axon terminals. The messages are then conveyed from the terminals to 
other neurons, muscles, or glands.

Neurons transmit messages to other neurons by means of chemical substances 
called neurotransmitters. Neurotransmitters induce chemical changes in receiving neu-
rons. These changes cause axons to conduct the messages in electrical form.

The connecting points between neurons is the synapse, which is a junction or 
small gap between a transmitting neuron and a receiving neuron. The message does not 
jump across the synapse like a spark. Instead, axon terminals release neurotransmitters 
into the cleft like myriad ships casting off into the sea (Figure 2.2).

Each kind of neurotransmitter has a distinctive chemical structure. Each will fit 
into only one kind of harbor, or receptor site, on the receiving neuron. Consider the 
analogy of a lock and key. Only the right key (neurotransmitter) operates the lock, caus-
ing the postsynaptic (receiving) neuron to forward the message.

When released, some molecules of a neurotransmitter reach port at receptor sites 
of other neurons. “Loose” neurotransmitters may be broken down in the synapse by 
enzymes, or be reabsorbed by the axon terminal (a process termed reuptake), to prevent 
the receiving cell from continuing to fire.

Psychiatric drugs, including drugs used to treat anxiety, depression, and 
schizophrenia, work by affecting the availability of neurotransmitters in the brain. 
Consequently, it appears that irregularities in the workings of neurotransmitter sys-
tems in the brain play important roles in the development of these abnormal behavior  
patterns (see Table 2.1).
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figure 2.1 
Anatomy of a neuron. The three basic 
parts of the neuron are the cell body, the 
dendrites, and the axon. The axon of this 
neuron is wrapped in a myelin sheath, 
which insulates it from the bodily fluids 
surrounding the neuron and facilitates 
transmission of neural impulses (messages 
that travel within the neuron).

 Watch the Video BioFlix: Neurons Work 
on MyPsychLab
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Depression, for example, is linked to chemical imbalances in the brain involving 
irregularities in the functioning of several neurotransmitters, especially serotonin (see 
Chapter 7). Serotonin is a key brain chemical involved in regulating moods, so it is not 
surprising that it plays a role in depression. Two of the most widely used antidepressant 
drugs—Prozac and Zoloft—belong to a class of drugs that increase the availability of 
serotonin in the brain. Serotonin is also linked to anxiety disorders, sleep disorders, and 
eating disorders. 

Alzheimer’s disease, a brain disease in which there is a progressive loss of memory 
and cognitive functioning, is associated with reductions in the levels of the neurotrans-
mitter acetylcholine in the brain (see Chapter 14). Irregularities involving the neurotrans-
mitter dopamine are implicated in the development of schizophrenia (see Chapter 11). 
Antipsychotic drugs used to treat schizophrenia apparently work by blocking dopamine 
receptors in the brain.

figure 2.2 
Transmission of neural impulses across 
the synapse. Shown are the structure of 
the neuron and the mode of transmission 
of neural impulses between neurons. 
Neurons transmit messages, or neural 
impulses, across synapses, which consist 
of the axon terminal of the transmitting 
neuron, the gap or synapse between the 
neurons, and the dendrite of the receiving 
neuron. The “message” is carried by 
neurotransmitters that are released into 
the synapse and taken up by receptor sites 
on the receiving neuron. Patterns of firing 
of many thousands of neurons give rise to 
psychological events such as thoughts and 
mental images. Different forms of abnormal 
behavior are associated with irregularities 
in the transmission or reception of neural 
messages.

table 2.1 

Neurotransmitter Functions and Relationships 
with Abnormal Behavior Patterns

Neurotransmitter Functions
Associations with 
Abnormal Behavior

Acetylcholine Control of muscle contractions 
and formation of memories

Reduced levels found in 
patients with Alzheimer’s 
disease (see Chapter 14)

Dopamine Regulation of muscle 
contractions and mental 
processes involving learning, 
memory, and emotions

Overutilization in the brain may 
be involved in the development 
of schizophrenia (see Chapter 11)

Norepinephrine Mental processes involved in 
learning and memory

Irregularities linked with mood 
disorders such as depression 
(see Chapter 7)

Serotonin Regulation of mood states, 
satiety, and sleep

Irregularities are implicated in 
depression and eating disorders 
(see Chapters 7 and 9)
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2.2  Identify the major parts of 
the nervous system and the cerebral 
cortex and describe their functions.

 Watch the Video 
How the Brain Works Part 1: The Basics 
on MyPsychLab
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Although neurotransmitter systems are implicated in many 
psychological disorders, the precise causal mechanisms remain to be 
determined.

PARTS oF The NeRvouS SySTem The nervous system consists of 
two major parts, the central nervous system and the peripheral ner-
vous system. The central nervous system consists of the brain and 
spinal cord, the body’s master control unit responsible for controlling 
bodily functions and performing higher mental functions, such as 
sensation, perception, thinking, and problem solving. The peripheral 
nervous system is made up of nerves that (a) receive and transmit sen-
sory messages (messages from sense organs such as the eyes and ears) 
to the brain and spinal cord and (b) transmit messages from the brain 
or spinal cord to the muscles, causing them to contract, and to glands, 
causing them to secrete hormones. Figure 2.3 shows the organization 
of the nervous system.

Central Nervous System We will begin our overview of the parts 
of the central nervous system at the back of the head, where the spinal 
cord meets the brain, and work forward (see Figure 2.4). The lower part 
of the brain, or hindbrain, consists of the medulla, pons, and cerebellum. 
The medulla plays roles in vital life-support functions such as heart 
rate, respiration, and blood pressure. The pons transmits  information 

figure 2.3 
The organization of the nervous 
system. Source: Adapted from 
J. S. Nevid (2007). Psychology: 
Concepts and applications, 
2nd ed. (p. 56). Boston: 
Houghton Mifflin Company. 
Reprinted by permission.

This remarkable electron microscope photograph 
shows connections between neurons.
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about body movement and is involved in functions related to attention, sleep, and  
respiration.

Behind the pons is the cerebellum (Latin for “little brain”). The cerebellum regu-
lates balance and motor (muscle) behavior. Injury to the cerebellum can impair one’s abil-
ity to coordinate one’s movements, causing stumbling and loss of muscle tone.

The midbrain lies above the hindbrain and contains nerve pathways linking the 
hindbrain to the upper region of the brain, called the forebrain. The reticular activating 
system (RAS) starts in the hindbrain and rises through the midbrain into the lower part 
of the forebrain. The RAS is a weblike network of neurons that play important roles in 
regulating sleep, attention, and states of arousal. Stimulation of the RAS heightens alert-
ness. On the other hand, use of depressant drugs, such as alcohol, dampens central nervous 
system activity, which reduces RAS activity and can induce states of grogginess or even 
stupor. (Effects of depressants and other drugs are discussed further in Chapter 8.) 

The large frontal area of the brain, called the forebrain, includes structures such as 
the thalamus, hypothalamus, basal ganglia, and cerebrum. The thalamus relays sensory 
information (such as tactile and visual stimulation) to the higher regions of the brain. The 
thalamus, in coordination with the RAS, is also involved in regulating sleep and attention.

The hypothalamus (hypo means “under”) is a tiny, pea-sized structure located 
under the thalamus. Despite its small size, the hypothalamus plays a key role in many 
vital bodily functions, including regulation of body temperature, concentration of fluids 
in the blood, and reproductive processes, as well as emotional and motivational states. By 
implanting electrodes in parts of the hypothalamus of animals and observing the effects 
when a current is switched on, researchers have found that the hypothalamus is involved 
in a range of motivational drives and behaviors, including hunger, thirst, sex, parenting 
behaviors, and aggression.

The hypothalamus, together with parts of the thalamus and other nearby inter-
connected structures, makes up the brain’s limbic system. The limbic system plays 
important roles in emotional processing and memory. It also serves important functions 
regulating more basic drives involving hunger, thirst, and aggression. The basal ganglia 
lie at the base of the forebrain and are involved in regulating postural movements and 
coordination.

The cerebrum is the brain’s crowning glory. It is responsible for higher mental 
functions, such as thinking and problem solving, and also accounts for the delightfully 
rounded shape of the human head. The surface of the cerebrum is convoluted with ridges 

figure 2.4 
The geography of the brain. Part A 
shows parts of the hindbrain, midbrain, and 
forebrain. Part B shows the four lobes of the 
cerebral cortex: frontal, parietal, temporal, 
and occipital. In Part B, the sensory (tactile) 
and motor areas lie across the central 
fissure from one another. Researchers are 
investigating the potential relationships 
between various patterns of abnormal 
behavior and abnormalities in the formation 
or functioning of the structures of the brain.
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and valleys. This surface area is called the cerebral cortex. It is the thinking, planning, 
and executive center of the brain, as well as the seat of consciousness and the sense of self.

Structural or functional abnormalities of brain structures are involved in vari-
ous forms of abnormal behavior. For example, investigators have found abnormalities 
in parts of the cerebral cortex and limbic system in schizophrenia patients (discussed 
in Chapter  11). The hypothalamus is implicated in certain types of sleep disorders 
(see Chapter 9), and deterioration of the basal ganglia is associated with Huntington’s 
 disease—a degenerative disease that can lead to disturbances of mood and paranoia and 
even to dementia (see Chapter 14). These are but a few of the brain–behavior relation-
ships we shall discuss in later sections of this text.

Peripheral Nervous System The peripheral nervous system is a network of neurons 
connecting the brain to our sense organs—our eyes, ears, and so on—as well as our glands 
and muscles. These neural pathways allow us to both sense the world around us and act 
on it by using our muscles to move our limbs. The peripheral nervous system consists of 
two main parts or divisions, called the somatic nervous system and the autonomic nervous 
system (see Figure 2.3).

The somatic nervous system transmits messages from our sensory organs to the 
brain for processing, leading to the experience of visual, auditory, tactile, and other sensa-
tions. Commands emanating from the brain pass downward through the spinal cord to 
nerves of the somatic nervous system that connect to our muscles, allowing us to volun-
tarily control our movements, such as when raising an arm or walking.

Psychologists are especially interested in the workings of the autonomic  
nervous system (ANS) because of its role in emotional processing. Autonomic means 
“automatic.” The ANS regulates the glands and involuntary processes such as heart rate, 
breathing, digestion, and dilation of the pupils of the eyes, even when we are sleeping.

The ANS has two branches, the sympathetic nervous system and the parasym-
pathetic nervous system. These have mostly opposing effects. Many organs and glands 
are served by both branches of the ANS. The sympathetic division is most involved in pro-
cesses that mobilize the body’s resources during physical exertion or responses to stress, such 
as when drawing energy from stored reserves to prepare the person to deal with imposing 
threats or dangers (see Chapter 4). When we face a threatening or  dangerous situation, the 
sympathetic branch of the ANS kicks in by accelerating our heart rate and breathing rate, 
thereby preparing our body to either fight or flee from a threatening stressor. Sympathetic 
activation in the face of a threatening stimulus is associated with emotional responses such 
as fear or anxiety. When we relax, the parasympathetic branch decelerates the heart rate. 
The parasympathetic division is most active during processes that replenish energy reserves, 
such as digestion. Because the sympathetic branch dominates when we are fearful or anx-
ious, fear or anxiety can lead to indigestion: Activation of the sympathetic nervous system 
interferes with parasympathetic control of digestive activity. T / F

The Cerebral Cortex The parts of the brain responsible for higher mental functions, 
such as thought and use of language, are the two large masses of the cerebrum called 
the right and left cerebral hemispheres. The outer layer or covering of each hemisphere 
is called the cerebral cortex. (The word cortex literally means “bark” and is so used 
because the cerebral cortex can be likened to the bark of a tree.) Each hemisphere is 
divided into four parts, called lobes, as shown in Figure 2.4. The occipital lobe is pri-
marily involved in processing visual stimuli; the temporal lobe is involved in processing 
sounds or auditory stimuli. The parietal lobe is involved in processing sensations of 
touch, temperature, and pain. The sensory area of the parietal lobe receives messages 
from receptors in the skin all over the body. Neurons in the motor area (also called the 
motor cortex) in the frontal lobes control muscle movements, allowing us to walk and 
move our limbs. The prefrontal cortex (the part of the frontal lobe that lies in front of 
the motor cortex) regulates higher mental functions such as thinking, problem solving, 
and use of language.

truth OR fiction

Anxiety can give you indigestion.

 TRUE Anxiety is accompanied by 
increased arousal of the sympathetic 
nervous system, which can interfere with 
parasympathetic control of digestion.
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evaluating Biological Perspectives on Abnormal Behavior
Biological structures and processes are involved in many patterns of abnormal behavior, 
as we will see in later chapters. Genetic factors, as well as disturbances in neurotransmitter 
functioning and underlying brain abnormalities or defects, are implicated in many psy-
chological disorders. For some disorders, such as Alzheimer’s disease, biological processes 
play the direct causative role. (Even then, however, the precise causes remain unknown.) 
But for most disorders, we need to examine the interaction of biological and environmen-
tal factors.

We each possess a unique genetic code that plays an important role in determin-
ing our risks of developing various physical and mental disorders (Hyman, 2011; Kendler 
et al., 2011b). A large body of evidence connects genetic factors to a wide range of psy-
chological disorders, including schizophrenia, bipolar (manic–depressive) disorder, major 
depression, alcoholism, autism, dementia due to Alzheimer’s disease, anxiety disorders, 
dyslexia, and antisocial personality disorder (e.g., Bassett, Scherer, & Brzustowicz, 2010; 
Kendler et al., 2011a; NIMH, 2003; Psychiatric GWAS Consortium Bipolar Disorder 
Working Group, 2011; Vacic et al., 2011). The heritable characteristics that increase our 
risk of psychological disorders include genetic variations (variations in particular genes 
among people) and genetic mutations (changes in genes from generation to generation).

Scientists are now searching for specific genes involved in psychological disorders 
such as schizophrenia, mood disorders, and autism (e.g., Boot et al., 2012; Dennis et al., 
2012; Sakai et al., 2011; Serretti & Mandelli, 2008). The hope is that in the not-too-
distant future, it will be possible to block the actions of defective or harmful genes or 
enhance the actions of beneficial genes.

Questions about the genetic bases of abnormal behavior touch upon a long- standing 
debate in psychology, arguably the longest debate—the so-called nature versus nurture 
debate. The debate has shifted from one pitting nature against nurture to one framed in 
terms of how much of our behavior is a product of nature (genes) and how much is a prod-
uct of nurture (environment). Scientists today are studying complex interactions between 
genes and environmental factors to better understand the determinants of abnormal behav-
ior patterns (Hardy & Low, 2011; Karg, Burmeister, Shedden, & Sen, 2011; Kendler, 
2011b; Lee, Glass, James, Bandeen-Roche, & Schwartz, 2011). As the debate continues, let 
us offer a few key points to consider:

1. Genes do not dictate behavioral outcomes. Evidence of a genetic contribution in 
psychological disorders is arguably strongest in the case of schizophrenia. But as 
discussed in Chapter 11, even in the case of monozygotic twins who share 100% 
genetic overlap, when one of the monozygot-
ic twins has schizophrenia, the chance of the 
other twin having the disorder is slightly less 
than 50%. In other words, genetics alone does 
not account for schizophrenia, or any other 
psychological disorder. As Kenneth Kendler, a 
leading genetics researcher, explained it, “We 
do not have and are not likely to ever discover 
’genes’ for psychiatric illness” (Kendler, 2005, 
p. 1250).

2. Genetic factors create a predisposition or likeli-
hood—not a certainty—that certain behaviors 
or disorders will develop. Genes do not directly 
cause psychological disorders. Rather, they cre-
ate predispositions that increase the risk or like-
lihood of developing particular disorders. Our 
genes are carried in our chromosomes from the 
moment of conception and are not affected 

A human being, decoded. Here we 
see a portion of the human genome, the 
genetic code of a human being. Scientists 
recognize that genes play an important role 
in determining predispositions for many 
psychological traits and disorders. But 
whether these predispositions are expressed 
depends on the interactions of genetic and 
environmental influences.

2.3  evaluate biological 
perspectives on abnormal behavior.
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 directly by the environment. However, the effects that genes have on the body and 
mind may be influenced by environmental factors such as life experiences, family 
relationships, and life stress (Kendler, 2005; Moffitt, Caspi, & Rutter, 2006). Even 
ethnicity and gender may influence how genes operate in the body (Williams et 
al., 2003).

3. Multigenic determinism affects psychological disorders. In disorders in which genetic 
factors play a role, multiple genes are involved, not individual genes acting alone 
(Hamilton, 2008; Uhl & Grow, 2004). Scientists have yet to find any psychologi-
cal disorder that can be explained by defects or variations on a single gene. T / F

4. Genetic factors and environmental influence interact with each other in shaping our 
personalities and determining our vulnerability to a range of psychological disorders. 
The contemporary view of the nature–nurture debate is best expressed in terms of 
nature and nurture acting together, not nature versus nurture.

One example of the gene–environment interaction occurs when genes increase 
sensitivity to environmental influences (Dick, 2011). For example, harsh or neglectful 
parenting may lead to psychological problems. But not all children exposed to a harsh 
upbringing go on to develop psychological disorders. Some people have genetic tenden-
cies that make them more sensitive to negative effects of these environmental influences 
(Polanczyk et al., 2009). Complicating the picture further is that environmental influ-
ences can also affect the expression of genetic traits, a topic we examine in the A Closer 
Look section on epigenetics.

As we continue to learn more about the biological foundations of abnormal 
behavior patterns, we should recognize that the interface between biology and behavior 
is a two-way street. Researchers have uncovered links between psychological factors and 
many physical disorders and conditions (see Chapter 4). Researchers are also investigat-
ing whether the combination of psychological and drug treatments for problems such 
as depression, anxiety disorders, and substance abuse disorders may improve upon the 
therapeutic benefits of either of the two approaches alone.

The Psychological Perspective
At about the time that biological models of abnormal behavior were becoming promi-
nent in the late 19th century with the contributions of Kraepelin, Griesinger, and others, 
another approach to understanding abnormal behavior began to emerge. This approach 
emphasized the psychological roots of abnormal behavior and was most closely identified 
with the work of the Austrian physician Sigmund Freud. Over time, other psychological 
models would emerge from the behaviorist, humanistic, and cognitivist traditions. Let us 
begin our study of psychological perspectives with Freud’s contribution and the develop-
ment of psychodynamic models.

Psychodynamic models
Psychodynamic theory is based on the contributions of Sigmund Freud and his followers.  
Freud’s psychoanalytic theory is based on the belief that the roots of psychological 
problems involve unconscious motives and conflicts that can be traced back to child-
hood. Freud put the study of the unconscious mind on the map (Lothane, 2006). To 
Freud, unconscious motives and conflicts revolve around primitive sexual and aggres-
sive instincts and the need to keep these primitive impulses out of consciousness. But 
why must the mind keep impulses hidden from conscious awareness? Because, on the 
Freudian account, were we to become fully aware of our most basic sexual and aggres-
sive urges—which, according to Freud, include incestuous and violent impulses—our  
conscious self would be flooded with crippling anxiety. By the Freudian account,  
abnormal behavior patterns represent “symptoms” of these dynamic struggles taking place 
within the unconscious mind. The patient is aware of the symptom, but not the uncon-
scious conflict that lies at its root. Let’s take a closer look at the key elements in psycho-
analytic theory.

truth OR fiction

Scientists are unlikely to discover 
any particular gene that causes any 
psychiatric disorder.

 TRUE Scientists believe that many 
genes contribute to the complex 
behavior patterns associated with 
psychiatric disorders, not any one gene.

2.4  Describe the major 
psychological models of 
abnormal behavior, identify 
the major theorists, and 
evaluate these models.
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a ClOseR look

Epigenetics—The Study of How the Environment Affects Genetic Expression

The genetic code imprinted in an organism’s DNA pro-
vides a set of instructions for building an organism. It 
determines, for example, that certain cells will differen-

tiate into lungs (for humans) rather than gills (for fish), as well 
as physical traits such as eye color, height, and hair color and 
texture. The genetic code also influences the development of 
behavioral characteristics, including intelligence, personality 
traits, and tendencies to develop various psychological disor-
ders. Throughout this text, we examine the role of genetics in 
many of these disorders, from anxiety disorders to mood dis-
orders to schizophrenia, among others. The great majority of 
psychological disorders, perhaps even all to a certain extent, 
are influenced by genetic factors. But what about the reverse? 
Can environment influence the workings of our genes? Indeed 
it can.

The field of epigenetics focuses on how environmental factors 
influence genetic expression (Dick, 2011; Labonté et al., 2012; 
Mischel & Brooks, 2011). The ability of genes to influence phys-
ical or behavioral characteristics depends on whether they are 
actively expressed. Each human cell contains the full comple-
ment or set of genes, excepting sperm and ova, which contain 
half the genetic complement. But perhaps only about 10% 
to 20% of genes in a given cell are active (Coila, 2009). Thus, 
genes that code for eye color are active in the eyes, but not in 
other parts of the body, such as the liver. Environmental influ-
ences can affect gene expression by influencing the release of 
certain bodily chemicals that either turn genes on or turn them 
off, even though the genetic content (or code) itself remains 
unchanged.

Think of it this way. Embedded in your computer are codes 
(software) directing it to perform all of its programs, includ-
ing web-browsing programs that allow you to surf the net. But 
you first need to turn on the power to activate the instructions 
encoded in the software. Otherwise, the computer is merely 
a black box that sits there until you flick the power switch. In 
a similar way, the codes embedded in our genes are a kind of 
biological software, but whether or not they become expressed 
or active can be affected by environmental influences that 
either turn on or turn off these genetic switches (T. B. Franklin 
et al., 2011; Murphy et al., 2013). For example, early life expe-
riences, such as stress, diet, sexual or physical abuse, and 
exposure to toxic chemicals, may determine whether certain 
genes become switched on or remain dormant later in life. 
Investigators find that severe abuse in early childhood can 
alter gene expression, perhaps setting the stage later in life for 
the development of depression or other emotional disorders 
(Labonté et al., 2012).

Environmental factors may lead to chemical processes in the 
body that “tag” or mark certain genes for either activation 
or suppression but do not change the genetic code or DNA 
sequence itself. These “tags” may become part of the organ-
ism’s genetic inheritance that is passed along to offspring, 
affecting the workings of genes in future generations (Cloud, 
2010). Recently, scientists discovered chemical changes that 
affect the functioning of DNA in patients with schizophrenia 
(Melas et al., 2012).

The field of epigenetics is still in its infancy, but scientists hope 
that by learning more about how environmental factors influence 
gene expression, they may someday be able to silence certain 
genes or activate others to treat or prevent mental and physi-
cal disorders (Dempster et al., 2011; Dubovsky, 2010; Nestler, 
2011).

Gene expression in psychological disorders. Scientists are 
studying gene expression in psychological disorders like depression. 
Some genes are expressed (turned on and off) differently in the 
brains of depressed people as compared to those of other people. 
Investigators found that turning-on a particular gene that is linked to 
depression in humans decreased the density of synaptic connections 
(right) in the rat brain as compared to controls (left). The growth 
of synaptic connections may play a role in depression in humans. 
Research along these lines may eventually lead to new targets for 
treating depression or other psychological disorders.
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The STRuCTuRe oF The mIND We can liken Freud’s model of the mind to an  
iceberg with only the tip visible above the surface of awareness (Figure 2.5). Freud called 
this region “above the surface,” the conscious part of the mind. It is the part of the mind 
that corresponds to our present awareness. The larger part of the mind remains below 
the surface of consciousness. The regions that lie beneath the surface of awareness were 
labeled the preconscious and the unconscious.

In the preconscious are memories that are not in awareness but that can be 
brought into awareness by focusing on them. Your telephone number, for example, remains 
in the preconscious until you focus on it. The unconscious, the largest part of the mind, 
remains shrouded in mystery. Its contents can be brought to awareness only with great 
difficulty, if at all. Freud believed the unconscious is the repository of our basic biological 
impulses or drives, which he called instincts—primarily sexual and aggressive instincts.

The STRuCTuRe oF PeRSoNAlITy According to Freud’s structural hypothesis, the 
human personality is divided into three mental entities, or psychic structures: the id, ego, 
and superego.

The id is the original psychic structure, present at birth. It is the repository of  
our baser drives and instinctual impulses, including hunger, thirst, sex, and aggression. 
The id, which operates completely in the unconscious, follows the pleasure principle:  
It demands instant gratification of instincts without consideration of social rules or  
customs or the needs of others.

During the first year of life, the child discovers that every demand is not instantly 
gratified. He or she must learn to cope with the delay of gratification. The ego develops 
during this first year to organize reasonable ways of coping with frustration. Standing 
for “reason and good sense” (Freud, 1933/1964, p. 76), the ego seeks to curb the 
demands of the id and to direct behavior in keeping with social customs and expectations. 
Gratification can thus be achieved, but not at the expense of social disapproval. Let’s say 
the id floods your consciousness with hunger pangs. Were it to have its way, the id might 
prompt you to wolf down whatever food is at hand or even to swipe someone else’s plate. 
But the ego creates the idea of walking to the refrigerator, making a sandwich, and pour-
ing a glass of milk.

The ego is governed by the reality principle. It considers what is practical and 
possible, as well as the urgings of the id. The ego lays the groundwork for developing a 
conscious sense of ourselves as distinct individuals.

During middle childhood, the superego develops from the internalization of the 
moral standards and values of our parents and other key people in our lives. The superego 
serves as a conscience, or internal moral guardian, which monitors the ego and passes 
judgment on right and wrong. When it finds that the ego has failed to adhere to the 
superego’s moral standards, it metes out punishment in the form of guilt and shame. Ego 
stands between the id and the superego. It endeavors to satisfy the cravings of the id with-
out offending the moral standards of the superego.

Ego

Id

Superego

Conscious

Preconscious

Unconscious

figure 2.5 
The parts of the mind, according to 
Freud. The human mind in classic Freudian 
theory can be likened to an iceberg; only a 
small part of it rises to conscious awareness 
at any moment in time. Although material 
in the preconscious mind may be brought 
into consciousness by focusing one’s 
attention on it, the impulses and wishes 
in the id remain veiled in mystery in the 
unconscious recesses of the mind. The ego 
and superego operate at all three levels of 
consciousness; the workings of the id are 
mired in the unconscious.
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DeFeNSe meChANISmS Although part of the ego rises to consciousness, some of its 
activity is carried out unconsciously. In the unconscious, the ego serves as a kind of watch-
dog, or censor, which screens impulses from the id. It uses defense mechanisms (psycho-
logical defenses) to prevent socially unacceptable impulses from rising into consciousness. 
If not for these defense mechanisms, the darkest sins of our childhoods, the primitive 
demands of our ids, and the censures of our superegos might disable us psychologically. 
Repression, or motivated forgetting, by which unacceptable wishes, urges, and impulses are 
banished to the unconscious, is the most basic of the defense mechanisms (Boag, 2006). 
Others are described in Table 2.2.

A dynamic unconscious struggle thus takes place between the id and the ego. 
Biological drives that are striving for expression (the id) are pitted against the ego, which 
seeks to restrain them or channel them into socially acceptable outlets. When these con-
flicts are not resolved smoothly, they can lead to the development of behavior problems or 
psychological disorders. Because one cannot view the unconscious mind directly, Freud 
developed a method of mental detective work called psychoanalysis, which is described 
later in the chapter.

The use of defense mechanisms to cope with feelings such as anxiety, guilt, and 
shame is considered normal. These mechanisms enable us to constrain impulses from 
the id as we go about our daily business. Freud believed that slips of the tongue and 
ordinary forgetfulness could represent hidden motives that are kept out of consciousness 
by repression. If a friend means to say, “I hear what you’re saying,” but it comes out, “I 
hate what you’re saying,” perhaps the friend is expressing a repressed hateful impulse. If a 
lover storms out in anger but forgets his umbrella, perhaps he is unconsciously creating an 
excuse for returning. Defense mechanisms may also give rise to abnormal behavior, how-
ever. The person who regresses to an infantile state under pressures of enormous stress is 
clearly not acting adaptively to the situation.

table 2.2 

Types of Defense mechanisms in Psychodynamic Theory

Defense 
mechanism

 
Description

 
example

Repression Banishment of unacceptable urges, wishes, or impulses 
to the unconscious mind 

A man is unaware of having hateful or destructive 
impulses toward his own father.

Denial Refusal to accept the reality of a threatening impulse or 
unsafe  behavior

A person with a heart condition refuses to 
acknowledge the seriousness of the condition and 
avoids seeking medical attention or making healthy 
changes in his lifestyle. 

Rationalization Self-justifications for unacceptable behavior used as a 
form of self-deception 

A man accused of rape justifies his behavior to himself 
by thinking that the woman had dressed and acted so 
provocatively that she was “just asking for it.”

Displacement Directing one’s unacceptable impulses toward 
threatening objects onto safer or less-threatening objects

After a woman is chewed out by her boss at work, 
she picks a fight with her daughter upon returning 
home.

Projection Attributing one’s own impulses or wishes to another 
person

A hostile and argumentative person perceives others 
as having difficulty controlling their tempers.

Reaction formation Taking the opposite stance to what one truly wishes or 
believes so as to keep one’s genuine impulses repressed

A woman who has difficulty accepting her 
own sexual impulses mounts a crusade against 
pornography.

Regression Return of behaviors associated with earlier stages of 
development, generally during times of stress 

After his marriage ends, a man becomes completely 
dependent on his parents.

Sublimation Channeling one’s own unacceptable impulses into more 
socially appropriate pursuits or activities 

A woman channels her aggressive impulses into her 
artistic pursuits.
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STAGeS oF PSyChoSexuAl DeveloPmeNT Freud argued that sexual drives are 
the dominant factors in the development of personality, even in childhood. Freud 
believed that the child’s basic relationship to the world in the child’s first several 
years of life is organized around the pursuit of sensual or sexual pleasure. In Freud’s 
view, all activities that are physically pleasurable, such as eating or moving one’s 
bowels, are in essence “sexual.” (What Freud meant by sexual is probably closer in 
present-day meaning to the word sensual.)

The drive for sexual pleasure represents, in Freud’s view, the expression of a 
major life instinct, which he called Eros—the basic drive to preserve and perpetu-
ate life. He called the energy contained in Eros that allows it to fulfill its function 
libido, or sexual energy. Freud believed libidinal energy is expressed through sexual 
pleasure in different body parts, called erogenous zones, as the child matures. In 
Freud’s view, the stages of human development are psychosexual in nature because 
they correspond to the transfer of libidinal energy from one erogenous zone to 
another. Freud proposed the existence of five psychosexual stages of development: 
oral (first year of life), anal (second year of life), phallic (beginning during the 
third year of life), latency (from around age 6 to age 12), and genital (beginning in 
puberty).

In the first year of life, the oral stage, infants achieve sexual pleasure by suck-
ing their mothers’ breasts and by mouthing anything that happens to be nearby. 
Oral stimulation, in the form of sucking and biting, is a source of both sexual grati-
fication and nourishment. During the anal stage of psychosexual development, the 

child experiences sexual gratification through contraction and relaxation of the sphincter 
muscles that control elimination of bodily waste.

The next stage of psychosexual development, the phallic stage, generally begins 
during the third year of life. The major erogenous zone during this stage is the phallic 
region (the penis in boys, the clitoris in girls). Perhaps the most controversial of Freud’s 
beliefs was his suggestion that phallic-stage children develop unconscious incestuous 
desires for the parent of the opposite sex and begin to view the parent of the same sex as 
a rival. Freud dubbed this conflict the Oedipus complex, after the legendary Greek king 
Oedipus, who unwittingly slew his father and married his mother. The female version of 
the Oedipus complex has been named by some followers (although not by Freud himself) 
the Electra complex, after Electra, who, according to Greek legend, avenged the death of 
her father, King Agamemnon, by slaying her father’s murderers—her own mother and 
her mother’s lover. Freud believed the Oedipus conflict represents a central psychological 
conflict of early childhood and that failure to successfully resolve the conflict can set the 
stage for the development of psychological problems in later life.

Successful resolution of the Oedipus complex involves the boy repressing his 
incestuous desires for his mother and identifying with his father. This identification 
leads to development of the aggressive, independent characteristics associated with the 
traditional masculine gender role. For the girl, successful resolution involves repression 
of incestuous desires for her father and identification with her mother, leading to the 
acquisition of the more passive, dependent characteristics traditionally associated with 
the feminine gender role.

The Oedipus complex comes to a point of resolution, whether fully resolved or 
not, by about the age of 5 or 6. From the identification with the parent of the same gender 
comes the internalization of parental values in the form of the superego. Children then 
enter the latency stage of psychosexual development, a period of late childhood during 
which sexual impulses remain in a latent state. Interests become directed toward school 
and play activities.

Sexual drives are once again aroused with the genital stage, beginning with puberty, 
which reaches fruition in mature sexuality, marriage, and the bearing of children. The 
sexual feelings toward the parent of the opposite sex that had remained repressed dur-
ing the latency period emerge during adolescence but are displaced, or transferred, onto 
socially appropriate members of the opposite sex. In Freud’s view, successful adjustment 

Denial? Denial is a defense mechanism in 
which the ego fends off anxiety by preventing 
awareness of an underlying threat. Failing 
to take seriously the warnings of health risks 
from smoking may be considered a form of 
denial.
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during the genital stage involves attaining sexual gratification through sexual intercourse 
with someone of the opposite sex, presumably within the context of marriage.

One of Freud’s central beliefs is that the child may encounter conflict during 
each of the psychosexual stages of development. Conflict in the oral stage, for exam-
ple, centers on whether or not the infant receives adequate oral gratification. Too much 
gratification could lead the infant to expect that everything in life is given with little or 
no effort on his or her part. In contrast, early weaning might lead to frustration. Too 
little or too much gratification at any stage could lead to fixation in that stage, which 
leads to the development of personality traits characteristic of that stage. Oral fixations 
could include an exaggerated desire for “oral activities,” which could become expressed 
in later life in smoking, alcohol abuse, overeating, and nail biting. Like the infant who 
depends on the mother’s breast for survival and for gratification of oral pleasure, orally 
fixated adults may also become clinging and dependent in their interpersonal relation-
ships. In Freud’s view, failure to successfully resolve the conflicts of the phallic stage  
(i.e., the Oedipus complex) can lead to the rejection of the traditional masculine or femi-
nine roles and to homosexuality.

oTheR PSyChoDyNAmIC TheoRISTS Psychodynamic theory has been shaped over the 
years by the contributions of psychodynamic theorists who shared certain central tenets 
in common with Freud, for example, that behavior reflects unconscious motivation, inner 
conflict, and the operation of defensive responses to anxiety. However, many psychody-
namic theorists deviated sharply from Freud’s positions on many issues. For example, they 
tended to place less emphasis than Freud on basic instincts such as sex and aggression, and 
greater emphasis on conscious choice, self-direction, and creativity.

Carl Jung Swiss psychiatrist Carl Jung (1875–1961) was a member of Freud’s inner cir-
cle. His break with Freud came when he developed his own psychodynamic theory, which 
he called analytical psychology. Jung believed that an understanding of human behavior 
must incorporate self-awareness and self-direction as well as impulses of the id and mecha-
nisms of defense. He believed that not only do we have a personal unconscious, a reposi-
tory of repressed memories and impulses, but we also inherit a collective unconscious. The 
collective unconscious contains primitive images, or archetypes, which reflect the history 
of our species, including vague, mysterious, mythical images like the all-powerful God; 
the fertile and nurturing mother; the young hero; the wise old man; the dark, shadowy 
evil figure; and themes of rebirth or resurrection. Although archetypes remain in the un-
conscious, in Jung’s view, they influence our thoughts, dreams, and emotions and render 
us responsive to cultural themes in stories and films.

Alfred Adler Like Jung, Alfred Adler (1870–1937) held a place in Freud’s inner circle, 
but broke away as he developed his own beliefs, that people are basically driven by an infe-
riority complex, not by the sexual instinct, as Freud maintained. For some people, feelings 
of inferiority are based on physical deficits and the resulting need to compensate for them. 
But all of us, because of our small size during childhood, encounter feelings of inferiority 
to some degree. These feelings lead to a powerful drive for superiority, which motivates us 
to achieve prominence and social dominance. In the healthy personality, however, striv-
ings for dominance are tempered by devotion to helping other people.

Adler, like Jung, believed self-awareness plays a major role in the formation of 
personality. Adler spoke of a creative self, a self-aware aspect of personality that strives to 
overcome obstacles and develop the individual’s potential. With the hypothesis of the 
creative self, Adler shifted the emphasis of psychodynamic theory from the id to the ego. 
Because our potentials are uniquely individual, Adler’s views have been termed individual 
psychology.

Karen horney Some psychodynamic theorists, such as Karen Horney (1885–1952) 
(pronounced HORN-eye), stressed the importance of child–parent relationships in the 
development of emotional problems. She maintained that when parents are harsh or 

The oral stage of psychosexual 
development? According to Freud, the 
child’s early encounters with the world are 
largely experienced through the mouth.

An oral fixation? Freud believed that too 
little or too much gratification at a particular 
stage of psychosexual development can 
lead to fixation, resulting in personality 
traits associated with that stage, such as 
exaggerated oral traits.
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 uncaring, children come to develop a deep-seated form of anxiety called basic anxiety, 
which she described as a feeling of “being isolated and helpless in a potentially hostile 
world” (cited in Quinn, 1987, p. 41). Children who harbor deep-seated resentment to-
ward their parents may develop a form of hostility she labeled basic hostility. She shared 
with Freud the view that children repress their hostility toward their parents because of an 
underlying fear of losing them or of suffering reprisals or punishment. However, repressed 
hostility generates more anxiety and insecurity. With Horney and other psychodynamic 
theorists who followed Freud, the emphasis shifted from a focus on sexual and aggressive 
drives toward a closer examination of social influences on development.

More recent psychodynamic models also place a greater emphasis on the self or 
the ego and less emphasis on the sexual instinct than Freud’s model. Today, most psycho-
analysts see people as motivated on two tiers: by the growth-oriented, conscious pur-
suits of the ego as well as by the more primitive, conflict-ridden drives of the id. Heinz 
Hartmann (1894–1970) was one of the originators of ego psychology, which posits that 
the ego has energy and motives of its own. The choices to seek an education, dedicate 
oneself to art and poetry, and further humanity are not merely defensive forms of subli-
mation, as Freud had seen them.

erik erikson Erik Erikson (1902–1994) was influenced by Freud but became an im-
portant theorist in his own right. He focused on psychosocial development in contrast 
to Freud’s emphasis on psychosexual development. Erikson attributed more importance 
to social relationships and formation of personal identity than to unconscious processes. 
Whereas Freud’s developmental theory ends with the genital stage, Erikson’s developmen-
tal theory, beginning in early adolescence, posits that our personalities continue to be 
shaped throughout adulthood as we deal with the psychosocial challenges or crises we face 
during each period of life. In Erikson’s view, for example, the major psychosocial challenge 
faced by adolescents is development of ego identity, a clearly defined sense of who they are 
and what they believe in.

margaret mahler One popular contemporary psychodynamic approach, object-relations 
theory, focuses on how children come to develop symbolic representations of important 
others in their lives, especially their parents (Blum, 2010). The object-relations theorist 
Margaret Mahler (1897–1985) saw the process of the child separating from the mother 
during the first three years of life as crucial to the child’s personality development (dis-
cussed further in Chapter 12).

According to psychodynamic theory, we introject, or incorporate, into our own 
personalities parts of parental figures in our lives. For example, you might introject 

Karen horney margaret mahlererik erikson
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your father’s strong sense of responsibility or your mother’s eagerness to please others. 
Introjection is more powerful when we fear losing others because of death or rejection. 
Thus, we might be particularly apt to incorporate elements of people who disapprove of us 
or who see things differently.

In Mahler’s view, these symbolic representations, which are formed from images 
and memories of others, come to influence our perceptions and behavior. We experience 
internal conflict as the attitudes of introjected people battle with our own. Some of our 
perceptions may be distorted or seem unreal to us. Some of our impulses and behavior 
may seem unlike us, as if they come out of the blue. With such conflict, we may not be 
able to tell where the influences of other people end and our “real selves” begin. The aim of 
Mahler’s therapeutic approach was to help clients separate their own ideas and feelings from 
those of the introjected objects so they could develop as individuals—as their own persons.

PSyChoDyNAmIC vIewS oN NoRmAlITy AND ABNoRmAlITy In the Freudian 
model, mental health is a function of the dynamic balance among the mental structures 
id, ego, and superego. In mentally healthy people, the ego is strong enough to control the 
instincts of the id and to withstand the condemnation of the superego. The presence of 
acceptable outlets for the expression of some primitive impulses, such as the expression 
of mature sexuality in marriage, decreases the pressures within the id and, at the same 
time, lessens the burdens of the ego in repressing the remaining impulses. Being reared by 
reasonably tolerant parents might prevent the superego from becoming overly harsh and 
condemnatory.

In people with psychological disorders, the balance among the psychic structures 
is lopsided. Some unconscious impulses may “leak,” producing anxiety or leading to psy-
chological disorders, such as hysteria and phobias. The symptom expresses the conflict 
among the parts of the personality while it protects the self from recognizing the inner 
turmoil. A person with a fear of knives, for example, is shielded from becoming aware of 
her own unconscious aggressive impulses to use a knife to murder someone or attack her-
self. So long as the symptom is maintained (and the person avoids knives), the murderous 
or suicidal impulses are kept at bay. If the superego becomes overly powerful, it may create 
excessive feelings of guilt and lead to depression. People who intentionally hurt others 
without feeling guilty about it are believed to have an underdeveloped superego.

Freud believed that the underlying conflicts that give rise to psychological disor-
ders originate in childhood and are buried in the depths of the unconscious. Through 
psychoanalysis, he sought to help people uncover the underlying conflicts and learn to 
deal with them. This way, they can free themselves of the need to maintain the overt 
symptoms.

Perpetual vigilance and defense take their toll, however. The ego can weaken and, 
in extreme cases, lose the ability to keep a lid on the id. When the urges of the id spill 
forth, untempered by an ego that is either weakened or underdeveloped, psychosis (a loss 
of touch with reality) results. Psychosis is characterized, in general, by bizarre behavior 
and thoughts and by faulty perceptions of reality, such as hallucinations (hearing voices or 
seeing things that are not present). Speech may become incoherent; there may be bizarre 
posturing and gestures. Schizophrenia is the major form of psychosis (see Chapter 11).

Freud equated psychological health with the abilities to love and to work. The nor-
mal person can care deeply for other people, find sexual gratification in an intimate rela-
tionship, and engage in productive work. To accomplish these ends, sexual impulses must 
be expressed in a relationship with a partner of the opposite gender. Other impulses must 
be channeled (sublimated) into socially productive pursuits, such as work, enjoyment of 
art or music, or creative expression. Other psychodynamic theorists, such as Jung and 
Adler, emphasized the need to develop a differentiated self—the unifying force that pro-
vides direction to behavior and helps develop a person’s potential. Adler also believed that 
psychological health involves efforts to compensate for feelings of inferiority by striving to 
excel in one or more of the arenas of human endeavor. For Mahler, similarly, abnormal 
behavior derives from failure to develop a distinctive and individual identity.

The power of archetypes. One reason 
adventure stories such as Harry Potter and 
the Star Wars saga are so compelling may 
be that they feature archetypes represented 
in the struggle between good and evil 
characters.



52  CHAPTER 2 Contemporary Perspectives on Abnormal Behavior and Methods of Treatment

evaluating Psychodynamic models
Psychodynamic theory has pervaded the general culture (Lothane, 2006). Even people 
who have never read Freud look for symbolic meanings in slips of the tongue and assume 
that abnormalities can be traced to early childhood. Terms such as ego and repression have 
become commonplace, although their everyday meanings do not fully overlap with those 
intended by Freud.

The psychodynamic model led us to recognize that we are not transparent to 
ourselves (Panek, 2002)—that our behavior may be motivated by hidden drives and 
impulses of which we are unaware or only dimly aware. Moreover, Freud’s beliefs about 
childhood sexuality were both illuminating and controversial. Before Freud, children 
were perceived as pure innocents, free of sexual desire. Freud recognized, however, that 
young children, even infants, seek pleasure through stimulation of the oral and anal cavi-
ties and the phallic region. Yet, his beliefs that primitive drives give rise to incestuous 
desires, intrafamily rivalries, and conflicts remain controversial, even within psychody-
namic circles.

Many critics, including even some of Freud’s followers, believe he placed too much 
emphasis on sexual and aggressive impulses and underemphasized social  relationships. 
Critics have also argued that the psychic structures—the id, ego, and superego—may 
be little more than useful fictions, poetic ways to represent inner conflict. Many  critics 
argue that Freud’s hypothetical mental processes are not scientific concepts because they 
cannot be directly observed or tested. Therapists can speculate, for example, that a  client 
“forgot” about an appointment because “unconsciously” she or he did not want to attend 
the session. Such unconscious motivation may not be subject to scientific verification, 
however. On the other hand, psychodynamically oriented researchers have developed 
scientific approaches to test many of Freud’s concepts. They believe that a growing body 
of evidence supports the existence of unconscious processes that lie outside ordinary 
awareness, including defense mechanisms such as repression (Cramer, 2000; Westen & 
Gabbard, 2002).

learning-Based models
The psychodynamic models of Freud and his followers were the first major psychologi-
cal theories of abnormal behavior. Other relevant psychologies also took shape early in 
the 20th century. The behavioral perspective is identified with the Russian physiologist 
Ivan Pavlov (1849–1936), the discoverer of the conditioned reflex, and the American 

Ivan Pavlov. Russian physiologist Ivan Pavlov 
(center, with white beard) demonstrates 
his apparatus for classical conditioning 
to students. How might the principles of 
classical conditioning explain the acquisition 
of excessive irrational fears that psychologists 
refer to as phobias?
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 psychologist John B. Watson (1878–1958), the father of behaviorism. The behavioral 
perspective focuses on the role of learning in explaining both normal and abnormal 
behavior. From a learning perspective, abnormal behavior represents the acquisition, or 
learning, of inappropriate, maladaptive behaviors.

From the medical and psychodynamic perspectives, respectively, abnormal behav-
ior is symptomatic of underlying biological or psychological problems. From the learning 
perspective, however, the abnormal behavior itself is the problem. In this perspective, 
abnormal behavior is learned in much the same way as normal behavior. Why do some 
people behave abnormally? It may be that their learning histories differ from most peo-
ple’s. For example, a person who was harshly punished as a child for masturbating might 
become anxious, as an adult, about sexuality. Poor child-rearing practices, such as capri-
cious punishment for misconduct and failure to praise or reward good behavior, might 
lead to antisocial behavior. Children with abusive or neglectful parents might learn to 
pay more attention to inner fantasies than to the world outside and have difficulty distin-
guishing reality from fantasy.

Watson and other behaviorists, such as Harvard University psychologist B. F. 
Skinner (1904–1990), believed that human behavior is the product of our genetic inheri-
tance and environmental or situational influences. Like Freud, Watson and Skinner dis-
carded concepts of personal freedom, choice, and self-direction. But whereas Freud saw 
us as driven by forces in the unconscious mind, behaviorists see us as products of environ-
mental influences that shape and manipulate our behavior. Behaviorists also believe that 
we should limit the study of psychology to behavior itself rather than focus on underly-
ing motivations. Therapy, in this view, consists of shaping behavior rather than seeking 
insight into the workings of the mind. Behaviorists focus on the roles of two forms of 
learning in shaping both normal and abnormal behavior: classical conditioning and oper-
ant conditioning.

Role oF ClASSICAl CoNDITIoNING Ivan Pavlov discovered the conditioned reflex 
(now called a conditioned response) quite by accident. In his laboratory, he harnessed dogs 
to an apparatus like that in Figure 2.6 to study their salivary response to food. Along the 
way he observed that the animals would salivate and secrete gastric juices even before they 
started to eat. These responses appeared to be elicited by the sound of the food cart as it 
was wheeled into the room. So Pavlov undertook an experiment that showed that animals 
could learn to salivate in response to other stimuli, such as the sound of a bell, if these 
stimuli were associated with feeding. 

Because dogs don’t normally salivate to the sound of bells, Pavlov reasoned that 
they had acquired this response. He called it a conditioned response (CR), or condi-
tioned reflex, because it had been paired with what he called an unconditioned  stimulus 

figure 2.6 
The apparatus used in Ivan Pavlov’s 
experiments on conditioning. Pavlov used 
an apparatus such as this to demonstrate 
the process of conditioning. To the left is a 
two-way mirror, behind which a researcher 
rings a bell. After the bell is rung, meat 
is placed on the dog’s tongue. Following 
several pairings of the bell and the meat, 
the dog learns to salivate in response to 
the bell. The animal’s saliva passes through 
the tube to a vial, where its quantity may 
be taken as a measure of the strength of 
the conditioned response.

B. F. Skinner

 Watch the Video 
Pavlov’s Salivary Conditioning Experiment 
on MyPsychLab
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(US)—in this case, food—which naturally elicited salivation (see Figure 2.7). The sali-
vation in response to food, an unlearned response, Pavlov called the unconditioned 
response (UR), and the bell, a previously neutral stimulus, he called the conditioned 
stimulus (CS).

Can you recognize examples of classical conditioning in your everyday life? Do 
you flinch in the waiting room at the sound of the dentist’s drill? The sound of the drill 
may be a conditioned stimulus that elicits conditioned responses of fear and muscle 
tension.

Phobias or excessive fears may be acquired by classical conditioning. For instance, 
a person may develop a phobia for riding on elevators following a traumatic experience 
on an elevator. In this example, a previously neutral stimulus (elevator) becomes paired 
or associated with an aversive stimulus (trauma), which leads to the conditioned response 
(phobia).

Watson himself had demonstrated how a fear response could be acquired 
through classical conditioning. Together with his research assistant Rosalie Rayner, who 
was later to become his wife, Watson classically conditioned an 11-month-old boy, who 
is well-known in the annals of psychology as “Little Albert,” to develop a fear response 
to a white rat (Watson & Rayner, 1920). Prior to conditioning, the boy showed no fear 
of the rat and had actually reached out to stroke it. Then, as the boy reached for the 
animal, Watson banged a steel bar with a hammer just behind the boy’s head, creating 
a loud, aversive sound. After repeated pairings of the jarring sound and the presence of 
the animal, Albert sure enough showed a conditioned response, displaying fear of the 
rat alone.

From the learning perspective, normal behavior involves responding adaptively to 
stimuli, including conditioned stimuli. After all, if we do not learn to be afraid of putting 
our hand too close to a hot stove after one or two experiences of being burned or nearly 
burned, we might repeatedly suffer unnecessary burns. On the other hand, acquiring 
inappropriate and maladaptive fears on the basis of conditioning may cripple our efforts 
to function in the world. Chapter 5 explains how conditioning may help explain anxiety 
disorders such as phobias.

figure 2.7 
Schematic representation of classical 
conditioning. Before conditioning, food 
(an unconditioned stimulus, or US) placed 
on a dog’s tongue will naturally elicit 
salivation (an unconditioned response, or 
UR). The bell, however, is a neutral stimulus 
that may elicit an orienting response but 
not salivation. During conditioning, the 
bell (the conditioned stimulus, or CS) is 
rung while food (the US) is placed on the 
dog’s tongue. After several conditioning 
trials have occurred, the bell (the CS) 
will elicit salivation (the conditioned 
response, or CR) when it is rung, even 
though it is not accompanied by food 
(the US). The dog is said to have been 
conditioned, or to have learned to display 
the conditioned response (CR) in response 
to the conditioned stimulus (CS). Learning 
theorists have suggested that irrational, 
excessive fears of harmless stimuli may 
be acquired through principles of classical 
conditioning.
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Role oF oPeRANT CoNDITIoNING Classical conditioning can explain the develop-
ment of simple, reflexive responses, such as salivating to cues associated with food, as 
well as the emotional response of fear to stimuli that have been paired with painful or 
aversive stimuli. But classical conditioning does not account for more complex behaviors, 
such as studying, working, socializing, or preparing meals. The behavioral psychologist  
B. F. Skinner (1938) called these types of complex behaviors operant responses because they 
operate on the environment to produce effects or consequences. In operant conditioning, 
responses are acquired and strengthened by their consequences.

We acquire responses or skills, such as raising our hand in class, that lead to rein-
forcement. Reinforcers are changes in the environment (stimuli) that increase the fre-
quency of the preceding behavior.

Behaviors that lead to rewarding consequences are strengthened—that is, they are 
more likely to occur again. Over time, such behaviors become habits (Staddon & Cerutti, 
2003). For example, you likely acquired the habit of raising your hand in class on the 
basis of experiences early in grade school when your teachers responded to you only if you 
first raised your hand.

TyPeS oF ReINFoRCeRS Skinner identified two types of reinforcers. Positive  
reinforcers, which are commonly called rewards, boost the frequency of a behavior  
when they are introduced or presented. Most of Skinner’s work focused on studying oper-
ant conditioning in animals, such as pigeons. If a pigeon gets food when it pecks a button, 
it will continue to peck a button until it has eaten its fill. If we get a friendly response 
from people when we hold the door open for them, we’re more likely to develop the habit 
of opening the door for others. Negative reinforcers increase the frequency of behavior 
when they are removed. If picking up a crying child stops the crying, the behavior (pick-
ing up the child) is negatively reinforced (made stronger) because it removes the negative 
reinforcer (the crying, an aversive stimulus).

Adaptive, normal behavior involves learning responses or skills that lead to rein-
forcement. We learn behaviors that allow us to obtain positive reinforcers or rewards, 
such as food, money, and approval, and that help us remove or avoid negative rein-
forcers, such as pain and disapproval. But if our early learning environments do not 
provide opportunities for learning new skills, we might be hampered in our efforts to 
develop the skills needed to obtain reinforcement. A lack of social skills, for example, 
may reduce our opportunities for social reinforcement (approval or praise from others), 
which in turn may lead to depression and social isolation. In Chapter 7, we examine 
links between changes in reinforcement levels and the development of depression. In 
Chapter 11, we examine how principles of reinforcement are incorporated in learning-
based treatment programs to help people with schizophrenia develop more adaptive 
social behaviors.

Punishment versus Reinforcement Punishment can be considered the flip side of 
 reinforcement. Punishments are aversive stimuli that decrease the frequency of the be-
havior they follow. Punishment may take many forms, including physical punishment 
(spanking or use of other painful stimuli), removal of a reinforcing stimulus (turning off 
the TV), assessment of monetary penalties (parking tickets, etc.), taking away privileges 
(“You’re grounded!”), or removal from a reinforcing environment (“time-out”).

Before going further, let us distinguish between two terms that are often confused: 
negative reinforcement and punishment. The confusion arises because an aversive or painful 
stimulus can serve as either a negative reinforcer or a punishment, depending on the situa-
tion. With punishment, the introduction or application of the aversive or painful stimulus 
weakens the behavior it follows. With negative reinforcement, the removal of the aversive 
or painful stimulus strengthens the behavior it follows. A baby’s crying can be a punish-
ment (if it weakens the preceding behavior, such as turning your attention away from the 
baby) or a negative reinforcer (if it strengthens the behavior that leads to its removal, such 
as picking the baby up).



56  CHAPTER 2 Contemporary Perspectives on Abnormal Behavior and Methods of Treatment

Punishment, especially physical punishment, may not eliminate undesirable 
behavior, although it may suppress it for the moment. The behavior may return when 
the punishment is withdrawn. Another limitation of punishment is that it does not lead 
to the development of more desirable alternative behaviors. It may also encourage people 
to withdraw from such learning situations. Punished children may cut classes, drop out 
of school, or run away. Moreover, punishment may generate anger and hostility rather 
than constructive learning and may cross the boundary into abuse, especially when it is 
repetitive and severe. Child abuse figures prominently in many abnormal behavior pat-
terns, including some types of personality disorders (Chapter 12) and dissociative disor-
ders (Chapter 6).

Psychologists recognize that reinforcement is more desirable than punishment. 
But rewarding good behavior requires paying attention to it, not just to misbehavior. 
Some children who develop conduct problems gain attention from others only when they 
misbehave. Consequently, other people may be inadvertently reinforcing these children 
for undesirable behavior. Learning theorists point out that adults need to teach children 
desirable behavior and regularly reinforce them for displaying it.

Let us now consider a contemporary model of learning, called social-cognitive 
 theory (formerly called social-learning theory), which considers the role of cognitive factors 
in learning and behavior.

SoCIAl-CoGNITIve TheoRy Social-cognitive theory represents the contributions of 
theorists such as Albert Bandura (1925–), Julian B. Rotter (1916–), and Walter Mischel 
(1930–). Social-cognitive theorists expanded traditional learning theory by including 
roles for thinking, or cognition, and learning by observation, which is also called model-
ing (Bandura, 2004). A phobia for spiders, for example, may be learned by observing the 
fearful reactions of others in real life, on television, or in the movies.

Social-cognitive theorists believe that people have an impact on their environ-
ment, just as their environment has an impact on them (Bandura, 2004). Social-cognitive 
theorists agree with traditional behaviorists such as Watson and Skinner that theories of 
human nature should be tied to observable behavior. However, they argue that factors 
within the person, such as expectancies and the values placed on particular goals as well 
as observational learning, also need to be considered in explaining human behavior. For 
example, we will see in Chapter 8 that people who hold more positive expectancies about 
the effects of a drug are more likely to use the drug and to use larger quantities of the drug 
than are people with less positive expectancies.

evaluating learning models
Learning perspectives have spawned a model of therapy, called behavior therapy (also 
called behavior modification), that involves systematically applying learning principles to 
help people change their undesirable behavior. Behavior therapy techniques have helped 
people overcome a wide range of psychological problems, including phobias and other 
anxiety disorders, sexual dysfunctions, and depression. Moreover, reinforcement-based 
programs are now widely used in helping parents learn better parenting skills and helping 
children learn in the classroom.

Critics contend that behaviorism alone cannot explain the richness of human 
behavior and that human experience cannot be reduced to observable responses. Many 
learning theorists, too—especially social-cognitive theorists—have been dissatisfied  
with the strict behavioristic view that environmental influences—rewards and punishments—
mechanically control our behavior. Humans experience thoughts and dreams and formulate 
goals and aspirations; behaviorism does not seem to address much of what it means to be 
human. Social-cognitive theorists have broadened the scope of traditional behaviorism, but 
critics claim that social-cognitive theory places too little emphasis on genetic contributions 
to behavior and doesn’t provide a full enough account of subjective experience, such as self-
awareness and the flow of consciousness.  As we’ll see next, subjective experience takes center 
stage in humanistic models.

observational learning. According 
to social-cognitive theory, much human 
behavior is acquired through modeling, or 
observational learning.
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humanistic models
Humanistic psychology emerged during the mid-20th century and departed from both 
the psychodynamic and behavioral or learning-based models by emphasizing the personal 
freedom human beings have in making conscious choices that imbue their lives with a 
sense of meaning and purpose. American psychologists Carl Rogers (1902–1987) and 
Abraham Maslow (1908–1970), two principal figures in humanistic psychology,believed 
that people have an inborn tendency toward self-actualization—to strive to become all 
they are capable of being. Each of us possesses a singular cluster of traits and talents that 
gives us our own set of feelings and needs and our own perspective on life. By recognizing 
and accepting our genuine needs and feelings, by being true to ourselves, we live authen-
tically, with meaning and purpose. We may not decide to act out every wish and fancy, 
but awareness of our authentic feelings and subjective experiences can help us make more 
meaningful choices.

To understand abnormal behavior in the humanist’s view, we need to understand 
the roadblocks that people encounter in striving for self-actualization and authenticity.  
To accomplish this, psychologists must learn to view the world from clients’ own  
perspectives because clients’ subjective views of their world lead them to interpret and 
evaluate their experiences in either self-enhancing or self-defeating ways. The humanistic 
viewpoint involves the attempt to understand the subjective experience of others, the 
stream of conscious experiences people have of “being in the world.”

humANISTIC CoNCePTS oF ABNoRmAl BehAvIoR Rogers held that abnormal 
behavior results from a distorted concept of the self. Parents can help children develop a 
positive self-concept by showing them unconditional positive regard, that is, by prizing 
them and showing them that they are worthy of love irrespective of their behavior at any 
given time. Parents may disapprove of a certain behavior but need to convey to their chil-
dren that the behavior is undesirable, not the child. However, when parents show children 
conditional positive regard—accepting them only when they behave in the way the 
parents want them to behave—the children may learn to disown all the thoughts, feel-
ings, and behaviors their parents have rejected. Children will learn to develop conditions 
of worth; that is, they will think of themselves as worthwhile only if they behave in certain 
approved ways. For example, children whose parents seem to value them only when they 
are compliant may deny to themselves that they ever feel angry. Children in some families 
learn that it is unacceptable to hold their own ideas, lest they depart from their parents’ 
views. Parental disapproval causes them to see themselves as “bad” and their feelings as 
wrong, selfish, or even evil. To retain their self-esteem, they may have to deny their genu-
ine feelings or disown parts of themselves. The result can be a distorted self-concept: the 
children become strangers to their true selves.

Rogers believed we become anxious when we sense that our feelings and ideas 
are inconsistent with the distorted concept we have of ourselves that mirrors what others 
expect us to be—for example, if our parents expect us to be docile and obedient but we 
sense ourselves becoming angry or defiant. Because anxiety is unpleasant, we may deny to 
ourselves that these feelings and ideas even exist. And so the actualization of our authentic 
self is bridled. We channel our psychological energy not toward growth but toward con-
tinued denial and self-defense. Under such conditions, we cannot hope to perceive our 
genuine values or personal talents. The result is frustration and dissatisfaction, which set 
the stage for abnormal behavior.

According to the humanists, we cannot fulfill all the wishes of others and remain 
true to ourselves. This does not mean that self-actualization invariably leads to conflict. 
Rogers believed that people hurt one another or become antisocial in their behavior only 
when they are frustrated in their endeavors to reach their unique potentials. When par-
ents and others treat children with love and tolerance for their differences, children, too, 
grow up to be loving and tolerant—even if some of their values and preferences differ 
from their parents’ choices. T / F

Self-actualization. Humanistic theorists 
believe that there exists in each of us a drive 
toward self-actualization—to become all that 
we are capable of being. No two people 
follow quite the same pathway toward self-
actualization.

truth OR fiction

Children may acquire a distorted self-
concept that mirrors what others expect 
them to be, but that does not reflect 
who they truly are.

 TRUE According to Rogers, children 
can develop a distorted self-concept that 
mirrors what others expect them to be 
but is not true to themselves.
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In Rogers’s view, the pathway to self-actualization involves a process of self- 
discovery and self-acceptance, of getting in touch with our true feelings, accepting them 
as our own, and acting in ways that genuinely reflect them. These are the goals of Rogers’s 
method of psychotherapy, called client-centered therapy or person-centered therapy.

evaluating humanistic models
The strength of humanistic models in understanding abnormal behavior lies largely 
in their focus on conscious experience and their therapy methods that guide people 
toward self-discovery and self-acceptance. The humanistic movement brought concepts 
of free choice, inherent goodness, personal responsibility, and authenticity into mod-
ern psychology. Ironically, the primary strength of the humanistic approach—its focus 
on conscious experience—may also be its primary weakness. Conscious experience is 
private and subjective, which makes it difficult to quantify and study objectively. How 
can psychologists be certain they accurately perceive the world through the eyes of their 
clients? Humanists may counter that we should not shrink from the challenge of study-
ing consciousness because to do so would deny an essential aspect of what it means to 
be human.

Critics also claim that the concept of self-actualization—which is so basic to 
Maslow and Rogers—cannot be proved or disproved. Like a psychic structure, a self-
actualizing force is not directly measurable or observable. It is inferred from its supposed 
effects. Self-actualization also yields circular explanations for behavior. When someone is 
observed engaging in striving, what do we learn by attributing striving to a self-actualizing 
tendency? The source of the tendency remains a mystery. Similarly, when someone is 
observed not to be striving, what do we gain by attributing the lack of endeavor to a 
blocked or frustrated self-actualizing tendency? We must still determine the source of 
frustration.

Cognitive models
The word cognitive derives from the Latin cognitio, meaning “knowledge.” Cognitive 
theorists study the cognitions—the thoughts, beliefs, expectations, and attitudes—that 
accompany and may underlie abnormal behavior. They focus on how reality is colored 
by our expectations, attitudes, and so forth, and how inaccurate or biased processing of 
information about the world—and our place within it—can give rise to abnormal behav-
ior. Cognitive theorists believe that our interpretations of the events in our lives, and not 
the events themselves, determine our emotional states.

INFoRmATIoN-PRoCeSSING moDelS Cognitive psychologists often draw upon 
concepts in computer science in explaining how humans process information and how 
these processes may break down, leading to problems involving abnormal behavior. In 
computer terms, information is input into a computer by striking keys on a keyboard 
(encoded so that it can be accepted by the computer as input) and placed in working 
memory, where it can be manipulated to solve problems, such as performing statistical or 
arithmetic operations. Information can also be placed permanently in a storage medium, 
such as a hard drive or a flash drive, from which it can later be retrieved and output in the 
form of a print-out or a display on a computer screen.

In humans, information about the outside world is input through the person’s 
sensory and perceptual processes, manipulated (interpreted or processed), stored (placed in 
memory), retrieved (accessed from memory), and then output in the form of acting upon 
the information. Psychological disorders may represent disruptions or disturbances in 
how information is processed. Blocking or distortion of input or faulty storage, retrieval, 
or manipulation of information can lead to distorted output (e.g., bizarre behavior). 
People with schizophrenia, for example, may have difficulty accessing and organizing 
their thoughts, leading to jumbled output in the form of incoherent speech or delu-
sional thinking. They may also have difficulty focusing their attention and filtering out 

Carl Rogers and Abraham maslow. Two of 
the principal forces in humanistic psychology.
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 extraneous stimuli, such as distracting noises, which may represent problems in the initial 
processing of input from their senses.

Manipulation of information may also be distorted by what cognitive therapists 
call cognitive distortions, or errors in thinking. For example, people who are depressed 
tend to develop an unduly negative view of their personal situation by exaggerating 
the importance of unfortunate events they experience, such as receiving a poor evalu-
ation at work or being rejected by a dating partner. Cognitive theorists such as Albert 
Ellis (1913–2007) and Aaron Beck (1921–) have postulated that distorted or irrational 
thinking patterns can lead to emotional problems and maladaptive behavior.

Social-cognitive theorists, who share many basic ideas with the cognitive theo-
rists, focus on the ways in which social information is encoded. For example, aggressive 
boys and adolescents are likely to incorrectly encode other people’s behavior as threat-
ening (see Chapter 13). They assume that other people intend them ill when they do 
not. Aggressive children and adults may behave in ways that elicit coercive or hostile 
behavior from others, which serves to confirm their aggressive expectations. Rapists, 
especially date rapists, may misread a woman’s expressed wishes. They may wrongly 
assume, for example, that the woman who says “no” really means “yes” and is merely 
playing “hard to get.”

AlBeRT ellIS Psychologist Albert Ellis (e.g., Ellis, 1977, 1993; Ellis & Ellis, 2011), 
a prominent cognitive theorist, believed that troubling events in themselves do not 
lead to anxiety, depression, or disturbed behavior. Rather, it is the irrational beliefs 
people hold about unfortunate experiences that foster negative emotions and mal-
adaptive behavior. Consider someone who loses a job and becomes anxious and 
despondent about it. It may seem that being fired is the direct cause of the person’s 
misery, but the misery actually stems from the person’s beliefs about the loss, not 
directly from the loss itself.

Ellis used an ABC approach to explain the causes of misery. Being fired is an acti-
vating event (A). The ultimate outcome, or consequence (C), is emotional distress. But the 
activating event (A) and the consequence (C) are mediated by various beliefs (B). Some of 
these beliefs might include “that job was the major thing in my life,” “what a useless wash-
out I am,” “my family will go hungry,” “I’ll never be able to find another job as good,” “I 
can’t do a thing about it.” These exaggerated and irrational beliefs compound depression, 
nurture helplessness, and distract people from evaluating what to do.

The situation can be diagrammed like this:

ACTIVATING EVENT  BELIEF  CONSEQUENCES

Ellis pointed out that apprehension about the future and feelings of disappoint-
ment are perfectly normal when people face losses. However, the adoption of irrational 
beliefs leads people to catastrophize their disappointments, leading to profound distress 
and states of depression. Irrational beliefs—“I must have the love and approval of nearly 
everyone who is important to me or else I’m a worthless and unlovable person”—impair 
coping ability. In his later writings, Ellis emphasized the demanding nature of irrational 
or self-defeating beliefs—tendencies to impose “musts” and “shoulds” on ourselves (Ellis, 
1993). Ellis noted that the desire for others’ approval is understandable, but it is irrational 
to assume that one must have it to survive or to feel worthwhile. It would be marvelous 
to excel in everything we do, but it’s absurd to demand it of ourselves or believe that we 
couldn’t stand it if we failed to measure up. Ellis developed a model of therapy, called 
rational-emotive behavior therapy, to help people dispute these irrational beliefs and substi-
tute more rational ones (discussed later in the chapter). T / F

Ellis recognized that childhood experiences are involved in the origins of irrational 
beliefs, but he maintained that it is repetition of these beliefs in the “here and now” that 
continues to make people miserable. For most people who are anxious and depressed, the 
key to greater happiness does not lie in discovering and liberating deep-seated conflicts, 
but in recognizing and modifying irrational self-demands.

The makings of unconditional positive 
regard? Rogers believed that parents can 
help their children develop self-esteem and 
set them on the road toward self-actualization 
by showing them unconditional positive 
regard—prizing them on the basis of their 
inner worth, regardless of their behavior of 
the moment.

Albert ellis. Cognitive theorist Albert 
Ellis believed that negative emotions arise 
from judgments we make about events we 
experience, not from the events themselves.

truth OR fiction

According to a leading cognitive 
theorist, people’s beliefs about their 
life experiences cause their emotional 
problems, not the experiences themselves.

 TRUE Ellis believed that emotional 
distress is determined by the beliefs 
people hold about events they 
experience, not by the events themselves.
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AARoN BeCK Another prominent cognitive theorist, psychiatrist Aaron Beck, proposed 
that depression may result from errors in thinking or “cognitive distortions,” such as judg-
ing oneself entirely on the basis of one’s flaws or failures and interpreting events in a nega-
tive light (through blue-colored glasses, as it were) (A. T. Beck et al., 1979). Beck stressed 
four basic types of cognitive distortions that contribute to emotional distress:

1. Selective abstraction. People may selectively abstract (focus exclusively on) the parts 
of their experiences that reveal their flaws and ignore evidence of their competen-
cies. For example, a student may focus entirely on the one mediocre grade received 
on a math test and ignore all the higher grades.

2. Overgeneralization. People may overgeneralize from a few isolated experiences. For 
example, a person may believe he will never marry because he was rejected by a 
date.

3. Magnification. People may blow out of proportion, or magnify, the importance of 
unfortunate events. For example, a student may catastrophize a bad test grade by 
jumping to the conclusion that she will flunk out of college and her life will be 
ruined.

4. Absolutist thinking. Absolutist thinking is seeing the world in black-and-white 
terms, rather than in shades of gray. For example, an absolutist thinker may as-
sume that a work evaluation that is less than a total rave is a complete failure.

Like Ellis, Beck developed a major model of therapy, called cognitive therapy, 
which focuses on helping individuals with psychological disorders identify and correct 
faulty ways of thinking (see discussion later in the chapter).

evaluating Cognitive models
As we’ll see in later chapters, cognitive theorists have had an enormous impact on our 
understanding of abnormal behavior patterns and development of therapeutic approaches. 
The overlap between the learning-based and cognitive approaches is best represented by 
the emergence of cognitive-behavioral therapy, a form of therapy that focuses on modifying 
self-defeating beliefs as well as overt behaviors.

A major issue concerning cognitive perspectives is their range of applicability. 
Cognitive therapists have largely focused on emotional disorders relating to anxiety and 
depression. They have had less impact on the development of treatment approaches, 
or conceptual models, of more severe forms of disturbed behavior, such as schizophre-
nia. Moreover, in the case of depression, it remains unclear, as we will see in Chapter 7, 
whether distorted thinking patterns are causes of depression or are themselves effects of 
depression.

The Sociocultural Perspective
Does abnormal behavior arise from forces within the person, as the psychodynamic theo-
rists propose, or from learned maladaptive behaviors, as the learning theorists suggest? 
Or, as the sociocultural perspective proposes, does a fuller accounting of abnormal behavior 
require that we consider the roles of social and cultural factors, including factors relating 
to ethnicity, gender, and social class? As we noted in Chapter 1, sociocultural theorists 
seek causes of abnormal behavior in the failures of society rather than in the person. Some 
of the more radical psychosocial theorists, such as Thomas Szasz, even deny the existence 
of psychological disorders or mental illness. Szasz (1961, 2000) argues that “abnormal” 
is merely a label society attaches to people whose behavior deviates from accepted social 
norms. According to Szasz, this label is used to stigmatize social deviants.

Throughout the text, we examine relationships between abnormal behavior pat-
terns and sociocultural factors such as gender, ethnicity, and socioeconomic status. Here, 
we examine recent research on relationships between ethnicity and mental health.

Aaron Beck. Aaron Beck, a leading cognitive 
theorist, focuses on how errors in thinking, 
or cognitive distortions, set the stage for 
negative emotional reactions in the face of 
unfortunate events.

2.5  Describe the sociocultural 
perspective and evaluate its 
importance in understanding 
abnormal behavior.
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ethnicity and mental health
Given the increasing ethnic diversity of the population, researchers have begun to study 
ethnic group differences in the prevalence of psychological disorders. Knowing that a dis-
order disproportionately affects one group or another can help planners direct prevention 
and treatment programs to the groups that are most in need (Pole et al., 2005).

We need to take income level or socioeconomic status into account when compar-
ing differences in rates of particular disorders across ethnic groups. Ethnic minority groups 
tend to be disproportionally represented among lower socioeconomic status levels. People 
with household incomes near or below the poverty line stand an increased risk of develop-
ing various psychological disorders, including mood disorders and drug-related disorders, 
than do those with higher incomes (Sareen, Afifi, McMillan, & Asmundson, 2011).

Researchers also need to account for differences among ethnic subgroups, such as 
differences among the various subgroups that comprise the Hispanic American and Asian 
American populations. For example, depression is more prominent a problem among 
Hispanic immigrants to the United States from Central America than from Mexico, even 
when considering differences in educational backgrounds (Salgado de Snyder, Cervantes, & 
Padilla, 1990).

Researchers need to be cautious—and to think critically—when interpreting eth-
nic group differences in rates of diagnoses of psychological disorders. Might these differ-
ences reflect ethnic or racial differences, or differences in other factors on which groups 
may vary, such as socioeconomic level, living conditions, or cultural backgrounds?

An analysis of ethnic group differences in rates of mental disorders revealed an inter-
esting pattern (Breslau et al., 2005). Using data from a nationally representative sample of 
adult Americans, investigators found that traditionally disadvantaged groups (non-Hispanic 
Black Americans and Hispanic Americans) had either significantly lower rates of psycho-
logical disorders or comparable rates as compared to European Americans  (non-Hispanic 
Whites) (see Figure 2.8). However, when the investigators looked at the persistence, or chro-
nicity, of psychological disorders, they found that Hispanic Americans and Black Americans 
tended to experience more persistent mental disorders than European Americans.

What might we make of these findings on persistence of mental disorders? 
Additional analysis showed that differences in persistence were not a function of socio-
economic level. But might they reflect differences in access to quality care? The ques-
tion needs to be addressed in further research, but it is conceivable that White European 
Americans benefit from better access to quality mental health care, which shortens the 
length of psychological disorders they experience.

Native Americans are a traditionally disadvantaged minority group with high rates 
of mental disorders (Gone & Trimble, 2012). They also happen to be among the most 
impoverished ethnic groups in both the United States and Canada. Native Americans 

figure 2.8 
ethnicity and psychological disorders 
in the united States. We can see that 
European Americans (non-Hispanic Whites) 
tend to have higher prevalence rates 
of psychological disorders than either 
Hispanic Americans (Latinos) or (non-
Hispanic) Black Americans. Though not 
all of these differences were statistically 
significant, in none of these comparisons 
were there significantly higher prevalence 
rates among Hispanic Americans and 
Black Americans than among European 
Americans. Source: Breslau et al., 
2005, based on data from the National 
Comordibity Survey (NCS).
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 suffer from a much greater prevalence of mental health problems than other ethnic groups, 
most commonly alcohol dependence, posttraumatic stress disorder, and depression (Beals 
et al., 2005). The rate of alcohol-related disorders among Native Americans is six times 
that of other Americans (Rabasca, 2000). The death rate due to suicide among adolescents 
in the 10- to 14-year-old age range is about four times higher among Native Americans 
than among other ethnic groups. Male Native American adolescents and young adults 
have the highest suicide rates in the nation (USDHHS, 1999).

Asian Americans typically show lower rates of psychological disorders than the 
general U.S. population (Sue, Yan Cheng, Saad, & Chu, 2012). But there are exceptions. 
When you envision stereotypes such as hula dancing, luaus, and wide tropical beaches, you 
may assume that Native Hawaiians are a carefree people. Reality paints a different picture, 
however. One reason for studying the relationship between ethnicity and abnormal behav-
ior is to debunk erroneous stereotypes. Native Hawaiians, like other Native American 
groups, are economically disadvantaged and suffer a disproportionate share of physical 
diseases and mental health problems. Native Hawaiians tend to die at a younger age than 
other residents of Hawaii, largely because they face an increased risk of serious diseases, 
including hypertension, cancer, and heart disease (Johnson et al., 2004). They also show 
higher rates of risk factors associated with these life-threatening diseases, such as smoking, 
alcohol abuse, and obesity. Compared to other Hawaiians, Native Hawaiians also experi-
ence higher rates of mental health problems, including higher suicide rates among men, 
higher rates of alcoholism and drug abuse, and higher rates of antisocial behavior.

The mental health problems, as well as the economic disadvantage, of Native 
Americans, including Native Hawaiians, may at least partly reflect alienation and disen-
franchisement from the land and a way of life that resulted from colonization by European 
cultures (Rabasca, 2000). Native peoples often attribute mental health problems, espe-
cially depression and alcoholism, to the collapse of their traditional culture brought about 
by colonization. The depression so common among indigenous or native peoples may 
reflect the loss of a relationship with the world that was based on maintaining harmony 
with nature. Whatever the underlying differences in psychopathology among ethnic 
groups, members of ethnic minority groups tend to underutilize mental health services 
compared to White European Americans (USDHHS, 1999, 2001). Native Americans, 
for example, commonly seek help from traditional healers rather than from mental health 
professionals (Beals et al., 2005). Members of other ethnic minority groups often turn to 
members of the clergy or to spiritualists. Those who do seek services are more likely to 
drop out of treatment prematurely. Later in the chapter, we consider barriers that limit 
the use of mental health services by various ethnic minority groups in American society.

evaluating the Sociocultural Perspective
Lending support to the link between social class and severe psychological disturbance, a 
classic research study in New Haven, Connecticut, showed that people from the lower 
socioeconomic groups were more likely to be institutionalized for psychiatric problems 
(Hollingshead & Redlich, 1958). More recent research in London, England, showed 
higher rates of schizophrenia, a severe and persistent type of psychological or mental dis-
order (see Chapter 11), in neighborhood communities beset by economic hardship, lower 
educational levels, high crime rates, overcrowding, and a greater gap between the rich and 
the poor (Kirkbride et al., 2012).

Two major theoretical viewpoints have been advanced to explain links between SES 
and severe mental health problems. One viewpoint is the social causation model, which 
holds that people from lower socioeconomic groups are at greater risk of severe behavior 
problems because living in poverty subjects them to a greater level of social stress than that 
faced by more well-to-do people (Costello et al., 2003; Wadsworth & Achenbach, 2005). 
Another view is the downward drift hypothesis, which suggests that problem behaviors, 
such as alcoholism, lead people to drift downward in social status, thereby explaining the 
link between low socioeconomic status and severe behavior problems.

Roots of abnormal behavior? Sociocultural 
theorists believe that the roots of abnormal 
behavior are found not in the individual 
but in the social ills of society, such as 
poverty, social decay, discrimination based 
on race and gender, and lack of economic 
opportunity.
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Sociocultural theorists have focused much-needed attention on the social stressors 
that can lead to abnormal behavior. Throughout the text, we consider how sociocultural 
factors relating to gender, race, ethnicity, and lifestyle inform our understanding of abnor-
mal behavior and our response to people deemed mentally ill. Later in this chapter, we 
consider how issues relating to race, culture, and ethnicity affect the therapeutic process.

The Biopsychosocial Perspective
Contemporary views of abnormal behavior are informed by several models or perspec-
tives representing biological, psychological, and sociocultural perspectives. The fact 
that there are different ways of looking at the same phenomenon doesn’t mean that one 
model must be right and the others wrong. No one theoretical perspective accounts for 
the many complex forms of abnormal behavior we will discuss in this text. Each per-
spective contributes something to our understanding, but none offers a complete view.  
Table 2.3 presents an overview of these perspectives.

The final perspective we discuss, the biopsychosocial perspective, takes a broader 
view of abnormal behavior than other models. It examines contributions of multiple fac-
tors spanning biological, psychological, and sociocultural domains, as well as their inter-
actions, in the development of psychological disorders. As we’ll see in later chapters, most 

2.6  Describe and evaluate the 
biopsychosocial perspective on 
abnormal behavior and identify 
a major biopsychosocial model.

table 2.3 

Perspectives on Abnormal Behavior

model Focus Key Questions

Biological 
perspective

medical model Biological underpinnings of abnormal 
behavior

What role is played by neurotransmitters in 
abnormal behavior? By genetics? By brain 
abnormalities?

Psychological 
perspective

Psychodynamic 
models

Unconscious conflicts and motives 
underlying abnormal behavior

How do particular symptoms represent or 
symbolize unconscious conflicts? What are  
the childhood roots of a person’s problem?

learning models Learning experiences that shape the 
development of abnormal behavior

How are abnormal patterns of behavior learned? 
What role does the environment play in explaining 
abnormal behavior?

humanistic models Roadblocks that hinder self-
awareness and self-acceptance

How do a person’s emotional problems  
reflect a distorted self-image? What road blocks did 
the person encounter in the path toward self-
acceptance and self-realization?

Cognitive models Faulty thinking underlying abnormal 
behavior

What styles of thinking characterize people with 
particular types of psychological disorders? What 
role do personal beliefs, thoughts, and ways of 
interpreting events play in the development of 
abnormal behavior patterns?

Sociocultural 
perspective

Social ills, such as poverty, racism, 
and prolonged unemployment, 
contributing to the development 
of abnormal behavior; relationships 
among abnormal behavior and 
ethnicity, gender, culture, and 
socioeconomic level

What relationships exist between social-class 
status and risks of psychological disorders? Are 
there gender or ethnic group differences in various 
disorders? How are these explained? What are the 
effects of stigmatization of people who are labeled 
mentally ill?

Biopsychosocial 
perspective

Interactions of biological, 
psychological, and sociocultural 
factors in the development of 
abnormal behavior

How might genetic or other factors predispose 
individuals to psychological disorders in the face of 
life stress? How do biological, psychological, and 
sociocultural factors interact in the development of 
complex patterns of abnormal behavior?

Source: Adapted from Nevid, J. S. (2013). Psychology: Concepts and applications (4th ed.). Belmont, CA: Cengage Learning.
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psychological disorders involve multiple causal factors, as well as the interactions among 
these factors. For some disorders, especially schizophrenia, bipolar disorder, and autism, 
biological influences appear to be more prominent causal factors. For other disorders, 
such as anxiety disorders and depression, there appears to be a more intricate interplay of 
biological, psychological, and environmental causal factors (Weir, 2012).

Researchers are only beginning to unravel the complex web of factors that underlie 
many of the disorders we discuss in this text. Even disorders that are primarily biological 
may be influenced by psychological or environmental factors, or vice versa. For example, 
some phobias may be learned behaviors that are acquired through experiences in which 
particular objects became associated with traumatic or painful experiences (see Chapter 5). 
Yet, some people may inherit certain traits that make them susceptible to the development 
of acquired or conditioned phobias.

Here, we take a closer look at one of the leading examples of a biopsychosocial 
model, the diathesis–stress model, which posits that psychological disorders arise from 
an interaction of vulnerability factors (primarily biological in nature) and stressful life 
experiences.

The Diathesis–Stress model
The diathesis–stress model was originally developed as a framework for understanding 
schizophrenia (see Chapter 11). The model holds that certain psychological disorders, such 
as schizophrenia, arise from a combination or interaction of a diathesis (a vulnerability  
or predisposition to develop the disorder, usually genetic in nature) with stressful life 
 experiences (see Figure 2.9). The diathesis–stress model has recently been applied to other 
psychological disorders, including depression and attention-deficit hyperactivity disorder 
(e.g., see Pennington et al., 2009).

Whether a disorder actually develops depends on the nature of the diathesis and 
the type and severity of stressors the person experiences in life. The life stressors that may 
contribute to the development of disorders include birth complications, trauma or serious 
illness in childhood, childhood sexual or physical abuse, prolonged unemployment, loss 
of loved ones, or significant medical problems (Jablensky et al., 2005).

In some cases, people with a diathesis for a particular disorder, say schizophrenia, 
will remain free of the disorder or will develop a milder form of the disorder if the level of 
stress in their lives remains low or if they develop effective coping responses for handling 
the stress they encounter. However, the stronger the diathesis, the less stress is generally 
needed to trigger the disorder. In some cases, the diathesis may be so strong that the dis-
order develops even under the most benign life circumstances.

A diathesis or predisposition is usually genetic in nature, such as having a particu-
lar genetic variant that increases the risk of developing a particular disorder. However, a 
diathesis may take other forms. A psychological diathesis, such as maladaptive personality 
traits and negative ways of thinking, may increase vulnerability to psychological disorders 
in the face of life stress (Morris, Ciesla, & Garber, 2008; Zvolensky et al., 2005). For 
example, the tendency to blame oneself for negative life events such as a divorce or the 
loss of a job may put a person at greater risk of developing depression in the face of these 
stressful events (see Chapter 7) (Just, Abramson, & Alloy, 2001).

A Predisposition
or Vulnerability

Diathesis Stress Development
of the Disorder

The Stronger the
Diathesis, the Less

Stress Is Necessary to
Produce the Disorder

Environmental
Stressors

Inherited
Predisposition
to Develop the
Disorder

Psychological
Disorder

Prenatal Trauma
Childhood Sexual or
     Physical Abuse
Family Con�ict
Signi�cant Life
     Changes

+

figure 2.9 
The diathesis–stress model. 
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evaluating the Biopsychosocial Perspective
The strength of the biopsychosocial model—its very complexity—may also be its greatest 
weakness. The model holds the view that with few exceptions, psychological disorders or 
other patterns of abnormal behavior are complex phenomena that arise from multiple causes. 
We cannot pinpoint any one cause that leads to the development of schizophrenia or panic 
disorder, for example. In addition, different people may develop the same disorder because 
of different sets of causal influences. Yet, the complexity of understanding the interplay of 
underlying causes of abnormal behavior patterns should not deter researchers from the effort. 
The accumulation of a body of knowledge is a continuing process. We know a great deal 
more today than we did a few short years ago. We will surely know more in the years ahead.

The Case of Jessica—A Final word
Let us briefly return to the case of Jessica, the young woman with bulimia whom we intro-
duced at the beginning of the chapter. The biopsychosocial model leads us to consider the 
biological, psychological, and sociocultural factors that might account for bulimic behavior. 
As we shall consider further in Chapter 9, evidence points to biological influences, such as 
genetic factors and irregularities in neurotransmitter activity. Evidence also points to con-
tributions of sociocultural factors, such as the social pressures imposed on young women in 
our society to adhere to unrealistic standards of thinness, as well as psychological influences 
such as body dissatisfaction, cognitive factors such as thinking in perfectionistic and dichot-
omous (“black or white”) terms, and underlying emotional and interpersonal problems. 
In all likelihood, multiple factors interact in leading to bulimia and other eating disorders. 
For example, we might apply the diathesis–stress model to frame a potential causal model 
of bulimia. From this perspective, we can propose that a genetic predisposition (diathesis) 
affecting the regulation of neurotransmitters in the brain interacts in some cases with stress 
in the form of social and family pressures, leading to the development of eating disorders.

We will return to consider these causal influences in Chapter 9. For now, let us 
simply note that psychological disorders such as bulimia are complex phenomena that are 
best approached by considering the contributions and interactions of multiple factors.

Methods of Treatment
Carla, a 19-year-old college sophomore, had been crying more or less continuously for sev-
eral days. She felt her life was falling apart, that her college aspirations were in shambles, 
and that she was a disappointment to her parents. The thought of suicide had crossed her 
mind. She could not seem to drag herself out of bed in the morning. She had withdrawn 
from her friends. Her misery had seemed to descend on her from nowhere, although she 
could pinpoint some pressures in her life: a couple of poor grades, a recent breakup with 
a boyfriend, some adjustment problems with roommates.

The psychologist who examined her arrived at a diagnosis of major depressive 
disorder. Had she broken a leg, she would have received a fairly standard course of 
treatment from a qualified professional. Yet, the treatment that Carla or someone else 
with a psychological disorder receives is likely to vary not only with the type of disorder 
involved but also with the therapeutic orientation and professional background of the 
helping  professional. A psychiatrist might recommend a course of antidepressant medica-
tion,  perhaps in combination with some form of psychotherapy. A cognitively oriented 
 psychologist might suggest a program of cognitive therapy to help Carla identify dysfunc-
tional thoughts that may underlie her depression, whereas a psychodynamic therapist 
might recommend she begin therapy to uncover inner conflicts originating in childhood 
that may lie at the root of her depression.

In these next sections, we focus on ways of treating psychological disorders. Yet, 
despite the widespread availability of mental health services, there remains a large unmet 
need, as most people with diagnosed mental disorders remain either untreated or under-
treated (Kessler et al., 2005c; González et al., 2010).
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In later chapters, we examine treatments of particular disorders, but here we focus 
on the treatments themselves. We will see that the biological and psychological perspec-
tives on abnormal behavior have spawned corresponding approaches to treatment. First, 
however, we consider the major types of mental health professionals who treat psycho-
logical or mental disorders and the different roles they play.

Types of Helping Professionals
Many people are confused about the differences in qualifications and training of the vari-
ous types of professionals who provide mental health care. It is little wonder people are 
confused, because there are different types of mental health professionals who represent a 
wide range of training backgrounds and areas of practice. For example, clinical psycholo-
gists and counseling psychologists have completed advanced graduate training in psy-
chology and obtained a license to practice psychology. Psychiatrists are medical doctors 
who specialize in the diagnosis and treatment of emotional disorders. The major profes-
sional groupings of helping professionals, including clinical and counseling psycholo-
gists, psychiatrists, social workers, nurses, and counselors, are described in Table 2.4.

2.7  Identify the major types 
of helping professionals and 
describe their training backgrounds 
and professional roles.

table 2.4 

major Types of helping Professionals

Type Description

Clinical  
psychologists

Have earned a doctoral degree in psychology (a Ph.D. [Doctor of Philosophy]; a Psy.D. [Doctor of Psychology];  
or an Ed.D. [Doctor of Education]) from an accredited college or university. Training in clinical psychology typically 
involves four years of graduate coursework, followed by a year-long internship and completion of a doctoral 
dissertation. Clinical psychologists specialize in administering psychological tests, diagnosing psychological 
disorders, and practicing psychotherapy. Until recently, they were not permitted to prescribe psychiatric drugs. 
However, as of this writing, two states (New Mexico and Louisiana) have enacted laws granting prescription 
privileges to psychologists who complete specialized training programs (Bradshaw, 2010; De Leon, 2012). The 
granting of prescription privileges to psychologists remains a hotly contested issue between psychologists and 
psychiatrists and within the field of psychology itself.

Counseling 
psychologists

Also hold doctoral degrees in psychology and have completed graduate training preparing them for careers 
in college counseling centers and mental health facilities. They typically provide counseling to people with 
psychological problems falling in a milder range of severity than those treated by clinical psychologists, such as 
difficulties adjusting to college or uncertainties regarding career choices.

Psychiatrists Have earned a medical degree (M.D.) and completed a residency program in psychiatry. Psychiatrists are 
physicians who specialize in the diagnosis and treatment of psychological disorders. As licensed physicians, they 
can prescribe psychiatric drugs and may employ other medical interventions, such as electroconvulsive therapy 
(ECT). Many also practice psychotherapy based on training they receive during their residency programs or in 
specialized training institutes.

Clinical or  
psychiatric  
social workers

Have earned a master’s degree in social work (M.S.W.) and use their knowledge of community agencies and 
organizations to help people with severe mental disorders receive the services they need. For example, they may 
help people with schizophrenia make a more successful adjustment to the community once they leave the hospital. 
Many clinical social workers practice psychotherapy or specific forms of therapy, such as marital or family therapy.

Psychoanalysts Typically are either psychiatrists or psychologists who have completed extensive additional training in 
psychoanalysis. They are required to undergo psychoanalysis themselves as part of their training.

Counselors Have typically earned a master’s degree by completing a graduate program in a counseling field. Counselors work in 
many settings, including private practices, schools, college testing and counseling centers, and hospitals and health 
clinics. Many specialize in vocational evaluation, marital or family therapy, rehabilitation counseling, or substance abuse 
counseling. Counselors may focus on providing psychological assistance to people with milder forms of disturbed 
behavior or those struggling with a chronic or debilitating illness or recovering from a traumatic experience. Some are 
clergy members who are trained in pastoral counseling programs to help parishioners cope with personal problems.

Psychiatric  
nurses

Typically are registered nurses (R.N.s) who have completed a master’s program in psychiatric nursing. They 
may work in a psychiatric facility or in a group medical practice where they treat people suffering from severe 
psychological disorders.

Source: Adapted from Nevid, J. S. (2013). Psychology: Concepts and applications (4th ed.). Belmont, CA: Cengage Learning. T / F
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Unfortunately, many states do not limit the use of the titles therapist or psychothera-
pist to trained professionals. In such states, anyone can set up shop as a psychotherapist and 
practice “therapy” without a license. Thus, people seeking help should inquire about the 
training and licensure of helping professionals. We now consider the major types of psycho-
therapies and their relationships to the theoretical models from which they are derived. T / F

Psychotherapy
Psychotherapy, commonly referred to as “talk therapy,” is a structured form of treatment 
based on a psychological framework and comprising one or more verbal interchanges 
between a client and a therapist. Psychotherapy is used to treat psychological disorders, 
to help clients change maladaptive behaviors or solve problems in living, or to help them 
develop their unique potentials. 

Psychodynamic Therapy
Sigmund Freud developed the first model of psychotherapy, which he called psychoanaly-
sis, which he used to treat people with psychological disorders. Psychoanalysis was also the 
first form of psychodynamic therapy, a general term referring to forms of psychotherapy 
based on the Freudian tradition that seeks to help people gain insight into, and resolve, 
the dynamic struggles or conflicts between forces within the unconscious mind believed to 
lie at the root of abnormal behavior. Working through these conflicts, the ego would be 
freed of the need to maintain defensive behaviors—such as phobias, obsessive–compulsive 
behaviors, and symptoms of hysteria—that shield it from awareness of the inner turmoil.

Freud summed up the goal of psychoanalysis by saying, “Where id was, there shall 
ego be.” This meant, in part, that psychoanalysis could help shed the light of awareness, rep-
resented by the conscious ego, on the inner workings of the id. Through this process, a man 
might come to realize that unresolved anger toward his dominating or rejecting mother has 
sabotaged his intimate relationships with women during his adulthood. A woman with a loss 
of sensation in her hand that cannot be explained medically might come to see that she harbors 
guilt over urges to masturbate. The loss of sensation might have prevented her from acting on 
these urges. Through confronting hidden impulses and the conflicts they produce, clients learn 
to sort out their feelings and find more constructive and socially acceptable ways of handling 
their impulses and wishes. The ego is then freed to focus on more constructive interests.

The major methods that Freud used to accomplish these goals were free associa-
tion, dream analysis, and analysis of the transference relationship.

FRee ASSoCIATIoN Free association is the process of expressing whatever thoughts 
come to mind. Free association is believed to gradually break down the defenses that block 
awareness of unconscious processes. Clients are told not to censor or screen out thoughts, 
but to let their minds wander “freely” from thought to thought. Although free association 
may begin with small talk, it may eventually lead to more personally meaningful material.

The ego continues to try to shield the self from awareness of threatening impulses 
and conflicts. As deeper and more conflicted material is touched upon, the ego may throw 
up a “mental stop sign” in the form of resistance, or unwillingness or inability to recall or 
discuss disturbing or threatening material. Clients may report that their minds suddenly 
go blank when they venture into sensitive areas, such as hateful feelings toward family 
members or sexual yearnings. They may switch topics abruptly or accuse the analyst of 
trying to pry into material that is too personal or embarrassing to talk about. Or they may 
conveniently “forget” the next appointment after a session in which sensitive material 
was touched on. Signs of resistance are often suggestive of meaningful material. Now and 
then, the analyst brings interpretations of this material to the client’s attention to help the 
client gain better insight into deep-seated feelings and conflicts. T / F

DReAm ANAlySIS To Freud, dreams represented the “royal road to the unconscious.” 
During sleep, the ego’s defenses are lowered and unacceptable impulses find expression in 

truth OR fiction

Some psychologists have been trained 
to prescribe drugs.

 TRUE Some psychologists have 
received specialized training that 
prepares them to prescribe psychiatric 
medications.

2.8  Describe the goals and 
techniques of various forms of 
psychotherapy: psychodynamic 
therapy, behavior therapy, person-
centered therapy, cognitive therapy, 
cognitive behavior therapy, eclectic 
therapy, group therapy, family 
therapy, and couple therapy.

truth OR fiction

In classical psychoanalysis, clients are 
asked to express whatever thought 
happens to come to mind, no matter 
how seemingly trivial or silly.

 TRUE In classical psychoanalysis, 
clients are asked to report any thoughts 
that come to mind. The technique is 
called free association.
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dreams. Because the defenses are not completely eliminated, the impulses take a disguised 
or symbolized form. In psychoanalytic theory, dreams have two levels of content:

1. Manifest content: the material of the dream the dreamer experiences and reports.
2. Latent content: the unconscious material the dream symbolizes or represents.

A man might dream of flying in an airplane. Flying is the apparent or mani-
fest content of the dream. Freud believed that flying may symbolize erection, so perhaps 
the latent content of the dream reflects unconscious issues related to fears of impotence. 
Because such symbols may vary from person to person, analysts ask clients to free- 
associate to the manifest content of the dream to provide clues to the latent content. 
Although dreams may have a psychological meaning, as Freud believed, researchers lack 
any independent means of determining what they may truly mean.

TRANSFeReNCe Freud found that clients responded to him not only as an individual 
but also in ways that reflected their feelings and attitudes toward other important people 
in their lives. A young female client might respond to him as a father figure, displacing, or 
transferring, onto Freud her feelings toward her own father. A man might also view him as 
a father figure, responding to him as a rival in a manner that Freud believed might reflect 
the man’s unresolved Oedipus complex.

The process of analyzing and working through the transference relationship is 
considered an essential component of psychoanalysis. Freud believed that the transference 
relationship provides a vehicle for the reenactment of childhood conflicts with parents. 
Clients may react to the analyst with the same feelings of anger, love, or jealousy they felt 
toward their own parents. Freud termed the enactment of these childhood conflicts the 
transference neurosis. This “neurosis” had to be successfully analyzed and worked through 
for clients to succeed in psychoanalysis.

Childhood conflicts usually involve unresolved feelings of anger, rejection, or need 
for love. For example, a client may interpret any slight criticism by the therapist as a dev-
astating blow, transferring feelings of self-loathing that the client had repressed from child-
hood experiences of parental rejection. Transference may also distort or color the client’s 
relationships with others, such as a spouse or an employer. A client might relate to a spouse 
as to a parent, perhaps demanding too much or unjustly accusing the spouse of being insen-
sitive or uncaring. Or a client who had been mistreated by a past lover might not give new 
friends or lovers the benefit of a fair chance. The analyst helps the client recognize transfer-
ence relationships, especially the therapy transference, and work through the residues of 
childhood feelings and conflicts that lead to self-defeating behavior in the present.

According to Freud, transference is a two-way street. Freud felt he transferred 
his underlying feelings onto his clients, perhaps viewing a young man as a competi-
tor or a woman as a rejecting love interest. Freud referred to the feelings that he pro-
jected onto clients as countertransference. Psychoanalysts in training are expected 
to undergo  psychoanalysis themselves to help them uncover motives that might lead to 
 countertransferences in their therapeutic relationships. In their training, psychoanalysts 
learn to monitor their own reactions in therapy, so as to become better aware of when and 
how countertransferences intrude on the therapy process.

Although the analysis of transference is a crucial element of psychoanalytic ther-
apy, it generally takes months or years for a transference relationship to develop and be 
resolved. This is one reason why psychoanalysis is typically a lengthy process.

moDeRN PSyChoDyNAmIC APPRoACheS Although some psychoanalysts continue 
to practice traditional psychoanalysis in much the same manner as Freud did, briefer and 
less intensive forms of psychodynamic treatment have emerged. They are able to reach 
clients who are seeking briefer and less costly forms of treatment, perhaps once or twice a 
week (Grossman, 2003).

Like traditional psychoanalysts, modern psychodynamic therapists explore their cli-
ents’ psychological defenses and transference relationships—a process described as “peeling 

The therapeutic relationship. In the course 
of successful psychotherapy, a therapeutic 
relationship is forged between the therapist 
and client. Therapists use attentive listening 
to understand as clearly as possible what 
the client is experiencing and attempting to 
convey. Skillful therapists are also sensitive to 
clients’ nonverbal cues, such as gestures and 
posture, that may indicate underlying feelings 
or conflicts.
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an onion” (Gothold, 2009). But unlike traditional psychoanalysis, they focus more on clients’ 
present relationships and less on sexual issues (Knoblauch, 2009). They also place greater 
emphasis on making adaptive changes in how their clients relate to others. Many contempo-
rary psychodynamic therapists draw more heavily on the ideas of Erik Erikson, Karen Horney, 
and other theorists than on Freud’s ideas. Treatment entails a more open dialogue and direct 
exploration of the client’s defenses and transference relationships than was traditionally the 
case. The client and therapist generally sit facing each other, and the therapist engages in 
more frequent verbal give-and-take with the client, as in the following vignette. Note how the 
therapist uses interpretation to help the client, Mr. Arianes, achieve insight into how his rela-
tionship with his wife involves a transference of his childhood relationship with his mother:

oFFeRING AN INTeRPReTATIoN

 mr. arianes: I think you’ve got it there, Doc. We weren’t communicating. I wouldn’t 
tell her [his wife] what was wrong or what I wanted from her. Maybe I 
expected her to understand me without saying anything.

 therapist: Like the expectations a child has of its mother.
 mr. arianes: Not my mother!
 therapist: Oh?
 mr. arianes: No, I always thought she had too many troubles of her [his mother] own to 

pay attention to mine. I remember once I got hurt on my bike and came to 
her all bloodied up. When she saw me she got mad and yelled at me for mak-
ing more trouble for her when she already had her hands full with my father.

 therapist: Do you remember how you felt then?
 mr. arianes: I can’t remember, but I know that after that I never brought my trou-

bles to her again.
 therapist: How old were you?
 mr. arianes: Nine. I know that because I got that bike for my ninth birthday. It was 

a little too big for me still, that’s why I got hurt on it.
 therapist: Perhaps you carried this attitude into your marriage.
 mr. arianes: What attitude?
 therapist: The feeling that your wife, like your mother, would be unsympathetic 

to your difficulties. That there was no point in telling her about your 
experiences because she was too preoccupied or too busy to care.

 mr. arianes: But she’s so different from my mother. I come first with her.
 therapist: On one level you know that. On another, deeper level there may well 

be the fear that people—or maybe only women, or maybe only women 
you’re close to—are all the same, and you can’t take a chance at being 
rejected again in your need.

 mr. arianes: Maybe you’re right, Doc, but all that was so long ago, and I should be 
over that by now.

 therapist: That’s not the way the mind works. If a shock or a disappointment is 
strong enough, it can permanently freeze our picture of ourselves and our 
expectations of the world. The rest of us grows up—that is, we let ourselves 
learn about life from experience and from what we see, hear, or read of 
the experiences of others, but that one area where we really got hurt stays 
unchanged. So what I mean when I say you might be carrying that attitude 
into your relationship with your wife is that when it comes to your hopes 
of being understood and catered to when you feel hurt or abused by life, 
you still feel very much like that 9-year-old boy who was rebuffed in his 
need and gave up hope that anyone would or could respond to him.

—Offering an Interpretation, from M. F. Basch, Doing Psychotherapy 
(Basic Books, 1980), pp. 29–30. Reprinted by permission of Basic Books, a 
member of Perseus Books Group.

what does it mean? Freud believed that 
dreams represent the “royal road to the 
unconscious.” Dream interpretation was one 
of the principal techniques Freud used to 
uncover unconscious material.
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Some modern psychodynamic therapists focus more on the role of the ego and less 
on the role of the id. These therapists, such as Heinz Hartmann, are generally described as 
ego analysts. Other modern psychoanalysts, such as Margaret Mahler, are identified with 
object-relations approaches to psychodynamic therapy. They focus on helping people sepa-
rate their own ideas and feelings from the elements of significant others they have incor-
porated or introjected onto themselves. Clients can then develop more as  individuals—as 
their own persons, rather than trying to meet the expectations they believe others have of 
them.

Though psychodynamic therapy is no longer the dominant force it once was, it 
remains widely practiced and is supported by accumulating evidence of its effectiveness 
(e.g., Knekt et al., 2011; Leichsenring & Rabung, 2008; Levy & Scala, 2012; Town et 
al., 2012; Wolitzky, 2011). Let us now turn to other forms of therapy, beginning with 
behavior therapy.

Behavior Therapy
Behavior therapy is the systematic application of the principles of learning to the treat-
ment of psychological disorders. Because the focus is on changing behavior—not on 
personality change or deep probing into the past—behavior therapy is relatively brief, 
 typically lasting from a few weeks to a few months. Behavior therapists, like other thera-
pists, seek to develop warm therapeutic relationships with clients, but they believe the 
special efficacy of behavior therapy derives from the learning-based techniques rather than 
from the nature of the therapeutic relationship.

Behavior therapy originally gained widespread attention as a means of helping 
people overcome fears and phobias, problems that had proved resistant to insight-
oriented therapies. Among the methods used are systematic desensitization, gradual 
exposure, and modeling. Systematic desensitization involves a therapeutic program 
of exposure of the client (in imagination or by means of pictures or slides) to progres-
sively more fearful stimuli while he or she remains deeply relaxed. First the client 
uses a relaxation technique, such as progressive relaxation (discussed in Chapter 6), to 
become deeply relaxed. The client is then instructed to imagine (or perhaps view, as 
through a series of slides) progressively more anxiety-arousing scenes. If fear is evoked, 
the client again practices a relaxation exercise to restore a relaxed state. The process 
is repeated until the client can tolerate the scene without anxiety. The client then 
progresses to the next scene in the fear-stimulus hierarchy. The procedure is continued 
until the person can remain relaxed while imagining the most distressing scene in the 
hierarchy.

In gradual exposure (also called in vivo, meaning “in life,” exposure), people 
seeking to overcome phobias put themselves in situations in which they engage fearful 
stimuli in real-life encounters. As with systematic desensitization, the person moves at 
his or her own pace through a hierarchy of progressively more anxiety-evoking stimuli. 
The person with a fear of snakes, for example, might first look at a harmless, caged 
snake from across the room and then gradually approach and interact with the snake 
in a step-by-step process, progressing to each new step only when feeling completely 
calm at the prior step. Gradual exposure is often combined with cognitive techniques 
that focus on replacing anxiety-arousing irrational thoughts with calming rational 
thoughts.

In modeling, individuals learn desired behaviors by observing others  performing 
them. For example, the client may observe and then imitate others who  successfully inter-
act with fear-evoking situations or objects. After observing the model, the  client may 
be assisted or guided by the therapist or the model in performing the target behavior. 
The client receives ample reinforcement from the therapist for each attempt. Modeling 
approaches were pioneered by Albert Bandura and his colleagues, who had remarkable 
success using modeling techniques with children to treat various phobias, especially fear 
of animals, such as snakes and dogs.

Contemporary psychodynamic 
therapy. Modern psychodynamic therapy 
is generally briefer than traditional Freudian 
psychoanalysis and involves more direct, face-
to-face interactions with clients.
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Behavior therapists also use reinforcement techniques based on 
operant conditioning to shape desired behavior. For example, parents and 
teachers may be trained to systematically reinforce children for appropri-
ate behavior by showing appreciation for it and to extinguish inappro-
priate behavior by ignoring it. In institutional settings, token economy 
systems  seek to increase adaptive behavior by rewarding residents with 
tokens for performing appropriate behaviors, such as self-grooming and 
making their beds. The tokens can eventually be exchanged for desired 
rewards. Token systems have also been used to treat children with conduct 
 disorders.

Other techniques of behavior therapy discussed in later chapters 
include aversive conditioning (used in the treatment of substance abuse prob-
lems such as smoking and alcoholism) and social skills training (used in the 
treatment of social anxiety and skills deficits associated with schizophrenia).

humanistic Therapy
Psychodynamic therapists tend to focus on clients’ unconscious processes, such as internal 
conflicts. By contrast, humanistic therapists focus on clients’ subjective, conscious experi-
ences. The major form of humanistic therapy is person-centered therapy (also called 
client-centered therapy), which was developed by the psychologist Carl Rogers (Rogers, 
1951; Raskin, Rogers, & Witty, 2011).

PeRSoN-CeNTeReD TheRAPy To Rogers, psychological disorders result largely from 
roadblocks that other people place in our path toward self- actualization. When others 
are selective in their approval of our childhood  feelings and behavior, we may disown the 
criticized parts of ourselves. To earn social approval, we may don social masks or facades. 
We learn “to be seen and not heard” and may even become deaf to our own inner voices. 
Over time, we may develop distorted self-concepts that are consistent with others’ views 
of us but are not of our own making and design. As a result, we may become poorly 
adjusted, unhappy, and confused as to who and what we are.

Person-centered therapy creates conditions of warmth and acceptance in the 
therapeutic relationship that help clients become more aware and accepting of their true 
selves. Rogers did not believe therapists should impose their own goals or values on their 
clients. His focus of therapy, as the name implies, is the person.

Person-centered therapy is nondirective. The client, not the therapist, takes the 
lead and directs the course of therapy. The therapist uses reflection—the restating or para-
phrasing of the client’s expressed feelings without interpreting them or passing judgment 
on them. This encourages the client to further explore his or her feelings and to get in 
touch with deeper feelings and parts of his or her self that had been disowned because of 
social condemnation.

Rogers stressed the importance of creating a warm, therapeutic relationship that 
would encourage the client to engage in self-exploration and self-expression. The effective 
person-centered therapist possesses four basic qualities or attributes: unconditional positive 
regard, empathy, genuineness, and congruence. First, the therapist must be able to express 
unconditional positive regard for clients. In contrast to the conditional approval the client 
may have received from parents and others in the past, the therapist must be uncondition-
ally accepting of the client as a person, even if the therapist sometimes finds the client’s 
choices or behaviors to be objectionable. Unconditional positive regard provides clients 
with a sense of security that encourages them to explore their feelings without fear of dis-
approval. As clients feel accepted or prized for themselves, they are encouraged to accept 
themselves in turn.

Therapists who display empathy are able to accurately reflect or mirror their cli-
ents’ experiences and feelings. Therapists try to see the world through their clients’ eyes or 
frames of reference. They listen carefully to clients, setting aside their own judgments and 
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interpretations of events. Showing empathy encourages clients to get in touch with feelings 
of which they may be only dimly aware. Genuineness is the ability to be open about one’s 
feelings. Rogers admitted he had negative feelings at times during therapy sessions, typically 
boredom, but he attempted to express these feelings openly rather than hide them (Bennett, 
1985). Congruence refers to the coherence or fit among one’s thoughts, feelings, and behav-
iors. The congruent person is one whose behavior, thoughts, and feelings are integrated and 
consistent. Congruent therapists serve as models of psychological integrity for their clients.

Cognitive Therapy
There is nothing either good or bad, but thinking makes it so.

—Shakespeare, Hamlet

Shakespeare did not mean to imply that misfortunes or ailments are painless or easy to 
manage. His point, it seems, was that the ways in which we evaluate upsetting events can 
heighten or diminish our discomfort and affect our ability to cope. Several hundred years 
later, cognitive therapists such as Aaron Beck and Albert Ellis adopted this simple but 
elegant expression as a kind of motto for their approach to therapy.

Cognitive therapists focus on helping clients identify and correct faulty thinking, 
distorted beliefs, and self-defeating attitudes that create or contribute to emotional prob-
lems. They argue that negative emotions such as anxiety and depression are caused by 
interpretations people place on troubling events, not on events themselves. Here, we focus 
on two prominent types of cognitive therapy: Albert Ellis’s rational emotive behavior 
therapy and Aaron Beck’s cognitive therapy.

RATIoNAl emoTIve BehAvIoR TheRAPy Albert Ellis (1993, 2001, 2011) believed 
that negative emotions such as anxiety and depression are caused by the irrational ways 
in which we interpret or judge negative events, not by the negative events themselves. 
Consider the irrational belief that we must almost always have the approval of the people 
who are important to us. Ellis finds it understandable to want other people’s approval and 
love, but he argues that it is irrational to believe we cannot survive without it. Another 
irrational belief is that we must be thoroughly competent and achieving in virtually every-
thing we seek to accomplish. We are doomed to eventually fall short of these irrational 
expectations, and when we do, we may experience negative emotional consequences, such 
as depression and lowered self-esteem. Emotional difficulties such as anxiety and depres-
sion are not directly caused by negative events, but rather by how we distort the meaning 
of these events by viewing them through the dark-colored glasses of self-defeating beliefs. 
In Ellis’s rational emotive behavior therapy (REBT), therapists actively dispute clients’ 
irrational beliefs and the premises on which they are based and help clients develop alter-
native, adaptive beliefs in their place.

Rational emotive behavior therapists help clients substitute more effective interper-
sonal behavior for self-defeating or maladaptive behavior. Ellis often gave clients specific 
tasks or homework assignments, such as disagreeing with an overbearing relative or asking 
someone for a date. He also assisted them in practicing or rehearsing adaptive behaviors.

BeCK’S CoGNITIve TheRAPy Psychiatrist Aaron Beck (e.g., Beck, 2005; Beck & 
Weishaar, 2011) developed cognitive therapy, which, like rational emotive behavior ther-
apy, focuses on helping people change faulty or distorted thinking. Cognitive therapy is 
the fastest growing and most widely researched model of psychotherapy today (Beck & 
Dozois, 2011).

Cognitive therapists encourage their clients to recognize and change errors in 
thinking, called cognitive distortions, such as tendencies to magnify the importance of neg-
ative events and minimize one’s personal accomplishments. These self-defeating ways of 
thinking, Beck argues, underlie negative emotional states such as depression. Like tinted 
glasses, these distorted or faulty thoughts color a person’s perception of life  experiences and 
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his or her reactions to the outside world (Smith, 2009). Cognitive therapists ask clients to 
record their thoughts in response to upsetting events and note connections between their 
thoughts and their emotional responses. They then help clients dispute distorted thoughts 
and replace them with rational alternatives.

Cognitive therapists also use behavioral homework assignments, such as encour-
aging depressed people to fill their free time with structured activities like gardening or 
completing work around the house. Another type of homework assignment involves real-
ity testing, whereby clients are asked to test their negative beliefs in light of reality. For 
example, a depressed client who feels unwanted by everyone might be asked to call two 
or three friends on the phone to gather data about the friends’ reactions to the calls. The 
therapist might then ask the client to report on the assignment: “Did they  immediately 
hang up the phone, or did they seem pleased you called? Did they express any interest at 
all in talking to you again or getting together sometime? Does the evidence support the 
conclusion that no one has any interest in you?” Such exercises help clients replace dis-
torted beliefs with rational alternatives.

The therapies developed by Beck and Ellis can be classified as forms of cogni-
tive-behavioral therapy, which is the treatment approach we turn to next. We will then 
 consider a growing movement among therapists toward incorporating principles and 
techniques derived from different schools of therapy. Before reading further, you may 
wish to review Table 2.5, which summarizes the major approaches to psychotherapy.

Cognitive-Behavioral Therapy
Today, most behavior therapists identify with a broader model of behavior therapy called 
cognitive-behavioral therapy (CBT) (also called cognitive behavior therapy). Cognitive-
behavioral therapy attempts to integrate therapeutic techniques that help individuals 
make changes not only in their overt behavior but also in their underlying thoughts, 
beliefs, and attitudes. Cognitive-behavioral therapy draws on the assumption that think-
ing patterns and beliefs affect behavior and that changes in these cognitions can pro-
duce desirable behavioral and emotional changes. Cognitive-behavioral therapists focus 
on helping clients identify and correct the maladaptive beliefs and negative, automatic 
thoughts that may underlie their emotional problems.

Cognitive-behavioral therapists use an assortment of cognitive techniques, such 
as changing maladaptive thoughts, and behavioral techniques, such as exposure to fear-
invoking situations. Cognitive-behavioral therapy has produced impressive results in con-
trolled trials in treating a wide range of emotional disorders, including depression, panic 
disorder, generalized anxiety disorder, social phobia, posttraumatic stress disorder, ago-
raphobia, and obsessive–compulsive disorder, as well as other disorders such as bulimia 
and personality disorders (e.g., DiMauro et al., 2012; Hofmann, Asnaani, Vonk, Sawyer, 
& Fang, 2012; McEvoy, Nathan, Rapee, & Campbell, 2012; Resick, Williams, Suvak, 
Monson, & Gradus, 2012; Roy-Byrne et al., 2010; Stewart & Chambless, 2009). Yet, 
like other forms of treatment, including drug therapy, cognitive-behavioral therapy is not 
effective in all cases, with many patients either failing to respond to treatment or show-
ing symptoms when evaluated years afterward (David & Szentagotaia, 2006; Durham, 
Higgins, Chambers, Swan, & Dow, 2012). This only underscores the need for efforts to 
further improve current treatment approaches.

eclectic Therapy
Each of the major psychological models of abnormal behavior—the psychodynamic, 
behaviorist, humanistic, and cognitive approaches—has spawned its own approaches to 
psychotherapy. Although many therapists identify with one or another of these schools of 
therapy, some others practice eclectic therapy, which incorporates principles and tech-
niques from different therapeutic orientations that they believe will produce the greatest 
benefit in treating a particular client (Norcross & Beutler, 2011; Prochaska & Norcross, 
2010). An eclectic or integrative therapist might use behavior therapy techniques to help 
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a client change specific maladaptive behaviors, for example, along with psychodynamic 
techniques to help the client gain insight into the childhood roots of the problem.

The largest percentage of clinical psychologists today (22%) identify with an 
eclectic/integrative theoretical orientation, not counting, however, the cognitive approach 
(31%) (Norcross & Karpiak, 2012) (see Figure 2.10). Therapists who adopt an eclec-
tic approach tend to be older and more experienced (Beitman, Goldfried, & Norcross, 
1989). Perhaps they have learned through experience the value of drawing on diverse 
contributions to the practice of therapy.

There are two general types of eclecticism, technical eclecticism and integrative eclec-
ticism. Therapists who practice technical eclecticism draw on techniques from different 
schools of therapy without necessarily adopting the theoretical positions that spawned 
those techniques. They assume a pragmatic approach in using techniques from different 
therapeutic approaches that they believe are most likely to work with a given client.

Therapists who practice integrative eclecticism attempt to synthesize and inte-
grate diverse theoretical approaches—to bring together different theoretical concepts 
and approaches under the roof of one integrated model of therapy. Although various 

table 2.5 

overview of major Types of Psychotherapies

Type of Therapy major  
Figure(s)

Goal length of  
Treatment

Therapist’s 
Approach

major Techniques

Classical 
psychoanalysis

Sigmund  
Freud

Gaining insight and 
resolving unconscious 
psychological conflicts

Lengthy, typically 
lasting several years

Passive, interpretive Free association, dream 
analysis, interpretation

modern 
psychodynamic 
approaches

Various Focus on developing 
insight, but with 
greater emphasis 
on ego functioning, 
current interpersonal 
relationships, and adaptive 
behavior than traditional 
psychoanalysis

Briefer than 
traditional 
psychoanalysis

More direct probing 
of client defenses; 
more back-and-forth 
discussion 

Direct analysis of 
client’s defenses and 
transference relationships

Behavior therapy Various Directly changing problem 
behavior through use of 
learning-based techniques

Relatively brief, 
typically lasting 10 
to 20 sessions

Directive, active 
problem solving

Systematic 
desensitization, gradual 
exposure, modeling, 
reinforcement techniques

humanistic, client-
centered therapy

Carl Rogers Self-acceptance and 
personal growth

Varies, but briefer 
than traditional 
psychoanalysis

Nondirective; 
allowing client to 
take the lead, with 
therapist serving as 
an empathic listener

Use of reflection; 
creation of a warm, 
accepting therapeutic 
relationship

ellis’s rational 
emotive behavior 
therapy

Albert Ellis Replacing irrational beliefs 
with rational alternative 
beliefs; making adaptive 
behavioral changes

Relatively brief, 
typically lasting 10 
to 20 sessions

Direct, sometimes 
confrontational 
challenging of client’s 
irrational beliefs

Identifying and 
challenging irrational 
beliefs, behavioral 
homework assignments

Beck’s cognitive 
therapy

Aaron Beck Identify and correcting 
distorted or self-
defeating thoughts and 
beliefs, making adaptive 
behavioral changes

Relatively brief, 
typically lasting 10 
to 20 sessions

Collaboratively 
engaging client in 
process of logically 
examining thoughts 
and beliefs and 
testing them out

Identifying and correcting 
distorted thoughts; 
behavioral homework, 
including reality testing

Cognitive-
behavioral therapy

Various Use of cognitive and 
behavioral techniques 
to change maladaptive 
behaviors and cognitions 

Relatively brief, 
typically lasting 10 
to 20 sessions

Direct, active 
problem solving

Combination of 
cognitive and behavioral 
techniques



Contemporary Perspectives on Abnormal Behavior and Methods of Treatment  CHAPTER 2  75

approaches to integrative psychotherapy have been proposed, the field has yet to arrive 
at a consensus regarding a therapeutic integration of principles and practices. Not all 
therapists subscribe to the view that therapeutic integration is a desirable or achievable 
goal. They believe that combining elements of different therapeutic approaches will 
lead to a hodgepodge of techniques that lack a cohesive conceptual framework. Still, 
interest in the professional community in therapeutic integration is growing, and we 
expect to see new models emerging that aim to tie together the contributions of differ-
ent approaches.

Group, Family, and Couple Therapy
Some approaches to therapy expand the focus of treatment to include groups of people, 
families, and couples.

GRouP TheRAPy In group therapy, a group of clients meets together with a therapist 
or a pair of therapists. Group therapy has several advantages over individual treatment. 
For one, group therapy is less costly to individual clients, because several clients are treated 
at the same time. Many clinicians also believe that group therapy is more effective in treat-
ing groups of clients who have similar problems, such as complaints relating to anxiety, 
depression, lack of social skills, or adjustment to divorce or other life stresses. Clients 
learn how people with similar problems cope and receive social support from the group 
as well as the therapist. Group therapy also provides members with opportunities to work 
through their problems in relating to others. For example, the therapist or other group 
members may point out how a particular member’s behavior in a group session mirrors 
the person’s behavior outside the group. Group members may also rehearse social skills 
with one another in a supportive atmosphere.

Despite these advantages, clients may prefer individual therapy for various rea-
sons. For one, clients might not wish to disclose their problems in a group. Some clients 
prefer the individual attention of the therapist. Others are too socially inhibited to feel 
comfortable in a group setting. Because of such concerns, group therapists require that 
group disclosures be kept confidential, that group members relate to each other support-
ively and nondestructively, and that group members receive the attention they need.

FAmIly TheRAPy In family therapy, the family, not the individual, is the unit of treat-
ment. Family therapy aims to help troubled families resolve their conflicts and problems 
so the family functions better as a unit and individual family members are subjected to 
less stress from family conflicts. In family therapy, family members learn to communi-
cate more effectively and to air their disagreements constructively (Gehar, 2009). Family 

figure 2.10 
Therapeutic orientations of clinical 
psychologists. A recent national survey 
showed that the cognitive and the eclectic/
integrative therapeutic orientations 
were the most popular among clinical 
psychologists today. Source: Adapted from 
Norcross & Karpiak (2012).

Group therapy. What are some of the 
advantages of group therapy over individual 
therapy? What are some of its disadvantages?

Behavioral
15%

Humanistic 
2%

Interpersonal
4%

Psychodynamic
18%

Cognitive
31%

Rogerian
2%

Other
4%

Systems
2%

Eclectic/Integrative
22%
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conflicts often emerge at transitional points in the life cycle, when family patterns are 
altered by changes in one or more members. Conflicts between parents and children, for 
example, often emerge when adolescent children seek greater independence or autonomy. 
Family members with low self-esteem may be unable to tolerate different attitudes or 
behaviors from other members of the family and may resist their efforts to change or 
become more independent. Family therapists work with families to resolve these conflicts 
and help them adjust to life changes.

Family therapists are sensitive to tendencies of families to scapegoat one family 
member as the source of the problem, or the “identified client.” Disturbed families seem 
to adopt a sort of myth: Change the identified client, the “bad apple,” and the “barrel,” or 
family, will once again become functional. Family therapists encourage families to work 
together to resolve their disputes and conflicts, instead of scapegoating one member.

Many family therapists adopt a systems approach to understanding the workings of 
the family and problems that may arise within the family. They see the problem behaviors 
of individual family members as representing a breakdown in the system of communica-
tions and role relationships within the family. For example, a child may feel in competition 
with other siblings for a parent’s attention and develop enuresis, or bed-wetting, as a means 
of securing attention. Operating from a systems perspective, the family therapist may focus 
on helping family members understand the hidden messages in the child’s behavior and 
make changes in their relationships to meet the child’s needs more adequately.

CouPle TheRAPy Couple therapy focuses on resolving conflicts in distressed cou-
ples, including married and unmarried couples (Baucoma, Sevier, Eldridge, Doss, & 
Christensen, 2011; Christensen et al., 2010). Like family therapy, couple therapy focuses 
on improving communication and analyzing role relationships. For example, one partner 
may play a dominant role and resist any request to share power. The couple therapist helps 
bring these role relationships into the open, so that partners can explore alternative ways 
of relating to one another that would lead to a more satisfying relationship.

evaluating the methods of Psychotherapy
What, then, of the effectiveness of psychotherapy? Does psychotherapy work? Are some 
forms of therapy more effective than others? Are some forms of therapy more effective for 
some types of clients or for some types of problems than for others?

uSe oF meTA-ANAlySIS That psychotherapy is effective receives strong support from 
the research literature. Reviews of the scientific literature often use a statistical technique 
called meta-analysis, which averages the results of a large number of studies to determine 
an overall level of effectiveness.

A classic example of a meta-analysis of psychotherapy outcomes involved some 
375 controlled studies, each of which compared psychotherapy (of different types, includ-
ing psychodynamic, behavioral, and humanistic) against control groups (M. L. Smith & 
Glass, 1977). Across these studies, the average client receiving psychotherapy was better 
off than 75% of clients who remained untreated. A larger analysis of 475 controlled out-
come studies showed the average person who received therapy to be better off at the end 
of treatment than 80% of those who did not (M. L. Smith, Glass, & Miller, 1980). T / F

Later meta-analyses also showed positive outcomes for particular types of ther-
apy, including cognitive-behavioral therapy and psychodynamic therapy (e.g., Butler 
et al., 2006; Cuijpers, Hofmann et al., 2010; Shedler, 2010; Tolin, 2010; Town et al., 
2012). Psychotherapy has proven to be effective not only in the confines of clinical 
research centers but also in settings more typical of ordinary clinical practice (Shadish  
et al., 2000). 

The greatest gains in psychotherapy typically occur in the first several months 
of treatment. At least 50% of patients in controlled research studies show clinically sig-
nificant improvement in about 13 treatment sessions; by 26 sessions, this figure rises to 
more than 80% (E. M. Anderson & Lambert, 2001; Hansen, Lambert, & Forman, 2002; 

2.9  evaluate the effectiveness of 
psychotherapy and the role of  
nonspecific factors in therapy.

truth OR fiction

Psychotherapy is no more effective than 
simply letting time take its course.

 FALSE There is ample evidence that 
psychotherapy produces better results 
than control treatments in which people 
are placed on waiting lists that allow 
time to take its course.

Family therapy. In family therapy, the family, 
not the individual, is the unit of treatment. 
Therapists help family members communicate 
more effectively with one another, for 
example, by airing disagreements in ways 
that are not hurtful to individual members. 
Therapists also try to prevent one member of 
the family from becoming the scapegoat for 
the family’s problems.



Contemporary Perspectives on Abnormal Behavior and Methods of Treatment  CHAPTER 2  77

Thinking CRiTiCally about abnormal psychology

@Issue: Should Therapists Treat Clients Online?

M ight better mental health be only a few keystrokes 
away? You can do almost anything on the Internet 
these days, from ordering concert tickets to download-

ing music (legally, of course) or even whole books. You can also 
receive counseling or therapy services from an online therapist. 
Online counselors and therapists are using video chat services, 
such as Skype, as well as e-mail, and other electronic and tel-
ephonic services to provide help to people with emotional prob-
lems and relationship issues. As the number of online counseling 
services continues to increase, so does the controversy concern-
ing their use.

Many professionals voice concerns about clinical, ethical, and  
legal issues of online counseling services (Gabbard, 2012; Harris 
& Younggren, 2011; Van Allen & Roberts, 2011; Yuen, Goetter, 
Herbert, & Forman, 2012). One problem is that psychologists 
are licensed in particular states, but Internet communications 
easily cross state borders (DeAngelis, 2012). It remains unclear, 
therefore, whether psychologists or other mental health profes-
sionals can legally provide online services to residents of states 
in which they are not licensed.

Ethical problems and liability issues also arise when psycholo-
gists and other helping professionals offer services to clients 
they actually never meet in person. Many therapists also 
express concern that interacting with a client only by computer 
or by other means, such as by telephone, would prevent them 
from evaluating nonverbal cues and gestures that might signal 
deeper levels of distress than could be communicated by typ-
ing words on a keyboard or talking on the telephone (Rehm, 
2008).

Therapists are rightfully concerned, however, about the ethi-
cal problems in using technology in therapy—problems such 
as unauthorized access to client records and dissemination 
(posting) of client information on social websites (van Allen & 
Roberts, 2011). Yet another problem is that online therapists 
may live at great distances from their clients, so they may not be 
able to provide the more intensive services clients need during 
times of emotional crisis. Professionals also express concerns 
about the potential for unsuspecting clients to be victimized by 
unqualified practitioners or quacks. There is not yet a system to 
ensure that only licensed and qualified practitioners offer online 
therapeutic services.

On the other hand, therapists are demonstrating therapeu-
tic benefits in using the Internet to deliver guided self-help 
treatment programs for a wide range of problems, including 
posttraumatic stress disorder, panic disorder, insomnia, social 
phobia, obsessive–compulsive disorder, pathological gam-
bling, alcohol abuse, and smoking addiction (e.g., Andersson 
et al., 2012; Beard, Weisberg, & Amir, 2011; Blankers, Koeter, 
& Schippers, 2011; Carlbring et al., 2011; Choi et al., 2012; 
Dear et al., 2011; Herbst et al., 2012; Lancee, van den Bout, 

van Straten, & Spoormaker, 2012; Newman et al., 2011a, b; 
Sunderland, Wong, Hilvert-Bruce, & Andrews, 2012). In these 
cases, therapists oversee the quality of the online treatment ser-
vices they provide. In some cases, therapists provide additional 
support to supplement online treatment protocols via the use 
of e-mail or periodic telephone contact, in a similar way that a 
person might access a help line for using computer software 
programs. Mental health professionals are also incorporating 
computerized therapy tools as part of a traditional treatment 
program.

One advantage of online treatment is that it can reach people 
who may have avoided seeking help because of shyness or 
embarrassment. Online consultation may make some people 
feel more comfortable about receiving help, making it a first 
step toward meeting a therapist in person. Online therapy and 
teleconferencing services may also provide needed services 
to people who might not otherwise receive help because they 
lack mobility or live in remote areas (McCord et al., 2011). A 
recent study showed that online therapy used in the treatment 
of adolescents with anxiety disorders combined with minimal 
therapist contact was just as effective as regular, face-to-face 
sessions with a therapist and had the advantage of reach-
ing families who might have difficulty arranging clinic visits 
(Spence, 2011).

All in all, psychologists are not writing off electronic forms 
of therapy, but they do remain cautious about its use (Mora, 
Nevid, & Chaplin, 2008). Psychologists are seeking to put client 
protections into place for using the Internet and other forms of 
computerized or electronically delivered psychological services 

Internet Therapy. Online therapeutic services are popping up on 
the Internet. Although Internet-based counseling or therapy services 
may have therapeutic benefits, many mental health professionals 
express concerns about potential clinical, ethical, and legal issues 
associated with these services.
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•	 What ethical and practical problems do therapists who offer 
online therapy face?

•	 What are the potential benefits of online therapy? What are 
the potential risks?

•	 If you were in need of psychological services, would you 
seek an Internet-based treatment? Why or why not?

before they are disseminated for widespread use (DeAngelis, 
2012; Hadjistavropoulos et al., 2011; Perle, Langsam, & 
Nierenberg, 2011).

What do you think about the value of online psychological ser-
vices? In thinking critically about this issue, answer the following 
questions:

Messer, 2001a). Yet, we should recognize that many clients drop out prematurely, before 
therapeutic benefits are achieved.

Although evidence supports the effectiveness of psychotherapy, researchers lack 
clarity about why it works—that is, what factors or processes account for therapeutic 
change (Carey, 2011). Different forms of therapy produce about the same level or size 
of benefits when each is compared to control (untreated) groups (Cuijpers, van Straten 
et al., 2008; Wampold et al., 2011). This suggests that the effectiveness of different forms 
of psychotherapy may have more to do with the common features that cut across differ-
ent types of psychotherapy, called nonspecific treatment factors, than with the specific 
techniques that set them apart.

Nonspecific or common factors include expectations of improvement and features 
of the therapist–client relationship: (1) empathy, support, and attention shown by the thera-
pist; (2) therapeutic alliance, or the attachment the client develops toward the therapist and 
the therapy process; and (3) the working alliance, or the development of an effective work-
ing relationship in which the therapist and client work together to identify and confront 
the important problems and concerns the client faces (Crits-Christoph, Gibbons, Hamilton, 
Ring-Kurtz, & Gallop, 2011; Prochaska & Norcross, 2010; Smith, Msetfi, & Golding, 
2010). These factors may have therapeutic benefits in themselves, quite apart from the spe-
cific benefits associated with particular forms of therapy (Bjornsson, 2011; Goldfried, 2012).

Should we conclude that different therapies are about equally effective? Not neces-
sarily. Different therapies may be more or less equivalent in their effects overall, but some 
may be more effective for some patients or some types of problems. We should also allow 
that the effectiveness of therapy may have more to do with the effectiveness of the thera-
pist than with the particular form of therapy (Wampold, 2001).

All in all, the question of whether some forms of therapy are more effective than 
others remains unresolved. Perhaps the time has come for investigators to turn more of 
their attention to examining the active ingredients that make some therapists more effec-
tive than others, such as their interpersonal skills, ability to show empathy, and ability to 
develop a good therapeutic relationship or alliance with their clients (Karver et al., 2006; 
Prochaska & Norcross, 2010). A stronger therapeutic alliance, especially when formed 
early in therapy, is associated with better treatment outcomes (Crits-Christoph et al., 
2011; Strunk et al., 2012; Zuroff & Blatt, 2006).

Another question researchers pose is whether specific therapies work as well in 
the clinic as they do in the research lab. Two types of research studies, efficacy studies and 
effectiveness studies, examine these types of effects. Efficacy studies speak to the issue of 
whether particular treatments work better than control procedures under tightly con-
trolled conditions in a research lab setting. But the fact that a given treatment works well 
in the research lab does not necessarily mean it also works well in a typical clinic setting. 
This question is addressed by effectiveness studies, which examine the effects of treatment 
when it is delivered by therapists in real-world practice settings with the kinds of clients 
they normally see in their practices.

emPIRICAlly SuPPoRTeD TReATmeNTS Empirically supported treatments are spe-
cific psychological treatments that have been demonstrated to be effective in treating 
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particular types of problem behaviors or disorders in carefully designed research studies 
(see Table 2.6) (APA Presidential Task Force on Evidence-Based Practice, 2006; Lohr, 
2011; Wells & Miranda, 2006). The designation of empirically supported treatments 
(also called evidence-based practice) may change, as other treatments may be added to the 
list as scientific evidence of their efficacy in treating specific types of problems becomes 
available. We should note, however, that inclusion of a particular treatment in the listing 
of empirically supported treatments does not mean the treatment is effective in every case.

Let us conclude by noting that it is insufficient to ask which therapy works best. 
Instead, we must ask: Which therapy works best for which type of problem? Which cli-
ents are best suited for which type of therapy? What are the advantages and limitations 
of particular therapies? Although the effort to identify empirically supported treatments 
moves us in the direction of matching treatments to particular disorders, determining 
which treatment, practiced by whom, under what conditions is most effective for a given 
client remains a challenge.

All in all, psychotherapy is a complex process that incorporates common features 
along with specific techniques that foster adaptive change. Practitioners need to take into 
account the contributions to therapeutic change of both specific and nonspecific factors, 
as well as their interactions (Gibbons et al., 2009).

multicultural Issues in Psychotherapy
We live in an increasingly diverse, multicultural society in which people bring to ther-
apy not only their personal backgrounds and individual experiences but also their cul-
tural learning, norms, and values. Normal and abnormal behaviors occur in a context of 
culture and community. Clearly, therapists need to be culturally competent to provide 
appropriate services to people of varied backgrounds (Stuart, 2004).

Therapists need to be sensitive to cultural differences and how they affect the 
therapeutic process. Cultural sensitivity involves more than good intentions. Therapists 
must also have accurate knowledge of cultural factors, as well as the ability to use 
that knowledge effectively in developing culturally sensitive approaches to treatment 
(Comas-Diaz, 2011a,b; Hwang, 2011; Leong & Kalibatseva, 2011; Sue, Zane, Hall, 
& Berger, 2009). Moreover, they need to avoid ethnic stereotyping and demonstrate 

table 2.6 

examples of empirically Supported Treatments

Treatment Conditions for which Treatment Is effective

Cognitive therapy Headache (Chapter 6)

Depression (Chapter 7)

Behavior therapy or behavior 
modification

Depression (Chapter 7)

Persons with developmental disabilities (Chapter 13)

Enuresis (Chapter 13)

Cognitive-behavioral therapy Panic disorder (Chapter 5)

Generalized anxiety disorder (Chapter 5)

Bulimia nervosa (Chapter 9)

exposure treatment Agoraphobia and specific phobia (Chapter 5)

exposure and response prevention Obsessive–compulsive disorder (Chapter 5)

Interpersonal psychotherapy Depression (Chapter 7)

Parent training programs Children with oppositional behavior (Chapter 13)

Note. Chapter in text in which treatment is discussed is in parentheses.

2.10 Describe the importance 
of multicultural factors in 
psychotherapy and barriers to 
use of mental health services 
by ethnic minorities.
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sensitivity to the  values, languages, and cultural beliefs of members of racial or eth-
nic groups that are different from their own. Perhaps it shouldn’t surprise practicing 
therapists that clients who rate their therapists high on multicultural competence also 
tend to perceive them as having skills of empathy and general competence (Fuertes 
& Brobst, 2002). However, a survey of professional psychologists showed that they 
applied relatively few of the recommended multicultural psychotherapy competencies 
in their practices (Hansen et al., 2006).

Just because a given therapy works with one population does not necessarily mean 
it will work with another population. Researchers and practitioners need evidence that 
speaks directly to whether particular therapies are effective with different populations and 
whether specific cultural adaptations of particular therapies offer greater benefits than 
their standard versions (see, for example, Hayes, Muto, & Masuda, 2011; Franko et al., 
2012; López, Barrio, Kopelowicz, & Vega, 2012). A recent study showed that a cultur-
ally specific form of behavior therapy for phobias was more effective in treating Asian 
Americans than a standard behavioral treatment, especially for less well acculturated cli-
ents (Pan, Huey, & Hernandez, 2011). This finding suggests that therapists using estab-
lished treatments should consider how they can incorporate culturally specific elements 
to boost treatment benefits in working with people from different ethnic or racial groups 
(Burrow-Sanchez & Wrona, 2012; Comas-Diaz, 2011b).

We next touch on factors involved in treating members of the major ethnic 
minority groups in American society: African Americans, Asian Americans, Hispanic 
Americans, and Native Americans.

AFRICAN AmeRICANS The cultural history of African Americans must be understood 
in the context of persistent racial discrimination and its toxic effects on the psychological 
adjustment of people of color (Greene, 2009). African Americans have needed to develop 
coping mechanisms for managing the pervasive racism they encounter in areas such as 
employment, housing, education, and access to health care (Greene, 1993a, 1993b; 
Jackson & Greene, 2000). For example, the sensitivity of many African Americans to the 
potential for maltreatment and exploitation is a survival tool and may take the form of a 
heightened level of suspiciousness or reserve. Therefore, therapists need to be aware of the 
tendency of African American clients to minimize their vulnerability by being less self-
disclosing, especially in early stages of therapy (Sanchez-Hucles, 2000). Therapists should 
not confuse such suspiciousness with paranoia.

In addition to the psychological problems African American clients may present, 
therapists often need to help their clients develop coping mechanisms to deal with racial 
barriers they encounter in daily life. Contrary to what some believe, the election of an 
African American president does not alter the day-to-day experiences of prejudice and 
discrimination that many African Americans across social classes continue to encoun-
ter. Therapists also need to be attuned to the tendencies of some African Americans to 
internalize the negative stereotypes about Blacks that are perpetuated in the dominant 
culture.

African Americans encounter racism in various forms. There are blatant forms of 
discrimination in housing and job opportunities, for example, that leave no doubt about 
what in fact they are; however, some forms are more subtle and harder to identify, such 
as a suspicious glance by a store security guard. Sue (2010) argues that subtle forms of 
discrimination can be even more damaging because they leave the victim with a sense of 
uncertainty about how to respond, if at all.

To be culturally competent, therapists not only must understand the cultural 
traditions and languages of the groups with which they work, but also recognize their 
own racial and ethnic attitudes and how these underlying attitudes affect how they prac-
tice. Therapists are exposed to the same negative stereotypes about African Americans 
as other people in society and must recognize how these stereotypes, if left unexamined, 
can become destructive to the therapeutic relationships they form with African American 
clients. A core principle in working within a diverse society is the willingness to openly 

Cultural sensitivity. Therapists need to be 
sensitive to cultural differences and how 
they may affect the therapeutic process. 
They also need to avoid ethnic stereotyping 
and to demonstrate sensitivity to the values, 
languages, and cultural beliefs of members 
of racial or ethnic groups that are different 
from their own. Clients who are not fluent in 
English profit from having therapists who can 
conduct therapy in the languages their clients 
speak.
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examine one’s own racial attitudes and the influences these attitudes may have on the 
therapeutic process. In addition, Snowden (2012) points out that therapists must be 
aware of environmental risk factors that affect the mental and physical health of African 
Americans, such as a lack of access to quality health care.

Therapists must also be aware of the cultural characteristics of African American 
families, such as strong kinship bonds, often including people who are not biologically 
related (e.g., a close friend of a parent may have some parenting role and may be addressed 
as “aunt”); strong religious and spiritual orientation; multigenerational households; 
adaptability and flexibility of gender roles (African American women have a long history 
of working outside the home); and distribution of child care responsibilities among differ-
ent family members (Greene, 1990, 1993a; Jackson & Greene, 2000; USDHHS, 1999).

ASIAN AmeRICANS Culturally sensitive therapists not only understand the beliefs and 
values of other cultures but also integrate this knowledge within the therapy process. 
Generally speaking, Asian cultures, including Japanese culture, value restraint in talking 
about oneself and one’s feelings. Public expression of emotions is also discouraged in Asian 
cultures, which may inhibit Asian clients from revealing their feelings in therapy. In tradi-
tional Asian cultures, the failure to keep one’s feelings to oneself, especially negative feel-
ings, may be perceived as reflecting poorly on one’s upbringing. Asian clients who appear 
passive or emotionally restrained when judged by Western standards may be responding 
in ways that are culturally appropriate and should not be judged as shy, uncooperative, or 
avoidant by therapists (Hwang, 2006).

Clinicians also note that Asian clients often express psychological complaints 
such as anxiety through development of physical symptoms such as tightness in the chest 
or a racing heart (Hinton et al., 2009). However, the tendency to somaticize emotional 
problems may be explained in part by differences in communication styles (Zane & Sue, 
1991). That is, Asians may use more somatic terms to convey emotional distress.

In some cases, the goals of therapy may conflict with the values of a particular 
culture. The individualism of American society, which is expressed in many forms of psy-
chotherapy that focus on the development of the self, may conflict with the group- and 
family-centered values of Asian cultures. Therapists working with Asian clients might also 
emphasize more of a we/us orientation than a me/I orientation to underscore the impor-
tance of socially connectedness with their Asian clients (Hayes et al., 2011).

Framing the therapy process in culturally appropriate terms may help build 
bridges, for example, by emphasizing the strong links in Asian cultures among mind, 
body, and spirit (Hwang, 2006). Therapists may incorporate techniques that reflect East 
Asian philosophical or cultural traditions, such as mindfulness meditation, a widely prac-
ticed Buddhist form of meditation (Hall, Hong, Zane, & Meyer, 2011) (discussed in 
Chapter 4). They also need to draw upon culturally relevant resources in treatment, such 
as a strong religious faith tradition, strong extended families, and culturally specific pro-
grams in the community (Hays, 2011).

hISPANIC AmeRICANS Although Hispanic American subcultures differ in various 
respects, many share certain cultural values and beliefs, such as the importance placed 
on the family and kinship ties, as well as on respect and dignity (Calzada, Fernandez, & 
Cortes, 2010). Therapists need to recognize that the traditional Hispanic American value of 
interdependency within the family may conflict with the values of independence and self-
reliance that are stressed in the mainstream U.S. culture (De la Cancela & Guzman, 1991).

Therapists need to respect differences in values rather than attempt to impose the 
values of majority cultures. Therapists should also recognize that psychological disorders 
may manifest differently across ethnic groups. For example, the culture-bound syndrome of 
ataques de nervios (see Chapter 3) affects about 5% of Hispanic children, according to a recent 
study of children in the Bronx, New York, and San Juan, Puerto Rico (López et al., 2009).

Therapists should also be trained to reach beyond the confines of their offices to 
work within the Hispanic American community itself, in settings that have an impact on 
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the daily lives of Hispanic Americans, such as social clubs, bodegas (neighborhood grocer-
ies), and neighborhood beauty and barber shops.

NATIve AmeRICANS Traditionally underserved groups, including people of color, have 
the greatest unmet needs for mental health treatment services (Wang et al., 2005). A case 
in point are Native Americans, who remain underserved, partly as the result of the under-
funding of the Indian Health Service that was designated to serve this population (Gone & 
Trimble, 2012). Also contributing to the disparity in mental health services is the cultural 
gap between providers and Native American recipients (Duran et al., 2005). Mental health 
professionals can be successful in helping Native Americans if they work within a context 
that is relevant and sensitive to Native Americans’ customs, culture, and values (Gone & 
Trimble, 2012). For example, many Native Americans expect that the therapist will do 
most of the talking and they will play a passive role in treatment. These expectations are in 
keeping with the traditional healer role in Native American culture, but in conflict with the 
client-focused approach of many forms of conventional therapy. There may also be differ-
ences in gestures, eye contact, facial expression, and other modes of nonverbal expression 
that can impede effective communication between therapist and client (Renfrey, 1992).

Psychologists recognize the importance of bringing elements of tribal culture into 
mental health programs for Native Americans (Csordas, Storck, & Strauss, 2008). For 
example, therapists can use indigenous ceremonies that are part of the client’s cultural or 
religious traditions. Purification and cleansing rites have therapeutic value for many Native 
American peoples in the United States and elsewhere, as Santeria is among the African 
Cuban community, umbanda in the Brazilian community, and vodou in the Haitian com-
munity (Lefley, 1990). People who believe their problems are caused by failure to placate 
malevolent spirits or to perform mandatory rituals often seek out cleansing rites.

Respect for cultural differences is a key feature of culturally sensitive therapies. 
Training in multicultural therapy is becoming more widely integrated into training 
programs for therapists. Culturally sensitive therapies adopt a respectful attitude that 
encourages people to tell their own personal stories as well as the story of their culture 
(Coronado & Peake, 1992).

Barriers to use of mental health Services by ethnic minorities
A report by the U.S. Surgeon General concluded that members of racial and ethnic 
minority groups typically have less access to mental health care and receive lower-quality 
care than do other Americans (USDHHS, 2001). A major reason for this disparity is that 
a disproportionate number of minority group members remain uninsured or underin-
sured, leaving them unable to afford mental health care (Snowden, 2012). Consequently, 
members of ethnic minorities shoulder a greater burden of mental health problems that 
go undiagnosed and untreated (Neighbors et al., 2007).

Ethnic minorities are also more likely to seek help for psychological problems from 
other sources than psychologists or psychiatrists, in part to avoid the perceived stigma of 
mental illness from consulting a mental health provider (Kouyoumdjian, Zamboanga, & 
Hansen, 2003; Vega, Rodriguez, & Ang, 2010). They may turn first to the church or 
local emergency room or general hospital than mental health providers.

We can better understand low rates of use of outpatient mental health services by 
ethnic minorities by examining the barriers to receiving treatment, including the follow-
ing (based on Cheung, 1991, López et al., 2012, Sanders Thompson, Bazile, & Akbar, 
2004, Sue et al., 2012; Venner et al., 2012; and other sources):

1. Cultural mistrust. People from minority groups often fail to use mental health 
services because of a lack of trust. Mistrust may stem from a cultural or personal 
history of oppression and discrimination, or experiences in which service providers 
were unresponsive to their needs. When ethnic minority clients perceive majority 
therapists and the institutions in which they work to be cold or impersonal, they 
are less likely to place their trust in them.
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2. Mental health literacy. Latinos may not make use of mental health services because they 
lack knowledge of mental disorders and how to treat them. Increasing public knowl-
edge among Latinos about the features of schizophrenia and depression, for example, 
may lead to more referrals to mental health professionals for these kinds of problems.

3. Institutional barriers. Facilities may be inaccessible to minority group members 
because they are located at a considerable distance from their homes or because of 
lack of public transportation. Moreover, minority group members often feel that 
staff members make them feel stupid for not being familiar with clinic procedures, 
and their requests for assistance often become tangled in red tape.

4. Cultural barriers. Many recent immigrants, especially those from Southeast Asian 
countries, have had little, if any, previous contact with mental health professionals. 
They may hold different conceptions of mental health problems or view mental 
health problems as less severe than physical problems. In some ethnic minority sub-
cultures, the family is expected to take care of members who have psychological prob-
lems and may resist use of outside assistance. Other cultural barriers include cultural 
differences between typically lower socioeconomic strata minority group members 
and mostly White middle class staff members and the stigma and shame that is often 
associated with seeking mental health treatment in ethnic minority communities.

5. Language barriers. Differences in language make it difficult for minority group 
members to describe their problems or obtain needed services. Mental health fa-
cilities may lack the resources to hire mental health professionals who are fluent in 
the languages of minority residents in the communities they serve.

6. Economic and accessibility barriers. As mentioned earlier, financial burdens are 
often a major barrier to use of mental health services by ethnic minorities, many 
of whom live in economically distressed areas. Moreover, many minority group 
members live in rural or isolated areas where mental health services may be lack-
ing or inaccessible.

Greater use of mental health services will depend to a large extent on the ability of 
the mental health system to develop programs that take cultural factors into account and 
to build staffs comprising culturally sensitive providers, including minority staff members 
and professionals with competencies in the languages used by community residents (Le 
Meyer et al., 2009; Sue et al., 2012). Cultural mistrust of the mental health system among 
minority group members may be grounded in the perception that many mental health pro-
fessionals are racially biased in how they evaluate and treat members of minority groups.

Biomedical Therapies
There is a growing emphasis in American psychiatry on the use of biomedical therapies, 
especially psychotropic drugs (also called psychiatric drugs). Today, roughly one in five adult 
Americans takes psychotropic drugs, an increase of about 20% from 2001 to 2010 (Smith, 
2012). Biomedical therapies are generally administered by medical doctors, many of 
whom have specialized training in psychiatry or psychopharmacology. Many family phy-
sicians or general practitioners also prescribe psychotherapeutic drugs for their patients.

Biomedical approaches have had dramatic success in treating some forms of 
abnormal behavior, although they also have their limitations. For one, drugs may have 
unwelcome or dangerous side effects. Psychosurgery has been all but eliminated as a form 
of treatment because of serious harmful effects of earlier procedures.

Drug Therapy
Different classes of psychotropic or psychiatric drugs are used in treating many types of 
psychological disorders. But all the drugs in these classes act on neurotransmitter systems 
in the brain, affecting the delicate balance of chemicals that ferry nerve impulses from 
neuron to neuron. Psychiatric drugs do not cure mental or psychological disorders, but 
they can often help control the troubling symptoms or features of these disorders. The 

2.11 Identify the major 
categories of psychotropic or 
psychiatric drugs and examples of 
drugs in each type, and evaluate 
their strengths and weaknesses.



84  CHAPTER 2 Contemporary Perspectives on Abnormal Behavior and Methods of Treatment

major classes of psychiatric drugs are antianxiety drugs, antipsychotic drugs, and 
antidepressants, as well as lithium and other drugs used to treat mania and mood 
swings in people with bipolar disorder. The use of other psychotropic drugs, 
such as stimulants, will be discussed in later chapters.

ANTIANxIeTy DRuGS Antianxiety drugs (also called anxiolytics, from the 
Greek anxietas, meaning “anxiety,” and lysis, meaning “bringing to an end”) 
combat anxiety and reduce states of muscle tension. They include mild tranquil-
izers, such as those of the benzodiazepine class of drugs, for example, diazepam 
(Valium) and alprazolam (Xanax), as well as hypnotic sedatives, such as triazolam 
(Halcion). Xanax is currently the largest selling psychiatric drug in the United 
States (Henig, 2012).

Antianxiety drugs depress the level of activity in certain parts of the cen-
tral nervous system. In turn, the central nervous system decreases the level of 
sympathetic nervous system activity, reducing the respiration rate and heart rate 
and lessening states of anxiety and tension.

Side effects of using antianxiety drugs include fatigue, drowsiness, and 
impaired motor coordination that can impair the ability to function or to oper-
ate an automobile. There is also the potential for abuse. One of the most com-
monly prescribed minor tranquilizers, Valium, has become a major drug of 
abuse among people who become psychologically and physiologically dependent 

on it. When used on a short-term basis, antianxiety drugs can be safe and effective in 
treating anxiety and insomnia. Yet, drugs by themselves do not teach people new skills or 
more adaptive ways of handling their problems. Instead, people may simply learn to rely 
on chemical agents to cope with their problems. Rebound anxiety is another problem 
associated with regular use of tranquilizers. Many people who regularly use antianxiety 
drugs report that anxiety or insomnia returns in a more severe form once they discontinue 
the drugs.

ANTIPSyChoTIC DRuGS Antipsychotic drugs, also called neuroleptics, are commonly 
used to treat the more flagrant features of schizophrenia and other psychotic disorders, 
such as hallucinations, delusions, and states of confusion. Introduced during the 1950s, 
many of these drugs, including chlorpromazine (Thorazine), thioridazine (Mellaril), and 
fluphenazine (Prolixin), belong to the phenothiazine class of chemicals. Phenothiazines 
appear to control psychotic features by blocking the action of the neurotransmitter dopa-
mine at receptor sites in the brain. Although the underlying causes of schizophrenia 
remain unknown, researchers suspect an irregularity in the dopamine system in the brain 
may be involved (see Chapter 11). Clozapine (Clozaril), a neuroleptic of a different chem-
ical class than the phenothiazines, is effective in treating many people with schizophrenia 
whose symptoms were unresponsive to other neuroleptics. The use of clozapine must be 
carefully monitored, however, because of potentially dangerous side effects.

The use of neuroleptics has greatly reduced the need for more restrictive forms of 
treatment for severely disturbed patients, such as physical restraints and confinement in 
padded cells, and has lessened the need for long-term hospitalization.

Neuroleptics are not without their problems, including potential side effects such 
as muscular rigidity and tremors. Although these side effects are generally controllable 
by use of other drugs, long-term use of antipsychotic drugs (possibly excepting clozap-
ine) can produce a potentially irreversible and disabling motor disorder called tardive 
dyskinesia (see Chapter 11), which is characterized by uncontrollable eye blinking, facial 
grimaces, lip smacking, and other involuntary movements of the mouth, eyes, and limbs.

ANTIDePReSSANTS Four major classes of antidepressants are in use today: tricy-
clics (TCAs), monoamine oxidase (MAO) inhibitors, selective serotonin-reuptake inhibitors 
(SSRIs), and serotonin-norepinephrine reuptake inhibitors (SNRIs). Tricyclics and MAO 
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inhibitors increase the availability of the neurotransmitters norepinephrine and serotonin 
in the brain. Some commonly used tricyclics are imipramine (Tofranil), amitriptyline 
(Elavil), and doxepin (Sinequan). The MAO inhibitors include drugs such as phenelzine 
(Nardil). Tricyclics antidepressants are favored over MAO inhibitors because they cause 
fewer potentially serious side effects.

Selective serotonin-reuptake inhibitors have more specific effects on serotonin lev-
els in the brain. Drugs in this class include fluoxetine (Prozac) and sertraline (Zoloft). 
SSRIs increase the availability of serotonin in the brain by interfering with its reuptake 
(reabsorption) by transmitting neurons. Serotonin-norepinephrine reuptake inhibitors, such 
as venlafaxine (Effexor), work specifically on increasing levels of two neurotransmitters 
linked to mood states, serotonin and norepinephrine, by means of interfering with the 
reuptake of these chemicals by transmitting neurons.

Antidepressants have beneficial effects in treating a wide range of psychological 
disorders as well, including panic disorder, social phobia, obsessive–compulsive disorder 
(see Chapter 5), and bulimia, the type of eating disorder (see Chapter 9) described earlier 
in the case of Jessica. As research into the underlying causes of these disorders continues, 
we may find that irregularities of neurotransmitter functioning in the brain play a key role 
in their development. T / F

lIThIum AND ANTICoNvulSIve DRuGS Lithium carbonate, a salt of the metal 
 lithium in tablet form, helps treat manic symptoms and stabilize mood swings in  people 
with bipolar disorder (formerly manic depression) (discussed further in Chapter 7). 
However, people with bipolar disorder may have to continue using lithium indefinitely 
to control the disorder. Further, because of the potential toxicity associated with lith-
ium, the blood levels of people maintained on the drug must be carefully monitored. 
Anticonvulsive drugs (e.g., Depakote) used in the treatment of epilepsy also have anti-
manic and mood stabilizing effects and are sometimes used in people with bipolar disor-
der who cannot tolerate lithium (see Chapter 7).

Table 2.7 lists psychotropic drugs according to their drug class and category.

electroconvulsive Therapy
The use of electroconvulsive therapy (ECT) seems barbaric and remains controversial. 
An electric shock is sent through the patient’s brain, sufficient to induce convulsions of 
the type found in epilepsy patients. Although many people with major depression who 
have failed to respond to antidepressants show significant improvement following ECT 
(Ebmeier, Donaghey, & Steele, 2006; Faedda et al., 2009; UK ECT Review Group, 2003), 
electroconvulsive therapy is associated with memory loss for events occurring around the 
time of treatment and high relapse rates (see Chapter 7). ECT is generally considered a 
treatment of last resort after less intrusive methods have been tried and failed. T / F

Psychosurgery
Psychosurgery is even more controversial than ECT and is rarely practiced today. The 
most common form of psychosurgery, no longer performed today, was the prefrontal 
lobotomy. This procedure involved surgically severing nerve pathways linking the thala-
mus to the prefrontal lobes of the brain. The operation was based on the theory that 
extremely disturbed patients suffer from overexcitation of emotional impulses emanating 
from lower-brain centers, such as the thalamus and hypothalamus. It was believed that 
by severing the connections between the thalamus and the higher-brain centers in the 
frontal lobe of the cerebral cortex, the patient’s violent or aggressive tendencies could be 
controlled. The procedure was abandoned, because of lack of evidence of its effectiveness 
and because it often produced serious complications and even death. The advent in the 
1950s of psychiatric drugs that could be used to control violent or disruptive behavior all 
but eliminated the use of psychosurgery (Hirschfeld, 2011).

truth OR fiction

Antidepressants are used only to treat 
depression.

 FALSE Antidepressants have many 
psychiatric uses, including treatment of 
many anxiety disorders and bulimia.

2.12  Describe the use of 
electroconvulsive therapy and 
psychosurgery and evaluate 
their effectiveness.

truth OR fiction

Sending jolts of electricity into a person’s 
brain can often help relieve severe 
depression.

 TRUE Severely depressed people 
who have failed to respond to other less-
intrusive treatments often show rapid 
improvement from electroconvulsive 
therapy.
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table 2.7 

major Psychotropic Drugs

Generic Name Brand Name Clinical uses Possible Side effects or Complications

Antianxiety Drugs Diazepam Valium Anxiety, insomnia Drowsiness, fatigue, impaired 
coordination, nauseaChlordiazepoxide Librium

Lorazepam Ativan

Alprazolam Xanax

Antidepressant 
Drugs

 
Tricyclics (TCAs)

Imipramine Tofranil Depression, bulimia, panic 
disorder 

Changes in blood pressure, heart 
irregularities, dry mouth, confusion, 
skin rash

Amitriptyline Elavil

Doxepin Sinequan

monoamine oxidase Inhibitors (mAoIs)

Phenelzine Nardil Depression Dizziness, headache, sleep disturbance, 
agitation, anxiety, fatigue

Selective Serotonin-Reuptake Inhibitors (SSRIs)

Fluoxetine Prozac Depression, bulimia, 
panic disorder, obsessive–
compulsive disorder, 
posttraumatic stress disorder 
(Zoloft), social anxiety 
disorder (Paxil)

Nausea, diarrhea, anxiety, insomnia, 
sweating, dry mouth, dizziness, 
drowsiness

Sertraline Zoloft

Paroxetine Paxil

Citalopram Celexa

Escitalopram Lexapro

Serotonin-Norepinephrine Reuptake Inhibitors (SNRIs)

Duloxetine Cymbalta Depression, generalized 
anxiety disorder

Nausea, stomachache, loss of appetite, 
dry mouth, blurred vision, drowsiness, 
joint or muscle pain, weight gain

Venlafaxine Effexor Depression Nausea, constipation, dry mouth

Desvenlafaxine Pristiq Depression Drowsiness, insomnia, dizziness, anxiety

other Antidepressant Drugs

Bupropion Wellbutrin Depression, nicotine 
dependence

Dry mouth, insomnia, headaches, 
nausea, constipation, tremorsZyban

Antipsychotic 
Drugs

Phenothiazines

Chlorpromazine Thorazine Schizophrenia and other 
psychotic disorders

Movement disorders (e.g., tardive 
dyskinesia), drowsiness, restlessness, 
dry mouth, blurred vision, muscle 
rigidity

Thioridazine Mellaril

Trifluoperazine Stelazine

Fluphenazine Prolixin

Atypical Antipsychotics

Clozapine Clozaril Schizophrenia and other 
psychotic disorders

Potentially lethal blood disorder, 
seizures, fast heart rate, drowsiness, 
dizziness, nausea

Risperidone Risperdal Schizophrenia and other 
psychotic disorders

Feeling unable to sit still, constipation, 
dizziness, drowsiness, weight gain

Olanzapine Zyprexa Schizophrenia and other 
psychotic disorders

Low blood pressure, dizziness, 
drowsiness, heart palpitations, fatigue, 
constipation, weight gain

Aripiprazole Abilify Schizophrenia, mania, 
depression when used along 
with an antidepressant

Headache, nervousness, drowsiness, 
dizziness, heartburn, constipation, 
diarrhea, stomach pain, weight gain

(Continued)
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Today, more sophisticated psychosurgery techniques have been introduced. 
Guided by a better understanding of the brain circuitry involved in certain disorders, 
such as obsessive–compulsive disorder, modern surgical techniques target smaller parts of 
the brain and produce less damage than the prefrontal lobotomy. These techniques have 
been used in treating patients with severe forms of obsessive–compulsive disorder, bipolar 
disorder, and major depression who have failed to respond to other treatments (Carey, 
2009b; Shields et al., 2008; Steele et al., 2008). Yet the safety and effectiveness of these 
procedures remains to be demonstrated, so it is best to classify them as experimental treat-
ments (Anderson & Booker, 2006; Lipsman, Neimat, & Lozano, 2007).

evaluation of Biomedical Approaches
There is little doubt that biomedical treatments have helped many people with severe psycho-
logical problems. Many thousands of people with schizophrenia who were formerly hospi-
talized are able to function in the community because of antipsychotic drugs. Antidepressant 
drugs can help relieve depression in many cases and show therapeutic benefits in 
treating other disorders, such as panic disorder, obsessive–compulsive disorder, 
and eating disorders. ECT is helpful in relieving depression in many people 
who have been unresponsive to other treatments. However, psychiatric drugs 
and other biomedical treatments such as ECT are not a cure, nor a panacea. 
There are often troubling side effects of drug treatment and ECT and potential 
risks for physiological dependence, such as in the case of Valium. Moreover, 
psychotherapy may be as effective as drug therapy in treating anxiety disorders 
and depression (see Chapters 5 and 7).

Medical practitioners are sometimes too willing to look for a quick 
fix by using their prescription pads rather than conducting careful evalu-
ations and helping patients examine their lives or referring them for psy-
chological treatment (Boodman, 2012). We should not expect to solve all 
of the problems we face in life with a pill (Sroufe, 2012). Physicians often 
feel pressured, of course, by patients who seek a chemical solution to their 
life problems.

Researchers are also gathering evidence showing that a combination of 
psychological and drug treatments for problems such as depression, anxiety 
disorders, and substance abuse disorders may be more helpful in some cases than either 
treatment alone (e.g., Cuijpers et al., 2011; Lynch et al., 2011; Oestergaard & Møldrup, 
2011; Schneier et al., 2012 Sudak, 2011).

table 2.7 (continued)

other Antipsychotic Drugs

Haloperidol Haldol Schizophrenia and other 
psychotic disorders

Similar to phenothiazines

Antimanic Drugs Lithium carbonate Eskalith Manic episodes and mood 
stabilization in bipolar 
disorder

Tremors, thirst, diarrhea, drowsiness, 
weakness, lack of coordination

Divalproex sodium Depakote Manic episodes and mood 
stabilization in bipolar 
disorder

Nausea, vomiting, dizziness, abdominal 
cramps, sleeplessness

Stimulant Drugs Methylphenidate Ritalin, 
Concerta

Attention–deficit/
hyperactivity disorder 
(ADHD)

Nervousness, insomnia, nausea, 
dizziness, heart palpitations, headache; 
may temporarily retard growth

Amphetamine with 
dextroamphetamine

Adderall

Source: Adapted from J. S. Nevid (2013). Psychology: Concepts and applications, 4th ed., p. 629. Belmont, CA: Cengage Learning. Reprinted by 
permission.

2.13 evaluate biomedical 
treatment approaches.

electroconvulsive therapy (eCT). ECT is 
helpful in many cases of severe or prolonged 
depression that do not respond to other 
forms of treatment. Still, it remains a 
controversial form of treatment.
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The Biological Perspective
2.1 Identify the parts of the neuron and describe their 
 functions.
The nervous system is composed of neurons, nerve cells that com-
municate with one another through chemical messengers, called neu-
rotransmitters, which transmit nerve impulses across the tiny gaps, or 
synapses, between neurons.

The parts of the neuron include the cell body (or soma), which 
performs the cell’s metabolic functions; dendrites, or filaments that 
receive messages (nerve impulses) from neighboring neurons; axons, 
which are long cable-like structures that carry nerve impulses across 
the neuron; terminal buttons, or small branching structures at the 
tips of axons; and the myelin sheath, the insulating layer in some 
neurons that speeds transmission of nerve impulses.

2.2 Identify the major parts of the nervous system and 
 cerebral cortex and describe their functions.
The nervous system consists of two major parts, the central nervous 
system and the peripheral nervous system. The central nervous sys-
tem consists of the brain and spinal cord and is responsible for con-
trolling bodily functions and performing higher mental functions. 
The peripheral nervous system consists of two major divisions, the 
somatic nervous system, which transmits messages between the cen-
tral nervous system and the sense organs and muscles, and the auto-
nomic nervous system, which controls involuntary bodily processes. 
The autonomic nervous system has two branches or subdivisions, 
the sympathetic and the parasympathetic. These two branches have 
largely opposing effects, with the sympathetic nervous system mobi-
lizing the body’s resources needed for physical exertion or responding 
to stress, and the parasympathetic system, which replenishes bodily 
resources and takes control during times of relaxation.

The cerebral cortex consists of four parts or lobes: (1) the occipi-
tal lobe, which is involved in processing visual stimuli; (2) the tempo-
ral lobe, which is involved in processing sounds or auditory stimuli; 
(3), the parietal lobe, which is responsible for sensations of touch, 
temperature, and pain, and the (4) frontal lobes, which are respon-
sible for controlling muscle movement (motor cortex) and higher 
mental functions (prefrontal cortex).

2.3 Evaluate biological perspectives on abnormal behavior.
Biological factors such as disturbances in neurotransmitter function-
ing in the brain, heredity, and underlying brain abnormalities are 
implicated in the development of abnormal behavior. However, biol-
ogy is not destiny and genes do not dictate behavior outcomes. There 
is a complex interaction of nature and nurture, of environment and 
heredity, in the development of abnormal behavior. Genetics creates a 
predisposition or likelihood—not a certainty—that certain  behavior 

patterns or disorders will develop. Where genetic factors play a role, 
multiple genes, not any individual gene, are involved.

The Psychological Perspective
2.4 Describe the major psychological models of abnormal 
behavior, identify the major theorists, and evaluate these models.
Psychodynamic perspectives reflect the views of Freud and those who 
follow in this tradition, including Carl Jung, Alfred Adler, Karen 
Horney, Erik Erikson, and Margaret Mahler, who believed that abnor-
mal behavior stemmed from psychological causes based on underlying 
psychic forces within the personality. Learning theorists such as John 
B. Watson and B. F. Skinner posited that the principles of learning can 
be used to explain both abnormal and normal behavior. Humanistic 
theorists such as Carl Rogers and Abraham Maslow believed it is 
important to understand the obstacles that people encounter as they 
strive toward self-actualization and authenticity. Cognitive theorists 
such as Aaron Beck and Albert Ellis focus on the role of distorted and 
self-defeating thinking in explaining abnormal behavior.

The psychodynamic model led to the development of psycho-
dynamic models of treatment and focused attention on the impor-
tance of unconscious processes, but it has been criticized largely on 
the basis of the degree of importance placed on sexual and aggressive 
impulses and the difficulty subjecting some of the more abstract con-
cepts to scientific tests. Learning-based theories spawned the devel-
opment of behavior therapy and a broader conceptual model called 
social- cognitive theory, but have been criticized for not providing a 
fuller account of self-awareness and subjective experience and the 
importance of genetic factors. Humanistic models increased attention 
on the importance of conscious, subjective experience, but it has been 
criticized for the difficulty posed by studying private mental experi-
ences and self-actualization objectively. Cognitive models spawned 
cognitive approaches to therapy and the emergence of cognitive-
behavioral therapy, but has been criticized that it is too narrowly 
focused on emotional disorders and nagging questions about whether 
distorted thinking is a cause or an effect of depression.

The Sociocultural Perspective
2.5 Describe the sociocultural perspective and evaluate its 
importance in understanding abnormal behavior.
Sociocultural theorists broaden our outlook on abnormal behavior by 
taking into account sociocultural factors relating to the development 
of psychological disorders, including roles of social class, ethnicity, 
and exposure to poverty and racism. Sociocultural theorists focus 
much-needed attention on the role of social stressors in abnormal 
behavior. Research supports the link between social class and severe 
psychological disorders.

The Biopsychosocial Perspective
2.6 Describe and evaluate the biopsychosocial perspective on 
abnormal behavior and identify a major biopsychosocial model.
The biopsychosocial perspective seeks an understanding of abnormal 
behavior based on the interplay of biological, psychological, and socio-
cultural factors. A leading example is the diathesis–stress model, which 
holds that a person may have a predisposition, or diathesis, for a par-
ticular disorder, but whether the disorder actually develops depends 

summing up2
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on the interaction of the diathesis with stress-inducing life experi-
ences. Although the biopsychosocial model has emerged as a leading 
conceptual model, its complexity may also be its greatest weakness.

methods of Treatment
2.7 Identify the major types of helping professionals and 
describe their training backgrounds and professional roles.
Clinical psychologists complete graduate training in clinical psychol-
ogy, typically at the doctoral level. Psychiatrists are medical doctors 
who specialize in psychiatry. Clinical or psychiatric social workers are 
trained in graduate schools of social work or social welfare, generally 
at the master’s level.

2.8 Describe the goals and techniques of various forms of 
psychotherapy: psychodynamic therapy, behavior therapy, 
person-centered therapy, cognitive therapy, cognitive behav-
ior therapy, eclectic therapy, group therapy, family therapy, 
and couple therapy.

Psychodynamic therapy originated with psychoanalysis, the 
approach to treatment developed by Freud. Psychoanalysts use tech-
niques such as free association and dream analysis to help people gain 
insight into their unconscious conflicts and work through them in 
light of their adult personalities. Contemporary psychodynamic ther-
apy is typically briefer and more direct in its approach to exploring 
the patient’s defenses and transference relationships.

Behavior therapy applies the principles of learning to help peo-
ple make adaptive behavioral changes. Behavior therapy techniques 
include systematic desensitization, gradual exposure, modeling, oper-
ant conditioning approaches, and social skills training. Cognitive-
behavioral therapy integrates behavioral and cognitive approaches in 
treatment.

Humanistic therapy focuses on the client’s subjective, conscious 
experience in the here and now. Rogers’s person-centered therapy 
helps clients increase their awareness and acceptance of inner feel-
ings that had met with social condemnation and been disowned. The 
effective person-centered therapist possesses the qualities of uncondi-
tional positive regard, empathy, genuineness, and congruence.

Cognitive therapy focuses on modifying the maladaptive cog-
nitions believed to underlie emotional problems and self-defeating 
behavior. Ellis’s rational emotive behavior therapy focuses on disput-
ing irrational beliefs that cause emotional distress and substituting 
adaptive beliefs and behavior. Beck’s cognitive therapy focuses on 
helping clients identify, challenge, and replace distorted cognitions, 
such as tendencies to magnify negative events and minimize personal 
accomplishments. Cognitive-behavioral therapy is a broader form of 
behavior therapy that integrates cognitive and behavioral techniques 
in treatment.

There are two general forms of eclectic therapy, technical eclecti-
cism, a pragmatic approach that draws on techniques from different 
schools of therapy without necessarily subscribing to the theoretical 
positions represented by these schools, and integrative eclecticism, a 
model of therapy that attempts to synthesize and integrate diverse 
theoretical approaches.

Group therapy provides opportunities for mutual support and 
shared learning experiences within a group setting to help individu-
als overcome psychological difficulties and develop more adaptive 
behaviors. Family therapists work with conflicted families to help 

them resolve their differences. Family therapists focus on clarifying 
family communications, resolving role conflicts, guarding against 
 scapegoating of individual members, and helping members develop 
greater autonomy. Couple therapists focus on helping couples 
improve their communications and resolve their differences.

2.9 evaluate the effectiveness of psychotherapy and the role 
of nonspecific factors in therapy.
Evidence from meta-analyses of psychotherapy outcome studies 
that compare psychotherapy with control groups strongly supports 
the effectiveness of psychotherapy. The question remains, however, 
whether there are differences in the relative effectiveness of differ-
ent types of psychotherapy. Empirically supported therapies are those 
that have demonstrated significant benefits in comparison to control 
procedures in scientific studies.

Nonspecific factors, including empathy, support, attention 
from a therapist, and the development of a therapeutic alliance and 
a working alliance, are common factors shared among different types 
of therapy. Questions remain about the degree to which therapeutic 
gains are due to the specific treatments clients receive or to the non-
specific factors that different therapies share in common.

2.10 Describe the importance of multicultural factors in 
 psychotherapy and barriers to use of mental health services by 
ethnic minorities.
Therapists need to be sensitive to cultural differences and how they 
affect the therapeutic process. Some forms of therapy may vary in 
effectiveness when used with members of different cultural groups. 
Culturally competent therapists both understand and respect cultural 
differences that may impact the practice of psychotherapy. Factors 
that limit use of mental health services by ethnic minorities include 
cultural factors regarding preferences for other forms of help, cultural 
mistrust of the mental health system, cultural barriers, linguistic bar-
riers, and financial and accessibility barriers.

2.11 Identify the major categories of psychotropic or psychi-
atric drugs and examples of drugs in each type, and evaluate 
their strengths and weaknesses.
The three major classes of psychiatric drugs are antianxiety drugs, 
antidepressants, and antipsychotics. Antianxiety drugs, such as 
Valium, may relieve short-term anxiety but do not directly help 
people solve their problems or cope with stress. Antidepressants, 
such as Prozac and Zoloft, can help relieve depression, but are not a 
cure and also carry risks of side effects. Antianxiety and antidepres-
sant drugs may be no more effective than psychological approaches 
to treatment. Lithium and anticonvulsive drugs are helpful in 
many cases in stabilizing mood swings in people with bipolar dis-
order. Antipsychotic drugs help control flagrant psychotic symp-
toms, but regular use of these drugs is associated with the risk of 
serious side effects.

2.12 Describe the use of electroconvulsive therapy and 
 psychosurgery and evaluate their effectiveness.
ECT involves administration of a series of electric shocks to the brain 
that can lead to dramatic relief from severe depression, even in people 
who have failed to respond to other treatments. However, ECT is an 
invasive form of treatment, is associated with high relapse rates, and 
carries risk of memory loss, especially for events occurring around the 
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time of treatment. Psychosurgery has all but disappeared as a form of 
treatment because of adverse consequences.

2.13 evaluate biomedical treatment approaches.
Biomedical therapies in the form of drug therapy and ECT can 
help relieve troubling symptoms such as anxiety, depression, and 
mania, help stabilize mood swings in bipolar patients, and  control 

 hallucinations and delusions in schizophrenia patients, but they are 
not a cure. Moreover, psychotherapy may be as effective as drug 
therapy in treating many problems relating to anxiety and depres-
sion without the risk of drug side effects and possible physiological 
dependence. In some cases, a combination of psychological and drug 
therapy may be more effective than either treatment approach alone.

Based on your reading of this chapter, answer the following questions:

• Give an example or two of your own behavior, or the behavior 
of others, in which defense mechanisms may have played a role. 
Which particular defense mechanisms were at play?

• Give an example from your personal experiences in which your 
thinking reflected one or more of the cognitive distortions identi-
fied by Beck—selective abstraction, overgeneralization, magni-
fication, or absolutist thinking. What effects did these thought 
patterns have on your moods? On your level of motivation? How 
might you change your thinking about these experiences?

• Why is it necessary to consider multiple perspectives in explaining 
abnormal behavior?

• How do the different types of mental health professionals differ in 
their training backgrounds and the roles they perform?

• What type of therapy would you prefer if you were seeking treat-
ment for a psychological disorder? Why?

• Why is it important for therapists to take cultural factors into 
account when treating members of diverse groups? What cultural 
factors are important to consider?
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learning objectives
 3.1

Describe the key features of the DSM 
system of diagnostic classification.

 3.2
Describe the concept of culture-bound 

syndromes and identify some examples.

 3.3
Explain why the new edition of the 
DSM, the DSM-5, is controversial.

 3.4
Evaluate the DSM system, listing 

its strengths and weaknesses.

 3.5
Describe the standards of  

clinical assessment.

 3.6
Describe the major methods used in 

clinical assessment: the clinical interview, 
psychological tests, neuropsychological 

assessment, behavioral assessment, cognitive 
assessment, and physiological measurement.

 3.7
Describe objective and projective personality 

tests and evaluate their usefulness.

 3.8
Describe the role of sociocultural 

aspects of psychological assessment.

3
truth or fiction?

T  F   Some men in India have a psychological disorder in which they are troubled by 
anxiety over losing semen. (p. 98)

T  F  A psychological test can be highly reliable but also invalid. (p. 104)

T  F   Although it is not an exact science, the measurement of the bumps on an 
 individual’s head can be used to determine his or her personality traits. (p. 105)

T  F   One of the most widely used personality tests asks people to interpret what 
they see in a series of inkblots. (p. 113)

T  F   Despite advances in technology, physicians today must still perform surgery to 
study the workings of the brain. (p. 122)

T  F  Undergoing an MRI scan is like being stuffed into a large magnet. (p. 123)

T  F   Cocaine cravings in people addicted to cocaine have been linked to parts of 
the brain that are normally activated during pleasant emotions. (p. 124)

T  F   Advances in brain scanning allow physicians to diagnose schizophrenia with a 
MRI scan (p. 126)

“I” “Jerry Has a Panic Attack on the Interstate”
Interviewer: Can you tell me a bit about what it was that brought you to the clinic?

Jerry:  Well, … after the first of the year, I started getting these panic attacks. 
I didn’t know what the panic attack was.

Interviewer: Well, what was it that you experienced?
Jerry: Uhm, the heart beating, racing …

Interviewer: Your heart started to race on you.
Jerry:  And then uh, I couldn’t be in one place, maybe a movie, or a church … 

things would be closing in on me and I’d have to get up and leave.
Interviewer: The first time that it happened to you, can you remember that?

Jerry: Uhm, yeah I was …
Interviewer: Take me through that, what you experienced.

Jerry:  I was driving on an interstate and, oh I might’ve been on maybe 10 or 
15 minutes.

Interviewer: Uh huh.
Jerry: All of a sudden I got this fear. I started to … uh race.

Interviewer: So you noticed you were frightened?
Jerry: Yes.

Interviewer: Your heart was racing and you were perspiring. What else?
Jerry:  Perspiring and uh, I was afraid of driving anymore on that interstate for 

the fear that I would either pull into a car head on, so uhm, I just, I just 
couldn’t function. I just couldn’t drive.

Interviewer: What did you do?
Jerry:  I pulled, uh well at the nearest exit. I just got off … uh stopped and, I 

had never experienced anything like that before.
Interviewer: That was just a …

Jerry: Out of the clear blue …
Interviewer: Out of the clear blue? And what’d you think was going on?

Jerry: I had no idea.
Jerry: I thought maybe I was having a heart attack.

Interviewer: You just knew you were …
Interviewer: Okay.
Source: Excerpted from “Panic Disorder: The Case of Jerry,” found on the Videos in Abnormal 
Psychology CD-ROM that accompanies this textbook.
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Jerry begins to tell his story, guided by the interviewer. Psychologists and other mental 
health professionals use clinical interviews and a variety of other means to assess abnormal 
behavior, including psychological testing, behavioral assessment, and physiological moni-
toring. The clinical interview is an important way of assessing abnormal behavior and 
arriving at a diagnostic impression—in this case, panic disorder. The clinician matches 
the presenting problems and associated features with a set of diagnostic criteria in forming 
a diagnostic impression.

The diagnosis of psychological or mental disorders represents a way of classify-
ing patterns of abnormal behavior on the basis of their common features or symptoms. 
Abnormal behavior has been classified since ancient times. Hippocrates classified abnor-
mal behaviors according to his theory of humors (vital bodily fluids). Although his theory 
proved to be flawed, Hippocrates’s classification of some types of mental health prob-
lems generally corresponds to diagnostic categories clinicians use today (see Chapter 1). 
His description of melancholia, for example, is similar to current conceptions of depres-
sion. During the Middle Ages, some “authorities” classified abnormal behaviors into two 
groups, those that resulted from demonic possession and those due to natural causes.

The 19th-century German physician Emil Kraepelin was the first modern theo-
rist to develop a comprehensive model of classification on the basis of distinctive fea-
tures, or symptoms, associated with abnormal behavior patterns (see Chapter 1). The 
most commonly used classification system today is largely an outgrowth and extension 
of Kraepelin’s work: the Diagnostic and Statistical Manual of Mental Disorders (DSM), 
published by the American Psychiatric Association.

Why is it important to classify abnormal behavior? For one thing, classification 
is the core of science. Without labeling and organizing patterns of abnormal behavior, 
researchers could not communicate their findings to one another, and progress toward 
understanding these disorders would come to a halt. Moreover, important decisions are 
made on the basis of classification. Certain psychological disorders respond better to one 
therapy than to another or to one drug than to another. Classification also helps cli-
nicians predict behavior: schizophrenia, for example, follows a more or less predictable 
course. Finally, classification helps researchers identify populations with similar patterns 
of abnormal behavior. By classifying groups of people as depressed, for example, research-
ers might be able to identify common factors that help explain the origins of depression.

This chapter reviews the classification and assessment of abnormal behavior, 
beginning with the DSM.

How Are Abnormal Behavior Patterns 
 Classified?
The DSM was introduced in 1952. The latest version, published in 2013, is the DSM-5. 
The DSM is used widely in the United States; however, the most widely used diagnos-
tic manual worldwide is the International Statistical Classification of Diseases and Related 
Health Problems (ICD), now in a tenth revision (the ICD-10) (Clay, 2012). Published 
by the World Health Organization, it is a compendium of both mental and physical 
disorders. The ICD is presently undergoing a revision scheduled for 2015. The DSM is 
compatible with the ICD, so that DSM diagnoses can be coded in the ICD system as well.

The DSM has been widely adopted by mental health professionals, which is why 
we focus on it here. Yet, we recognize that many psychologists and other mental health 
professionals criticize the DSM on several grounds, such as relying too strongly on the 
medical model.

In the DSM, abnormal behavior patterns are classified as mental disorders. 
Mental disorders involve emotional distress (typically depression or anxiety), significantly 
impaired functioning (difficulty meeting responsibilities at work, in the family, or in soci-
ety at large), or behavior that places people at risk for personal suffering, pain, disability, 
or death (e.g., suicide attempts, repeated use of harmful drugs).
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Let us also note that a behavior pattern that represents an expected or culturally 
appropriate response to a stressful event, such as signs of bereavement or grief following 
the death of a loved one, is not considered disordered within the DSM, even if behav-
ior is significantly impaired. If a person’s behavior remains significantly impaired over 
an extended period of time, however, a diagnosis of a mental disorder might become 
appropriate.

The DSM and Models of Abnormal Behavior
The DSM system, like the medical model, treats abnormal behaviors as signs or symp-
toms of underlying disorders or pathologies. However, the DSM does not assume that 
abnormal behaviors necessarily stem from biological causes or defects. It recognizes that 
the causes of most mental disorders remain unclear: Some disorders may have purely bio-
logical causes, whereas others may have psychological causes. Still others, probably most, 
are best explained within a multifactorial model that takes into account the interaction of 
biological, psychological, social (socioeconomic, sociocultural, and ethnic), and physical 
environmental factors.

The developers of the DSM recognize that their use of the term mental disorder 
is problematic because it perpetuates a long-standing but dubious distinction between 
 mental and physical disorders (American Psychiatric Association, 2000). They point out 
that there is much that is physical in mental disorders and much that is mental in physi-
cal disorders. The manual continues, however, to use the term mental disorder because 
its developers have not been able to agree on an appropriate substitute. In this text, we 
use the term psychological disorder in place of mental disorder because we believe it is more 
appropriate to place the study of abnormal behavior squarely within a psychological 
context. Moreover, the term psychological has the advantage of encompassing behavioral  
patterns as well as strictly “mental” experiences, such as emotions, thoughts, beliefs, and 
attitudes.

The DSM classifies disorders people have, not the people themselves. Consequently 
clinicians don’t classify a person as a schizophrenic or a depressive. Rather, they refer to an 
individual with schizophrenia or a person with major depression. This difference in termi-
nology is not simply a matter of semantics. To label someone a schizophrenic carries an 
unfortunate and stigmatizing implication that a person’s identity is defined by the disor-
der the person has.

FeATures oF The DSM The DSM is descriptive, not explanatory. It describes the diag-
nostic features—or, in medical terms, symptoms—of abnormal behaviors; it does not 
attempt to explain their origins or adopt any particular theoretical framework, such as 
psychodynamic or learning theory. Using the DSM classification system, the clinician 
arrives at a diagnosis by matching a client’s behaviors with the specific criteria that define 
particular mental disorders. The DSM-5 is organized in 20 general categories of mental 
disorders, including anxiety disorders, schizophrenia spectrum and other psychotic disor-
ders, and personality disorders. Table 3.1 lists the 20 diagnostic categories or groupings of 
disorders in the DSM-5, along with examples of disorders in each category and where in the 
text they are discussed. The DSM-5 diagnostic table on the next page shows the diagnostic 
criteria for a particular type of anxiety disorder called generalized anxiety disorder.

The examining clinician determines whether a person’s symptoms or problem 
behaviors match the DSM’s criteria for a particular mental disorder, such as major 
depressive disorder or schizophrenia. A diagnosis is given only when the minimum 
number of symptoms or features is present to meet the diagnostic criteria for the 
particular diagnosis. The DSM is based on a categorical model of classification, which 
means that clinicians needs to make a categorical or yes–no type of judgment about 
whether the disorder is present in a given case. Categorical judgments are common-
place in modern medicine, such as in determining whether or not a a person has can-
cer. One limit ation of the categorical model is that it does not directly provide a means 

3.1 Describe the key 
features of the DSM system 
of diagnostic classification.
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table 3.1 

DSM-5 Categories of Mental Disorders

Diagnostic Categories (Where Discussed in Text) examples of Specific Disorders

Neurodevelopmental Disorders (Chapter 13) Autism spectrum disorder
Specific learning disorder
Communication disorders

Schizophrenia Spectrum and other Psychotic Disorders (Chapter 11) Schizophrenia
Schizophreniform disorder
Schizoaffective disorder
Delusional disorder
Schizotypal personality disorder (see Chapter 12)

Bipolar and related Disorders (Chapter 7) Bipolar disorder
Cyclothymic disorder

Depressive Disorders (Chapter 7) Major depressive disorder
Persistent depressive disorder (Dysthymia)
Premenstrual dysphoric disorder

Anxiety Disorders (Chapter 5) Panic disorder
Phobic disorders
Generalized anxiety disorder

obsessive-Compulsive and related Disorders (Chapter 5) Obsessive–compulsive disorder
Body dysmorphic disorder
Hoarding disorder
Trichotillomania (Hair-pulling disorder)

Trauma- and Stressor-related Disorders (Chapter 4) Adjustment disorder
Acute stress disorder
Posttraumatic stress disorder

Dissociative Disorders (Chapter 6) Dissociative amnesia
Depersonalization/derealization disorder
Dissociative identity disorder

Somatic Symptom and related Disorders (Chapter 6) Somatic symptom disorder
Illness anxiety disorder
Factitious disorder

Feeding and eating Disorders (Chapter 9) Anorexia nervosa
Bulimia nervosa
Binge-eating disorder

elimination Disorders (Chapter 13) Enuresis (bed wetting)
Encopresis (soiling)

Sleep-Wake Disorders (Chapter 9) Insomnia disorder
Hypersomnolence disorder
Narcolepsy
Breathing-related sleep disorders
Circadian rhythm sleep-wake disorders
Nightmare disorder

Sexual Dysfunctions (Chapter 10) Male hypoactive sexual desire disorder
Erectile disorder
Female sexual interest/arousal disorder
Female orgasmic disorder
Delayed ejaculation
Premature (early) ejaculation

Gender Dysphoria (Chapter 10) Gender dysphoria

Disruptive, Impulse-Control, and Conduct Disorders (Chapters 12 and 13) Conduct disorder
Oppositional defiant disorder
Intermittent explosive disorder
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criteria for

Generalized Anxiety Disorder

A. Excessive anxiety and worry (apprehensive expectation), occurring more days than not for at least 6 months, about a number of events or 
 activities (such as work or school performance).

B. The individual finds it difficult to control the worry.

C. The anxiety and worry are associated with three (or more) of the following six symp toms (with at least some symptoms having been present for 
more days than not for the past 6 months):

Note: Only one item is required in children.

 1. Restlessness or feeling keyed up or on edge.

 2. Being easily fatigued.

 3. Difficulty concentrating or mind going blank.

 4. Irritability.

 5. Muscle tension.

 6. Sleep disturbance (difficulty falling or staying asleep, or restless, unsatisfying sleep).

D. The anxiety, worry, or physical symptoms cause clinically significant distress or impair ment in social, occupational, or other important areas of 
functioning.

E. The disturbance is not attributable to the physiological effects of a substance (e.g., a drug of abuse, a medication) or another medical 
 condition (e.g., hyperthyroidism).

F. The disturbance is not better explained by another mental disorder (e.g., anxiety or worry about having panic attacks in panic disorder,  negative 
evaluation in social anxi ety disorder [social phobia], contamination or other obsessions in obsessive-compul sive disorder, separation from 
attachment figures in separation anxiety disorder, reminders of traumatic events in posttraumatic stress disorder, gaining weight in an orexia 
nervosa, physical complaints in somatic symptom disorder, perceived appear ance flaws in body dysmorphic disorder, having a serious illness in 
illness anxiety disorder, or the content of delusional beliefs in schizophrenia or delusional disorder).

Source: Reprinted with permission from the Diagnostic and Statistical Manual of Mental Disorders, Fifth edition, (Copyright 2013). American Psychiatric Association.

DSM-5

table 3.1 (continued)

Substance related and Addictive Disorders (Chapter 8) Alcohol use disorder
Stimulant use disorder
Gambling disorder

Neurocognitive Disorders (Chapter 14) Delirium
Mild neurocognitive disorder
Major neurocognitive disorder

Personality Disorders (Chapter 12) Paranoid personality disorder
Schizoid personality disorder
Histrionic personality disorder
Antisocial personality disorder
Borderline personality disorder
Dependent personality disorder
Avoidant personality disorder
Obsessive–compulsive personality  
disorder

Paraphilic Disorders (Chapter 10) Exhibitionistic disorder
Fetishistic disorder
Transvestic disorder
Voyeuristic disorder
Pedophilic disorder
Sexual masochism disorder
Sexual sadism disorder

other Mental Disorders  Other specified mental disorder 

Source: Based on American Psychiatric Association (2013).
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of  evaluating the severity of a disorder. Two people might have 
the same number of  symptoms of a given disorder to warrant a 
diagnosis but differ markedly in the severity of the disorder.

A major difference between the DSM-5 and the previ-
ous version, the DSM-IV, is that the new version dispenses with 
the multiaxial framework of the previous version. The DSM-IV 
included five axes or dimensions, enabling a clinician to arrive at a 
more comprehensive evaluation of the person’s psychological func-
tioning than merely a diagnosis. These five axes, which constituted 
a multiaxial system of assessment, comprised an inventory of men-
tal disorders (coded on Axis I and Axis II), as well as symptoms 
indicating presence of medical conditions and diseases (Axis III) 
and of psychosocial and environmental problems or sources of 
stress affecting the patient’s psychological functioning (Axis IV), 
and a rating scale used to judge the person’s overall level of func-
tioning (Axis V). However, because the multiaxial system proved 
too cumbersome to use, the developers of the DSM-5 replaced it 
with a simpler system that clinicians can use to render diagnostic 
judgments as well as identify stressful factors affecting the person’s 
psychological functioning and disability factors that should be taken into account to pro-
vide the most appropriate level of care.

Another major change in the DSM-5 was the adoption of a dimensional compo-
nent in assessment and diagnosis. To put this change in context, recall that the DSM is 
built on a categorical model of assessment, which means that a diagnosis is given only 
when a person shows a minimum number of symptoms or features needed to meet the 
diagnostic criteria for the particular disorder. As noted, making a diagnosis of a mental 
disorder involves a yes–no type of categorical judgment—that is, determining whether 
a particular person meets or does not meet criteria for a specific disorder. A categorical 
model is often used in classification, such as in the case of making a categorical judgment 
that a woman is either pregnant or not pregnant.

The DSM-5 did not abandon the categorical model, but expanded it to include 
a dimensional component for many disorders (Frances & Widiger, 2012; Shedler et 
al., 2010). This dimensional component gives the evaluator the opportunity to identify 
“shades of gray.” For many disorders, the evaluator is charged not only with determin-
ing whether a disorder is present but also with rating the severity of the symptoms of a 
disorder along a scale ranging from “mild” to “very severe.”

CulTure-BouND SyNDroMeS Some patterns of abnormal behavior, called culture-
bound syndromes, occur in some cultures but are rare or unknown in others.

Culture-bound syndromes may reflect exaggerated forms of common folk super-
stitions and belief patterns within a particular culture. For example, the psychiatric dis-
order taijin-kyofu-sho (TKS) is common among young men in Japan but rare elsewhere. 
The disorder is characterized by excessive fear of embarrassing or offending other people 
(Kinoshita et al., 2008). The syndrome is associated with the value placed in traditional 
Japanese culture on not causing others to feel embarrassed or ashamed. People with TKS 
may dread blushing in front of others, not because they are afraid of embarrassing them-
selves, but for fear of embarrassing others. People with TKS may also fear mumbling their 
thoughts aloud, lest they inadvertently offend others.

Culture-bound syndromes in the United States include anorexia nervosa  (discussed 
in Chapter 9) and dissociative identity disorder (formerly called multiple  personality 
 disorder; discussed in Chapter 6). These abnormal behavior patterns are essentially 
unknown in less-developed cultures. Table 3.2 lists some other culture-bound  syndromes 
identified in the DSM.

Determining level of care The assessment 
of a person’s functioning takes into 
account the individual’s ability to manage 
the responsibilities of daily living. Here, 
we see a group home for people with 
mental retardation; the residents assume 
responsibility for household functions.

3.2 Describe the concept of 
culture-bound syndromes and 
identify some examples.
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evAluATING The DSM SySTeM To be useful, a diagnostic system must demonstrate 
reliability and validity. The DSM may be considered reliable, or consistent, if different 
evaluators using the system are likely to arrive at the same diagnoses when they evaluate 
the same people. The system may be considered valid if diagnostic judgments correspond 
with observed behavior. For example, people diagnosed with social phobia should show 
abnormal levels of anxiety in social situations. Another form of validity is predictive valid-
ity, or ability to predict the course the disorder is likely to follow or its response to treat-
ment. For example, people diagnosed with bipolar disorder typically respond to the drug 
lithium (see Chapter 7). Likewise, persons diagnosed with specific phobias (such as fear 
of heights) tend to be highly responsive to behavioral techniques for reducing fears (see 
Chapter 5). T / F

truth OR fiction

Some men in India have a psychological 
disorder in which they are troubled by 
anxiety over losing semen.

 TRUE Dhat syndrome is a culture-
bound syndrome found in India in which 
men develop intense fears over loss of 
semen.

table 3.2 

examples of Culture-Bound Syndromes from other Cultures

Culture-Bound Syndrome Description

Amok A disorder principally occurring in men in southeastern Asian and Pacific Island cultures, as well as in 
traditional Puerto Rican and Navajo cultures in the West, it describes a type of dissociative episode 
(a sudden change in consciousness or self-identity) in which an otherwise normal person suddenly 
goes berserk and strikes out at others, sometimes killing them. During these episodes, the person 
may have a sense of acting automatically or robotically. Violence may be directed at people or 
objects and is often accompanied by perceptions of persecution. A return to the person’s usual state 
of functioning follows the episode. In the West, people use the expression “running amuck” to refer 
to an episode of losing oneself and running around in a violent frenzy. The word amuck is derived 
from the Malaysian word amoq, meaning “engaging furiously in battle.” The word passed into the 
English language during colonial times when British rulers in Malaysia observed this behavior among 
the native people.

Ataque de nervios 
(“attack of nerves”)

A way of describing states of emotional distress among Latin American and Latin Mediterranean 
groups, it most commonly involves features such as shouting uncontrollably, fits of crying, trembling, 
feelings of warmth or heat rising from the chest to the head, and aggressive verbal or physical 
behavior. These episodes are usually precipitated by a stressful event affecting the family (e.g., 
receiving news of the death of a family member) and are accompanied by feelings of being out of 
control. After the attack, the person returns quickly to his or her usual level of functioning, although 
there may be amnesia for events that occurred during the episode.

Dhat syndrome A disorder (described further in Chapter 6) affecting males, found principally in India, that involves 
intense fear or anxiety over the loss of semen through nocturnal emissions, ejaculations, or excretion 
with urine (in fact, semen doesn’t mix with urine). In Indian culture, there is a popular belief that loss of 
semen depletes a man of his vital natural energy. T / F

Falling out or blacking 
out

Occurring principally among southern U.S. and Caribbean groups, the disorder involves an episode 
of sudden collapsing or fainting. The attack may occur without warning or be preceded by dizziness 
or feelings of “swimming” in the head. Although the eyes remain open, the individual reports an 
inability to see. The person can hear what others are saying and understand what is occurring but feels 
powerless to move.

Ghost sickness A disorder occurring among American Indian groups, it involves a preoccupation with death and with 
the “spirits” of the deceased. Symptoms include bad dreams, feelings of weakness, loss of appetite, 
fear, anxiety, and a sense of foreboding. Hallucinations, loss of consciousness, and states of confusion 
may also be present, among other symptoms.

Koro Found primarily in China and some other south and east Asian countries, the syndrome (discussed 
further in Chapter 6) refers to an episode of acute anxiety involving the fear that one’s genitals (the 
penis in men and the vulva and nipples in women) are shrinking and retracting into the body and that 
death may result.

Zar A term used in a number of countries in North Africa and the Middle East to describe the experience 
of spirit possession. Possession by spirits is often used in these cultures to explain dissociative 
episodes (sudden changes in consciousness or identity) that may be characterized by periods of 
shouting, banging the head against a wall, laughing, singing, or crying. Affected people may seem 
apathetic or withdrawn or refuse to eat or carry out their usual responsibilities.

Source: Adapted from the DSM-5 (American Psychiatric Association, 2013); Dzokoto & Adams (2005); and other sources.
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Overall, evidence supports the reliability and validity of many DSM categories, 
including many anxiety disorders and mood disorders, as well as alcohol and 
drug use disorders (e.g., B. F. Grant et al., 2006; Hasin, Hatzenbuehler, 
Keyes, & Ogburn., 2006). Yet, questions about validity persist for some 
diagnostic categories (e.g., Smith et al., 2011; Widiger & Simonsen, 
2005). Many observers also believe the DSM needs to become more 
sensitive to the importance of cultural and ethnic factors in diagnostic 
assessment (e.g., Alarcón et al., 2009). We should understand that 
the symptoms or problem behaviors included as diagnostic criteria 
in the DSM were determined by a consensus of mostly U.S.-trained 
psychiatrists, psychologists, and social workers. Had the American 
Psychiatric Association asked Asian-trained or Latin American–trained 
professionals to develop their diagnostic manual, for example, there 
might have been some different diagnostic criteria or even different diag-
nostic categories.

In fairness to the DSM, however, the more recent editions place 
greater emphasis than earlier editions on weighing cultural factors when 
assessing abnormal behavior. The DSM system recognizes that clinicians 
who are unfamiliar with an individual’s cultural background may incor-
rectly classify that individual’s behavior as abnormal when in fact it falls 
within the normal spectrum in that individual’s culture. The DSM also 
recognizes that abnormal behaviors may take different forms in different cultures and 
that some abnormal behavior patterns are culture-specific (see Table 3.2). Although every 
edition of the DSM has had its critics, the DSM-5, as we see next, has sparked a firestorm 
of criticism.

ChANGeS IN The DSM-5 The DSM system has been periodically revised ever since it 
was introduced in 1952. The latest revision, the DSM-5, was years in the making and was 
published in 2013. It represents a major overhaul of the manual. The committees charged 
with revising the manual comprised experts in their fields. They closely examined the previ-
ous edition, the DSM-IV, taking a careful look at what parts of the diagnostic system were 
working well and what parts needed to be revised to improve the manual’s clinical utility 
(how it is used in practice) and to address concerns raised by clinicians and researchers.

Some new disorders have sprung into being with the introduction of the DSM-5 
(see Table 3.3). Some existing disorders were reclassified or consolidated with other dis-
orders under new diagnostic labels. For example, Asperger’s disorder and autistic disorder 
were reclassified under a general category of autism spectrum disorder (discussed in Chapter 
13). Trichotillomania (hair-pulling disorder) was moved from a category of impulse con-
trol disorders to a new category of Obsessive Compulsive and Related Disorders (discussed in 

Cultural underpinnings of abnormal 
behavior patterns. Culture-bound 
syndromes often represent exaggerated 
forms of cultural beliefs and values. Taijin-
kyofu-sho is a syndrome characterized by 
excessive fear that one may embarrass or 
offend other people. The syndrome primarily 
affects young Japanese men and appears 
to be connected with the emphasis in 
Japanese culture on politeness and avoiding 
embarrassing other people.

table 3.3 

examples of New Disorders in the DSM-5

Disorder Major Feature Diagnostic Classification Where Discussed in Text

hoarding Disorder Compulsive need to 
accumulate things, such as 
books, clothing, household 
items, and even junk mail

Obsessive-Compulsive and 
Related Disorders 

Chapter 5

Disruptive Mood 
Dysregulation Disorder

Frequent, excessive temper 
tantrums in children

Depressive Disorders Chapter 13

Mild and Major 
Neurocognitive Disorders

Significant declines in mental 
functioning involving thinking, 
memory, and attention

Neurocognitive Disorders Chapter 14

3.3 Explain why the new 
edition of the DSM, the 
DSM-5, is controversial.
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Chapter 5). Pathological (compulsive) gambling was moved from the impulse control dis-
order category to a new category called Substance Use and Addictive Behaviors (discussed in 
Chapter 8). Posttraumatic stress disorder (PTSD) was moved from the category of anxiety 
disorders to a new category, Trauma- and Stressor-Related Disorders (discussed in Chapter 4).

Despite many years of debate, editing, and review, the final version of the DSM-5 
remains steeped in controversy. Controversy has been a constant companion of the DSM 
system, in part because of difficulties involved in forging a consensus. Trying to weave 
together a consensus by committee reminds many of the old adage that a camel is a horse 
designed by committee. 

Here are some of points of controversy about the DSM-5:

•	 Expansion of diagnosable disorders. One of the most common criticisms con-
cerns the proliferation of new mental disorders—a problem dubbed diagnostic 
inflation (Frances & Widiger, 2012). Two disorders, premenstrual dysphoric mood 
disorder and binge-eating disorder (discussed in Chapters 7 and 9, respectively), 
that had previously been placed in an appendix of the DSM containing proposed 
diagnoses in need of further study, were moved up in the ranks to become offi-
cially recognized mental disorders in the DSM-5. Other disorders are new to the 
diagnostic manual, including mild neurocognitive disorder (see Chapter 14). The 
result of diagnostic inflation may be to greatly expand the numbers of people 
labeled as suffering from a mental disorder or mental illness.

•	 Changes in classification of mental disorders. Another frequent criticism is that 
the DSM-5 changes the ways in which many disorders are classified. As noted, a 
number of diagnoses were reclassified or folded into broader categories, including 
Asperger’s disorder. Many families of children who had an Asperger’s diagnosis are 
concerned that their children’s needs may not be met as effectively if Asperger’s is 
no longer held to be a distinct diagnosis. Mental health professionals accustomed 
to using the earlier diagnostic categories have questioned whether changes in clas-
sification are justified and whether they will lead to more diagnostic confusion 
(e.g., Tanguay, 2011). The debate over classification will likely continue until the 
next edition of the DSM manual is developed.

•	 Changes in diagnostic criteria for particular disorders. Another criticism is 
that changes in the clinical definitions or diagnostic criteria for various disor-
ders in the DSM-5 may change the numbers of cases in which these diagnoses 
are applied. Critics contend that many of the changes in the diagnostic crite-
ria have not been sufficiently validated. Particular concerns have been raised 
about the substantial changes made in the set of symptoms or features used to 
diagnose autism spectrum disorder, which may have profound effects on the 
numbers of children identified as suffering from autism and related disorders 
(Carey, 2012).

•	 Process of development. Other criticisms of the DSM-5 include the contention 
that the process of development was shrouded in secrecy, that it failed to incor-
porate input from many leading researchers and scholars in the field, and that 
changes to the diagnostic manual were not clearly documented on the basis of an 
adequate body of empirical research.

One significant change in the DSM-5 that has been generally well received is a 
greater emphasis on dimensional assessment across most categories of disorders. By con-
ceptualizing disorders more broadly as representing dimensions of dysfunctional behavior 
rather than simply as “present or absent” diagnostic categories allows clinicians to make 
judgments about the relative severity of disorders, such as by indicating the frequency of 
symptoms or the level of suicide risk or anxiety. Still, many psychologists believe that the 
developers of the DSM-5 did not go far enough in shifting from a categorical model of 
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assessment to a dimensional model (as discussed further in Chapter 12 with respect to the 
dimensional model of personality disorders).

In summing up, let’s reference the comments of a leading psychologist, Marsha 
Linehan, who remarked that the approval of the DSM-5 ended years of editing but began 
years of debate ("Critic Calls,” 2012). Ironically, the chairperson of the DSM-IV task 
force, psychiatrist Allen Frances, is now one of the leading critics of the DSM-5. Frances 
called the approval of the DSM-5 a “sad day for psychiatry” (cited in “Critic Calls,” 
2012). In a scathing criticism, Frances argued that the introduction of new disorders and 
changes in the definition of existing disorders may medicalize behavioral problems like 
repeated temper tantrums in children (now classified as a new type of mental disorder 
called disruptive mood dysregulation disorder) and expectable life challenges, such as mild 
cognitive changes or everyday forgetting in older adults (now classified as a new disorder 
called mild neurocognitive disorder).

Why are these changes and controversies important to anyone other than psychol-
ogists and psychiatrists? The answer is that the diagnostic manual affects how clinicians 
identify, conceptualize, classify, and ultimately treat mental or psychological disorders. 
Changes in diagnostic practices can have far-reaching consequences. For example, Allen 
Frances argues that bringing behavior problems like recurrent temper tantrums under the 
umbrella of mental disorders will further increase the “excessive and inappropriate use of 
[psychiatric] medication in young children” (cited in “Critic Calls,” 2012). Under the 
best of circumstances, however, changes in diagnostic practices lead to improved patient 
care. Time will tell how successful the DSM-5 will be and whether it will continue to be 
the most widely used diagnostic system in the United States or be replaced by yet another 
revision or perhaps with an alternative system, such as the ICD.

All in all, the DSM-5 remains a work in progress, a document that will continue to 
be argued about and subjected to continuing scrutiny for the foreseeable future.

ADvANTAGeS AND DISADvANTAGeS oF The DSM SySTeM The major advantage 
of the DSM may be its designation of specific diagnostic criteria. The DSM permits the 
clinician to readily match a client’s complaints and associated features with specific stan-
dards to see which diagnosis best fits the symptoms. For example, auditory hallucina-
tions (“hearing voices”) and delusions (fixed, but false, beliefs, such as thinking that other 
people are devils) are characteristic symptoms of schizophrenia.

Criticisms are also leveled against the DSM system. Critics challenge the utility 
of particular symptoms or features associated with a particular syndrome or of specified 
diagnostic criteria, such as the requirement that major depression be present for two 
weeks before a diagnosis is reached. Others challenge the reliance on the medical model. 
In the DSM system, problem behaviors are viewed as symptoms of underlying mental 
disorders in much the same way that physical symptoms are seen as signs of underly-
ing physical disorders. The very use of the term diagnosis presumes the medical model 
is an appropriate basis for classifying abnormal behaviors. But some clinicians feel that 
behavior, abnormal or otherwise, is too complex and meaningful to be treated as merely 
symptomatic. They assert that the medical model focuses too much on what may happen 
within the individual and not enough on external influences on behavior, such as social 
factors (socioeconomic, sociocultural, and ethnic) and physical environmental factors.

Another concern is that the medical model focuses on categorizing psychological 
(or mental) disorders rather than on describing a person’s behavioral strengths and weak-
nesses. Similarly, many investigators question whether the diagnostic model should retain 
its categorical structure (a disorder is either present or not). Perhaps, they argue, it should 
be replaced with a full dimensional approach in which abnormal behavior patterns such 
as anxiety, depression, and personality disorders represent extreme variations along a spec-
trum of emotional states and psychological traits found in the general population (e.g., 
Akiskal & Benazzi, 2006; First, 2006). Some experts favor a mixed model similar to the 
DSM-5 approach that includes elements of both categorical and dimensional classifica-
tion (e.g., Drabick, 2009; Kamphuis & Noordhof, 2009; Maser et al., 2009).

3.4 evaluate the DSM 
system in terms of its 
strengths and weaknesses.
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To behaviorally oriented psychologists, the understanding of behavior, abnormal 
or otherwise, is best approached by examining the interaction between the person and 
the environment. The DSM aims to determine what “disorders” people “have”—not 
how well they can function in particular situations. The behavioral model, alternatively, 
focuses more on behaviors than on underlying processes—more on what people do than 
on what they “are” or “have.” Behaviorists and behavior therapists also use the DSM, of 
course, in part because mental health centers and health insurance carriers require the use 
of a diagnostic code and in part because they want to communicate in a common lan-
guage with other practitioners. Many behavior therapists view the DSM diagnostic code 
as a convenient means of labeling patterns of abnormal behavior, a shorthand for a more 
extensive behavioral analysis of the problem.

Critics also complain that the DSM system might stigmatize people by labeling 
them with psychiatric diagnoses. Our society is strongly biased against people who are 
labeled as mentally ill. They are often shunned by others, even family members, and sub-
jected to discrimination—or sanism (Perlin, 2002-2003), the counterpart to other forms 
of prejudice, such as racism, sexism, and ageism—in housing and employment.

The DSM system, despite its critics, has become part and parcel of the everyday 
practice of most U.S. mental health professionals. It may be the one reference manual 
found on the bookshelves of nearly all professionals and dog-eared from repeated use. In 
the @Issue feature in this chapter, a prominent investigator in the field, Thomas Widiger, 
shares his views on the DSM, or what he refers to as the “bible of psychiatry”. Dr. Widiger 
also discusses the dimensional approach to assessing personality disorders such as antiso-
cial personality disorder. (See Chapter 12 for a description of the features of antisocial 
personality disorder and other personality disorders.)

Now let’s consider various ways of assessing abnormal behavior. We begin by con-
sidering the basic requirements for methods of assessment—that they be reliable and valid.

Standards of Assessment
Clinicians make important decisions on the basis of classification and assessment. For 
example, their recommendations for specific treatment techniques vary according to their 
assessment of the behaviors clients exhibit. Therefore, methods of assessment, like diag-
nostic categories, must be reliable and valid.

reliability
The reliability of a method of assessment, like that of a diagnostic system, refers to its con-
sistency. A gauge of height, for example, would be unreliable if it showed a person to be 
taller or shorter at every measurement. Also, different people should be able to check the 
yardstick and agree on the measured height of the subject. A yardstick that shrinks and 
expands with the slightest change in temperature will be unreliable. So will be one that is 
difficult to read. A reliable measure of abnormal behavior must yield the same results on 
different occasions.

An assessment technique has internal consistency if the different parts of the test 
yield consistent results. For example, if responses to the different items on a depression 
scale are not highly correlated, the items may not be measuring the same characteristic 
or trait—in this case, depression. On the other hand, some tests are designed to mea-
sure a set of different traits or characteristics. For example, the widely used personality 
test, the Minnesota Multiphasic Personality Inventory (MMPI) (now in a revised edi-
tion, called the MMPI-2), contains subscales measuring various traits related to abnor-
mal behavior.

An assessment method has test–retest reliability if it yields similar results on sepa-
rate occasions. We would not trust a bathroom scale that yielded different results each 
time we weighed ourselves—unless we had stuffed or starved ourselves between weigh-
ings. The same principle applies to methods of psychological assessment. 

3.5 Describe the standards 
of clinical assessment.
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(continued)

Thinking CRiTiCally about abnormal psychology

@Issue: The DSM—The Bible of Psychiatry—Thomas Widiger

I f you are a clinical psychologist, there are probably many 
reasons to dislike the American Psychiatric Association’s 
Diagnostic and Statistical Manual of Mental Disorders. First, 

it is under the control of a profession with which clinical psychol-
ogists are in professional and economic competition. Second, 
it can be perceived as being used by, or perhaps is in fact used 
by, insurance companies as a means of limiting coverage of 
clinical practice. For example, a managed care company might 
limit the number of sessions they will cover depending on the 
patient’s diagnosis. (They might not even cover the treatment 
of some disorders.) I am not too sure that these are necessarily 
valid reasons for disliking the DSM, but I do believe they con-
tribute to some of the criticism that it receives. But, third, and 
most fundamentally important, it doesn’t really work that well. A 
diagnosis of a disorder should lead to the identification of that 
specific disorder that has a specific pathology that accounts for 
it and a specific therapy that can be used to cure the patient of 
that pathology. That hasn’t been the case for mental disorders 
diagnosed by the DSM system, not yet at least.

Despite its shortcomings, the DSM is a necessary document. 
Clinicians and researchers need a common language with which 
to communicate with each other about patterns of psychopa-
thology, and that is the primary function of the DSM. Before the 
DSM’s first edition, the clinical practice was awash with a confus-
ing plethora of different names for the same thing and the same 
name for quite different things. It was, simply put, chaotic.

Many helping professionals are critical of the DSM for placing 
labels on persons. We work with our clients. We don’t want 
to categorize or label them; however, labeling is a necessity. 
Persons who object to labeling must also use terms (e.g., cat-
egories) that describe the problems that clients present. It is 
not that labeling per se is the problem. It is perhaps in part the 
negative connotations of receiving a psychiatric diagnosis and 
the stereotyping of patients diagnosed with various disorders. 
Each of these concerns will be briefly discussed in turn.

Regrettably, many persons feel shame or embarrassment upon 
receiving a psychiatric diagnosis or undergoing psychological 
or psychiatric treatment. In part, the embarrassment or shame 
reflects the myth that only a small minority of the population 
experiences psychological problems that warrant a diagnosis of 
a mental disorder. It’s never been clear to me why we believe 
that we have not suffered, do not suffer, or will not suffer from a 
mental disorder. All of us have suffered, do suffer, and will suffer 
from quite a few physical disorders. Why should it be so differ-
ent for mental disorders? It’s not as if any of us are born with 
perfect genes, or are raised by perfect parents, or go through 
life untouched by stress, trauma, or psychological problems.

The difficulty with stereotyping is also problematic. People receiv-
ing psychiatric diagnoses are lumped into diagnostic categories 
that seem to treat all members of a particular diagnostic grouping 
as having the same characteristics. The diagnostic system fails 
to take individual profiles of psychopathology into account with 
respect to identifying the distinctive patterns of symptoms and 
presenting problems that particular individuals present.

Most (if not all) mental disorders appear to result from a com-
plex array of interacting biological vulnerabilities and disposi-
tions with a number of significant environmental and psychoso-
cial factors that often exert their effects over a period of time. 
The symptoms and pathologies of mental disorders appear to 
be influenced by a wide range of neurobiological, interpersonal, 
cognitive, and other factors, leading to the development of 
particular constellations of symptoms and complaints that char-
acterize an individual’s psychopathology profile. This complex 
web of causal factors and the distinctiveness of individual psy-
chopathology profiles are unlikely to be captured by any single 
diagnostic category. I prefer the more individualized description 
of persons provided by dimensional models of classification, for 
example, the five-factor model for the classification of personal-
ity disorders.

These five broad domains have been identified as extraversion, 
agreeableness versus antagonism, conscientiousness, neuroti-
cism or emotional instability, and openness or unconventionality. 
Each of the five domains can also be differentiated into more 
specific facets. For example, the domain of agreeableness can 
be broken down into its underlying components of trust versus 
mistrust, straightforwardness versus deception, self-sacrifice ver-
sus exploitation, compliance versus aggression, modesty versus 
arrogance, and softheartedness versus callousness.

Most important for clinical psychology, all of the personality 
disorders are described well in terms of the domains and facets 
of the five-factor model. For example, antisocial personality dis-
order includes many of the facets of low conscientiousness (low 
deliberation, self-discipline, and dutifulness) and high antagonism 
(callousness, exploitation, and aggression). The glib charm and 
fearlessness seen in the psychopath are represented by abnor-
mally low levels of the neuroticism facets of self-consciousness, 
anxiousness, and vulnerability. This approach to describing 
patients provides a more individualized description of each 
patient, and it might even help somewhat with the stigmatiza-
tion of a mental disorder diagnosis. All persons vary in the extent 
of their neuroticism, in the extent to which they are agreeable 
versus antagonistic, and in the extent to which they’re conscien-
tious. Persons with personality disorders would no  longer be 
said to have disorders that are qualitatively distinct from normal 
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 psychological functioning but would instead be seen simply as 
persons who have relatively extreme and maladaptive variants of 
the personality traits that are evident within all of us.

In thinking critically about the issue, answer the following 
 questions:

•   Do we really need an authoritative diagnostic manual? Why or 
why not?

•   How can we fix the problems of negative, pejorative connota-
tions of diagnoses of mental disorders in our society?

Thomas A. Widiger is Professor 
of Psychology at the university of 
Kentucky. He received his Ph.D. in clinical 
psychology from Miami University (Ohio) and 
completed his internship at Cornell University 
Medical College. He currently serves as 
Associate Editor of Journal of Abnormal 
Psychology and Journal of Personality 
Disorders, as well as the Annual Review of 
Clinical Psychology. He was a member of 
the DSM-IV Task Force and served as the 
Research Coordinator for DSM-IV.

Finally, an assessment method that relies on judgments from observers or raters 
must show interrater reliability. That is, raters must show a high level of agreement in 
their ratings. For example, two teachers may be asked to use a behavioral rating scale to 
evaluate a child’s aggressiveness, hyperactivity, and sociability. The scale would have good 
interrater reliability if both teachers rated the same child in similar ways.

validity
Assessment techniques must also be valid; that is, instruments used in assessment must 
measure what they intend to measure. Suppose a measure of depression actually turned 
out to be measuring anxiety. Using such a measure might lead an examiner to an incorrect 
diagnosis. There are different ways of measuring validity, including content, criterion, and 
construct validity. T / F

The content validity of an assessment technique is the degree to which its content 
represents the behaviors associated with the trait in question. For example, depression 
includes features such as sadness and refusal to participate in activities the person once 
enjoyed. To have content validity, then, techniques that assess depression should include 
items that address these areas.

Criterion validity represents the degree to which the assessment technique corre-
lates with an independent, external criterion (standard) of what the technique is intended 
to assess. Predictive validity is a form of criterion validity. A test or assessment technique 
shows good predictive validity if it can be used to predict future performance or behavior. 
For example, a test measuring antisocial behavior would show predictive validity if people 
scoring high on the measure later showed more evidence of delinquent or criminal behav-
ior than did low scorers.

Another way of measuring criterion validity of a diagnostic test for a particular 
disorder is to see if it is able to identify people who meet diagnostic criteria for the disor-
der. Two related concepts are important here: sensitivity and specificity. Sensitivity refers 
to the degree to which a test correctly identifies people who have the disorder the test is 
intended to detect. Tests that lack sensitivity produce a high number of false negatives—
individuals identified as not having the disorder who truly do have the disorder. Specificity 
refers to the degree to which the test avoids classifying people as having a particular disor-
der who truly do not have the disorder. Tests that lack specificity produce a high number 
of false positives—people identified as having the disorder who truly do not have the dis-
order. By taking into account the sensitivity and specificity of a given test, clinicians can 
determine the ability of a test to classify individuals correctly. 

Construct validity is the degree to which a test corresponds to the theoretical 
model of the underlying construct or trait it purports to measure. Let’s say we have a 
test that purports to measure anxiety. Anxiety is not a concrete object or phenomenon. 
It can’t be measured directly, counted, weighed, or touched. Anxiety is a theoretical con-
struct that helps explain phenomena such as a pounding heart or the sudden inability to 

truth OR fiction

A psychological test can be highly 
reliable but also invalid.

 TRUE A psychological test can 
indeed be highly reliable yet also invalid. 
A test of musical aptitude may have 
superb reliability but be invalid as a 
measure of personality or intelligence.
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speak when you are asking someone out on a date. Anxiety may be indirectly measured by 
such means as self-report (the client rates his or her personal level of anxiety) and physi-
ological techniques (measuring the level of sweat on the palms of the client’s hands).

The construct validity of a test of anxiety requires the results of the test to predict 
other behaviors that would be expected, given your theoretical model of anxiety. Let’s say 
your theoretical model predicts that socially anxious college students will have greater dif-
ficulties than calmer students in speaking coherently when asking someone for a date, but 
not when they are merely rehearsing the invitation in private. If the results of an experi-
mental test of these predictions fit these predicted patterns, we could say the evidence 
supports the test’s construct validity (Smith, 2005). 

A test may be reliable (give you consistent responses) but still not measure what it 
purports to measure (be invalid). For example, 19th-century phrenologists believed they 
could gauge people’s personalities by measuring the bumps on their heads. Their calipers 
provided reliable measures of their subjects’ bumps and protrusions; the measurements, 
however, did not provide valid estimates of subjects’ psychological traits. The phrenolo-
gists were bumping in the dark, so to speak.T / F

Methods of Assessment
Clinicians use different methods of assessment to arrive at diagnoses, including inter-
views, psychological testing, self-report questionnaires, behavioral measures, and physi-
ological measures. The role of assessment, however, goes further than classification. A 
careful assessment provides a wealth of information about clients’ personalities and cogni-
tive functioning. This information helps clinicians acquire a broader understanding of 
their clients’ problems and recommend appropriate forms of treatment. In most cases, 
the formal assessment involves one or more clinical interviews with the client, leading to 
a diagnostic impression and a treatment plan. In some cases, more formal psychological 
testing probes the client’s psychological problems and intellectual, personality, and neu-
ropsychological functioning.

The Clinical Interview
The clinical interview is the most widely used means of assessment. The interview is usu-
ally the clinician’s first face-to-face contact with a client. Clinicians often begin by asking 
clients to describe the presenting complaint in their own words, saying something like, 
“Can you describe to me the problems you’ve been having lately?” (Therapists learn not to 
ask, “What brings you here?” to avoid the possibility of receiv-
ing such answers as “a car,” “a bus,” or “my social worker.”) 
The clinician will then usually probe aspects of the present-
ing complaint, such as behavioral abnormalities and feelings 
of discomfort, the circumstances surrounding the onset of the 
problem, history of past episodes, and how the problem affects 
the client’s daily functioning. The clinician may explore possi-
ble precipitating events, such as changes in life circumstances, 
social relationships, employment, or schooling. The inter-
viewer encourages the client to describe the problem in her or 
his own words to understand it from the client’s viewpoint. 
For example, the interviewer in the case vignette that opened 
the chapter asked Jerry to discuss the concerns that prompted 
him to seek help.

Although the format may vary, most interviews cover 
these topics:

1. Identifying data. This refers to information regarding the client’s sociodemograph-
ic characteristics: address and telephone number, marital status, age, gender, racial/
ethnic characteristics, religion, employment, family composition, and so on.

3.6 Describe the major methods 
used in clinical assessment: the 
clinical interview, psychological 
tests, neuropsychological 
assessment, behavioral assessment, 
cognitive assessment, and 
physiological measurement.

Building rapport. By developing rapport 
and feelings of trust with a client, the skillful 
interviewer helps put the client at ease and 
encourages candid communication.

truth OR fiction

Although it is not an exact science, 
the measurement of the bumps on 
an individual’s head can be used to 
determine his or her personality traits.

 FALSE Beliefs in phrenology have 
long been discredited.
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2. Description of the presenting problem(s). How does the client perceive the problem? 
What troubling behaviors, thoughts, or feelings are reported? How do they affect 
the client’s functioning? When did they begin?

3. Psychosocial history. Information describing the client’s developmental history: edu-
cational, social, and occupational history; early family relationships.

4. Medical/psychiatric history. Here, the clinician elicits the client’s history of medical 
and psychiatric treatment and hospitalizations: Is the present problem a recurrent 
episode of a previous problem? If yes, how was the problem handled in the past? 
Was treatment successful? Why or why not?

5. Medical problems/medication. This refers to a description of present medical prob-
lems and present treatment, including medication. The clinician is alert to ways 
in which medical problems may affect the presenting psychological problem. For 
example, drugs for certain medical conditions can affect people’s moods and gen-
eral levels of arousal.

The interviewer is attentive to the client’s nonverbal as well as verbal behavior, 
forming judgments about the appropriateness of the client’s attire and grooming, appar-
ent mood, and ability to focus attention. Clinicians also judge the clarity or soundness of 
clients’ thought and perceptual processes and level of orientation, or awareness of them-
selves and their surroundings (who they are, where they are, and what the present date is). 
These clinical judgments form an important part of the initial assessment of the client’s 
mental state.

INTervIeW ForMATS There are three general types of clinical interviews. In an 
unstructured interview, the clinician adopts his or her own style of questioning rather 
than following a standard format. In a semistructured interview, the clinician follows a 
general outline of questions designed to gather essential information but is free to ask the 
questions in any particular order and to branch off into other directions to follow up on 
important information. In a structured interview, the interview follows a preset series of 
questions in a particular order.

The major advantage of the unstructured interview is its spontaneity and conver-
sational style. Because the interviewer is not bound to use any specific set of questions, 
there is an active give-and-take with the client. The major disadvantage is the lack of 
standardization. Different interviewers may ask questions in different ways. For example, 
one interviewer might ask, “How have your moods been lately?” whereas another might 
pose the question, “Have you had any periods of crying or tearfulness during the past 
week or two?” The clients’ responses may depend to a certain extent on how the questions 
are worded. Also, the conversational flow of the interview may fail to touch on important 
clinical information needed to form diagnostic information, such as suicidal tendencies.

A semistructured interview provides more structure and uniformity, but at the 
expense of some spontaneity. Some clinicians prefer to conduct a semistructured inter-
view in which they follow a general outline of questions but allow themselves the flex-
ibility to depart from the interview protocol when they want to pursue issues that seem 
important.

Structured interviews (also called standardized interviews) provide the highest level 
of reliability in reaching diagnostic judgments, which is why they are used frequently in 
research settings. The Structured Clinical Interview for the DSM (SCID) includes closed-
ended questions to determine the presence of behavior patterns that suggest specific 
 diagnostic categories and open-ended questions that allow clients to elaborate on their 
problems and feelings. The SCID guides the clinician in testing diagnostic hypotheses 
as the interview progresses. Evidence supports the reliability of the SCID across various 
clinical settings (Zanarini et al., 2000).

No matter what type of interview is conducted, the interviewer arrives at a diag-
nostic impression by compiling all the information available: from the interview, from 
review of the client’s background, and from the presenting problems.

Phrenology. The 19th-century belief in 
phrenology held that personality and mental 
faculties were based on the size of certain 
parts of the brain and could be assessed 
by measuring the pattern of bumps on a 
person’s head.
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Computerized Interviews
Do clinical interviews need to be conducted by a trained, live inter-
viewer? Today, many of us do our banking by computer, order 
 airline tickets over the Internet, and organize our schedules elec-
tronically. Might the clinical interviewer be replaced by a computer?

Computerized assessment protocols are becoming more 
widely used, although it is unlikely they will replace human inter-
viewers anytime soon. In a computerized clinical interview, cli-
ents respond to questions about their psychological symptoms 
and related concerns that are posed to them on a computer screen. 
The computer interview may help identify problems that clients 
may be embarrassed or unwilling to report to a live interviewer 
(Taylor & Luce, 2003). People may actually reveal more informa-
tion about themselves to a computer than to a human interviewer. 
Perhaps people feel less self-conscious if someone isn’t looking at 
them when they are interviewed. Or perhaps the computer seems 
more willing to take the time to note all complaints.

On the other hand, computers may lack the human touch needed to delve into 
sensitive concerns such as a person’s deepest fears, relationship problems, and sexual mat-
ters. A computer also lacks the means of judging the nuances in people’s facial expressions 
that may reveal more about their innermost concerns than their typed or verbal responses. 
All in all, however, evidence shows that computer programs are as capable as skilled clini-
cians at obtaining information from clients and reaching an accurate diagnosis (Taylor &  
Luce, 2003). Computer programs are also less expensive and more time efficient than 
personal interviews.

Most of the resistance to using computer interviews seems to come from clini-
cians rather than clients. Some clinicians believe that personal, eye-to-eye contact is nec-
essary to tease out a client’s underlying concerns. Clinicians should also recognize that 
because computer-administered diagnostic interviews sometimes yield misleading find-
ings, computer assessments should be combined with clinical judgment by a trained cli-
nician (Garb, 2007). Although the computer may never completely replace the human 
interviewer, a combination of computerized and interviewer-based assessment may strike 
the best balance of efficiency and sensitivity.

Another change in the offing is the development of online assessments. Some psy-
chologists are now conducting psychological assessments via email, videoconferencing, 
and the Internet (Naglieri et al., 2004; Shore, Savin, Orton, Beals, & Manson, 2007).

Psychological Tests
A psychological test is a structured method of assessment used to evaluate reasonably 
stable traits, such as intelligence and personality. Tests are usually standardized on large 
numbers of subjects and provide norms that compare a client’s scores with the average. 
By comparing test results from samples of people who are free of psychological disor-
ders with those of people who have diagnosable psychological disorders, researchers gain 
some insights into the types of response patterns that are indicative of abnormal behavior. 
Although researchers tend to think of medical tests as a gold standard of testing, evidence 
shows that psychological tests are actually on par with many medical tests in their ability 
to predict criterion variables, such as underlying conditions or future outcomes (Meyer 
et al., 2001).

Here, we examine two major types of psychological tests: intelligence tests and 
personality tests.

INTellIGeNCe TeSTS The assessment of abnormal behavior often includes an evaluation 
of the client’s intelligence. Formal intelligence tests are used to help diagnose intellectual 
disability (formerly labeled mental retardation). They evaluate the intellectual  impairment 

Computerized interview. Would you 
be more likely to tell your problems to a 
computer than to a person? Computerized 
clinical interviews have been used for 
more than 25 years, and some research 
suggests that the computer may be more 
effective than its human counterpart in 
teasing out problems.
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that may be caused by other disorders, such as organic mental disorders caused by damage 
to the brain. They also provide a profile of the client’s intellectual strengths and weaknesses 
to help develop a treatment plan suited to the client’s competencies.

Attempts to define intelligence continue to stir debate in the field. David Wechsler 
(1975), the originator of the most widely used intelligence tests, the Wechsler scales, 
defined intelligence as “capacity … to understand the world … and … resourcefulness 
to cope with its challenges.” From his perspective, intelligence has to do with the ways in 
which people (a) mentally represent the world and (b) adapt to its demands.

The first formal intelligence test was developed by a Frenchman, Alfred Binet 
(1857–1911). In 1904, Binet was commissioned by school officials in Paris to develop 
a mental test to identify children who were unable to cope with the demands of regular 
classroom instruction and who required special classes to meet their needs. Binet and a 
colleague, Theodore Simon, developed an intelligence test consisting of memory tasks 
and other short tests of mental abilities that children were likely to encounter in daily life, 
such as counting. A later version of their test, called the Stanford-Binet Intelligence Scale, 
is still widely used to measure intelligence in children and young adults.

Intelligence, as given by a person’s scores on intelligence tests, is usually expressed 
in the form of an intelligence quotient, or IQ. An IQ score is typically based on the rela-
tive difference (deviation) of a person’s score on an intelligence test from the norms for 
the person’s age group. A score of 100 is defined as the mean. People who answer more 
items correctly than the average obtain IQ scores above 100; those who answer fewer 
items correctly obtain scores of less than 100.

Wechsler’s intelligence scales are today the most widely used intelligence tests. 
Different versions are used for different age groups. The Wechsler scales group questions 
into subtests or subscales, with each subscale measuring a different intellectual ability. 
(Table 3.4 shows examples from the adult version of the test.) The Wechsler scales are 
thus designed to offer insight into a person’s relative strengths and weaknesses, not to 
simply yield an overall score.

The Wechsler scales include subtests of verbal skills, perceptual reasoning, work-
ing memory, and processing speed. Scores on these subtests are combined to yield an 
overall intelligence quotient. [Figure 3.1 shows items similar to those on two of the per-
ceptual reasoning tests on the Wechsler Adult Intelligence Scale (WAIS).]

The Wechsler IQ scores are based on how respondents’ answers deviate from 
those attained by their age-mates. The mean whole test score at any age is defined as 100. 
Wechsler distributed IQ scores so that 50% of the scores of the population would lie 
within a “broad average” range of 90 to 110.

table 3.4 

examples of Items Similar to Those on the Wechsler Adult Intelligence Scale

Comprehension: Why do people need to obey traffic laws? 
What does the saying “the early bird catches the worm” mean?

Picture completion: Identify the missing part from a picture, such 
as the picture of the watch in Figure 3.1.

Arithmetic: John wanted to buy a shirt that cost $31.50, but only 
had $17. How much more money would he need to buy the shirt?

Block design: Using blocks such as those in Figure 3.1, match the 
design shown.

Similarities: How are a stapler and a paper clip alike? letter-number sequencing: Listen to this series of numbers and 
letters and repeat them back, first saying the numbers from least 
to most, and then saying the letters in alphabetical order: S-2-C-1.

Digit span: Forward order: Listen to this series of numbers and 
repeat them back to me in the same order: 6 4 5 2 7 3; backward 
order: Listen to this series of numbers and then repeat them in 
reverse order: 9 4 2 5 8 7.

vocabulary: What does capricious mean?

Source: Adapted from J. S. Nevid (2013). Psychology: Concepts and applications, 4th ed. (p. 270). Belmont, CA: Wadsworth/ Cengage Learning. 
Reprinted by permission.
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Most IQ scores cluster around the mean (see Figure 3.2). Just 5% of them are 
above 130 or below 70. Wechsler labeled people who attained scores of 130 or above as 
“very superior” and those with scores below 70 as “intellectually deficient.”

Clinicians use IQ scales to evaluate a client’s intellectual resources and to help 
diagnose mental retardation. IQ scores below 70 are one of the criteria used in diagnosing 
intellectual disability.

figure 3.1 
Items similar to those found on two of the perceptual reasoning subtests of the Wechsler 
Adult Intelligence Scale (WAIS). The perceptual reasoning subtests measure such skills as 
nonverbal reasoning ability, spatial perception and problem solving, and ability to perceive 
visual details. Source: From the Wechsler Intelligence Scales for Adults and Children. 
Copyright © 1949, 1955, 1974, 1981, 1991, 1997, 2003, by The Psychological Corporation, a 
Harcourt Assessment Company. Reproduced by permission. All rights reserved. Wechsler® is a 
trademark of The Psychological Corporation registered in the United States of America and/or 
other jurisdictions.
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figure 3.2 
Normal distribution of IQ scores. The distribution of IQ scores resembles a bell-shaped curve, 
which is referred to by psychologists as a normal curve. Wechsler defined the deviation IQ so 
that the average (mean) score was 100 and the standard deviation of scores was 15. A standard 
deviation is a statistical measure of the variability or dispersion of scores around the mean. 
Here, we see the distribution of scores at one, two, and three standard deviations from the 
mean. Note that about two-thirds of people score within one standard deviation of the mean 
(85 to 115). 
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Next, we consider two major types of tests used to assess personality: objective tests 
and projective tests. Clinicians use personality tests to learn more about the client’s under-
lying personality traits, needs, interests, and concerns.

oBjeCTIve TeSTS Do you like automobile magazines? Are you easily startled by noises 
in the night? Are you bothered by periods of anxiety or shakiness? Objective tests are 
self-report personality inventories that use items similar to the ones just listed to mea-
sure personality traits such as emotional instability, masculinity/femininity, and introver-
sion. People are asked to respond to specific questions or statements about their feelings, 
thoughts, concerns, attitudes, interests, beliefs, and the like.

What makes personality tests objective? These tests are not objective in the sense 
that a bathroom scale is an objective measure of weight. After all, personality tests rely 
on subjects’ giving subjective reports of their interests, feeling states, and so on. Rather, 
researchers consider these tests objective in the sense that they limit the range of possible 
responses and so can be scored objectively. They are considered objective also because 
they were developed on the basis of empirical evidence supporting their validity. Subjects 
might be instructed to check adjectives that apply to them, to mark statements as true or 
false, to select preferred activities from lists, or to indicate whether items apply to them 
“always,” “sometimes,” or “never.” For example, a test item may ask you to check either 
“true” or “false” to a statement like, “I feel uncomfortable in crowds.” Here, we focus on 
two of the more widely used objective personality tests in clinical settings, the Minnesota 
Multiphasic Personality Inventory and the Millon Clinical Multiaxial Inventory (MCMI).

Minnesota Multiphasic Personality Inventory The revised version of the MMPI, the 
MMPI-2, contains more than 567 true–false statements that assess interests, habits, family 
relationships, physical health complaints, attitudes, beliefs, and behaviors characteristic of 
psychological disorders. It is widely used as a test of personality as well as to assist clinicians 
in diagnosing abnormal behavior patterns. The MMPI-2 comprises a number of individ-
ual scales made up of items that tend to be answered differently by members of carefully 
selected diagnostic groups, such as patients diagnosed with schizophrenia or depression, 
than by members of reference groups.

Consider a hypothetical item similar to one you might find on the MMPI-2: “I 
often read detective novels.” If, for example, groups of depressed people tended to answer 
the item in a direction different from non-patient reference groups, the item would be 
placed on the depression scale. The items on the MMPI-2 are divided into various clinical 
scales (see Table 3.5). A score of 65 or higher on a particular scale is considered clinically 
significant. The MMPI-2 also includes validity scales that assess clients’ tendencies to dis-
tort test responses in a favorable (“faking good”) or unfavorable (“faking bad”) direction. 
Other scales on the tests, called content scales, measure an individual’s specific complaints 
and concerns, such as anxiety, anger, family problems, and low self-esteem.

The MMPI-2 is interpreted according to individual scale elevations and inter-
relationships among scales. For example, a 2–7 profile, commonly found among people 
seeking therapy, refers to a test pattern in which scores for Scales 2 (“Depression”) and 7 
(“Psychasthenia”) are clinically significant. Clinicians may refer to atlases, or descriptions, 
of people who usually attain various profiles.

MMPI-2 scales are regarded as reflecting continua of personality traits associated 
with the diagnostic categories represented by the test. For example, a high score on Scale 
4, psychopathic deviation, suggests that the respondent holds a higher-than-average num-
ber of nonconformist beliefs and may be rebellious, which are characteristics often found 
in people with antisocial personality disorder. However, because it is not tied specifically 
to DSM criteria, this score cannot be used to establish a diagnosis. The MMPI, which was 
originally developed in the 1930s and 1940s, cannot be expected to provide diagnostic 
judgments consistent with the current version of the DSM system, the DSM-5. Even so, 
MMPI profiles may suggest possible diagnoses that can be considered in light of other 
evidence. Moreover, many clinicians use the MMPI to gain general information about 

3.7 Describe objective and 
projective personality tests and 
evaluate their usefulness.
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table 3.5 

Clinical Scales of the MMPI-2

Scale  
Number Scale label Items Similar to Those Found on MMPI Scale Sample Traits of high Scorers

1 hypochondriasis My stomach frequently bothers me. At times, 
my body seems to ache all over.

Many physical complaints, cynical defeatist 
attitudes, often perceived as whiny, demanding

2 Depression Nothing seems to interest me anymore. My 
sleep is often disturbed by worrisome thoughts.

Depressed mood, pessimistic, worrisome, 
despondent, lethargic

3 hysteria I sometimes become flushed for no apparent 
reason.
I tend to take people at their word when they’re 
trying to be nice to me.

Naive, egocentric, little insight into problems, 
immature, develops physical complaints in 
response to stress

4 Psychopathic deviate My parents often disliked my friends.
My behavior sometimes got me into trouble at 
school.

Difficulties incorporating values of society, 
rebellious, impulsive, antisocial tendencies, 
strained family relationships, poor work and 
school history

5 Masculinity-femininity I like reading about electronics. (M)
I would like to work in the theater. (F)

Males endorsing feminine attributes: have 
cultural and artistic interests, effeminate, 
sensitive, passive; females endorsing male 
attributes: aggressive, masculine, self-confident, 
active, assertive, vigorous

6 Paranoia I would have been more successful in life but 
people didn’t give me a fair break.
It’s not safe to trust anyone these days.

Suspicious, guarded, blames others, resentful, 
aloof, may have paranoid delusions

7 Psychasthenia I’m one of those people who have to have 
something to worry about.
I seem to have more fears than most people I 
know.

Anxious, fearful, tense, worried, insecure, 
difficulties concentrating, obsessional, self-
doubting

8 Schizophrenia Things seem unreal to me at times. I sometimes 
hear things that other people can’t hear.

Confused and illogical thinking; feels alienated 
and misunderstood; socially isolated or 
withdrawn; may have blatant psychotic 
symptoms such as hallucinations or delusional 
beliefs; may lead detached, schizoid lifestyle

9 hypomania I sometimes take on more tasks than I can 
possibly do.
People have noticed that my speech is 
sometimes pressured or rushed.

Energetic, possibly manic, impulsive, optimistic, 
sociable, active, flighty, irritable, may have 
overly inflated or grandiose self-image or 
unrealistic plans

10 Social introversion I don’t like loud parties.
I was not very active in school activities.

Shy, inhibited, withdrawn, introverted, lacks self-
confidence, reserved, anxious in social situations

respondents’ personality traits and attributes that may underlie their psychological prob-
lems, rather than to make a diagnosis per se.

The validity of the MMPI-2 is supported by a large body of research findings 
(Butcher, 2011; Graham, 2011). The test successfully discriminates between psychiat-
ric patients and controls and between groups of people with different psychological dis-
orders, such as anxiety versus depressive disorders. Moreover, the content scales of the 
MMPI-2 provide additional information to that provided by the clinical scales, which can 
help clinicians learn more about the client’s specific problems (Graham, 2011).

The Millon Clinical Multiaxial Inventory (MCMI) The MCMI was developed to help 
clinicians formulate diagnoses, especially for personality disorders (Millon, 1982). The 
MCMI (now in a third edition, called the MCMI-III) is the only objective personality test 
that focuses specifically on personality disorders. The MMPI-2, by contrast, focuses on 
personality traits associated with other clinical disorders, such as mood disorders, anxiety 
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disorders, and schizophrenia. Some clinicians may use both instruments to capture a wider 
range of personality traits. The MCMI-III also has scales to assess depression and anxiety, 
but the validity of these scales has been called into question (Saulsmana, 2011).

evaluation of objective Tests Objective or self-report tests are relatively easy to 
 administer. Once examiners read the instructions to clients and make sure they can read 
and understand the items, clients themselves can complete the tests unattended. Because 
tests permit limited response options, such as requiring the person to mark each item 
 either true or false, they can be scored with high interrater reliability. These tests often 
reveal information that might not be gleaned from a clinical interview or by observing 
the person’s behavior. For example, we might learn that a person holds negative views 
of himself or herself—self-perceptions that might not be directly expressed outwardly in 
behavior or revealed openly during an interview. All things considered, clinicians might 
gain more valuable information from self-report tests in some cases and from clinician 
interviews in others (Cuijpers, Hofmann, & Andersson, 2010). Consequently, a combina-
tion of assessment methods may be used.

A disadvantage of self-rating tests is that they rely on individuals themselves as 
the sole source of information. Test responses may therefore reflect underlying response 
biases, such as tendencies to give socially desirable responses that may not reflect the indi-
vidual’s true feelings. For this reason, self-report inventories, such as the MMPI, contain 
validity scales to help ferret out response biases. However, built-in validity scales may not 
be able to detect all sources of bias. Examiners may also look for corroborating informa-
tion, such as interviewing others who are familiar with the client’s behavior.

Further, if a test does nothing more than identify people who are likely to have a 
particular disorder, its utility is usurped by more economical means of arriving at a diag-
nosis, such as a structured clinical interview. Clinicians expect more from personality tests 
than diagnostic classification, and the MMPI has shown its value in providing a wealth 
of information about underlying personality traits, problem behaviors, interpersonal rela-
tionships, and interest patterns. However, psychodynamically-oriented critics suggest that 
self-report instruments tell us little about unconscious processes. The use of self-report 
tests may also be limited to relatively high-functioning individuals who can read well, 
respond to verbal material, and focus on a potentially tedious task. Clients who are disor-
ganized, unstable, or confused may not be able to complete the tests.

ProjeCTIve TeSTS A projective test, unlike an objective test, offers no clear, speci-
fied response options. Clients are presented with ambiguous stimuli, such as inkblots, 
and asked to respond to them. The word projective is used because these personality tests 
derive from the psychodynamic belief that people impose, or “project,” their own psy-
chological needs, drives, and motives, much of which lie in the unconscious, onto their 
interpretations of ambiguous stimuli.

The psychodynamic model holds that potentially disturbing impulses and wishes, 
often of a sexual or aggressive nature, may be hidden from consciousness by our defense 
mechanisms. Indirect methods of assessment, such as projective tests, may offer clues 
to unconscious processes. More behaviorally oriented critics contend, however, that the 
results of projective tests are based more on clinicians’ subjective interpretations of test 
responses than on empirical evidence.

Many projective tests have been developed, including tests based on how people 
fill in missing words to complete sentence fragments or how they draw human figures and 
other objects. The two most prominent projective techniques are the Rorschach Inkblot 
Test and the Thematic Apperception Test (TAT).

The rorschach Inkblot Test The Rorschach test was developed by a Swiss psychiatrist, 
Hermann Rorschach (1884–1922). As a child, Rorschach was intrigued by the game of 
dripping ink on paper and folding the paper to make symmetrical figures. He noted that 
people saw different things in the same blot, and he believed their “percepts” reflected 
their personalities as well as the stimulus cues provided by the blot. Rorschach’s fraternity 
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nickname was Klex, which means “inkblot” in German. As a psychiatrist, Rorschach ex-
perimented with hundreds of blots to identify those that could help in the diagnosis of 
psychological problems. He finally found a group of 15 blots that seemed to do the job and 
could be administered in a single session. Ten blots are used today because Rorschach’s pub-
lisher did not have the funds to reproduce all 15 blots in the first edition of the text on the 
subject. Rorschach never had the opportunity to learn how popular and influential his ink-
blot test would become. Sadly, seven months after the publication of the test that bears his 
name, Rorschach died at age 37 of complications from a ruptured appendix (Exner, 2002).

Five of the inkblots are black and white, and the other five have color (see Figure 3.3). 
Each inkblot is printed on a separate card, which is handed to subjects in sequence. Subjects 
are asked to tell the examiner what the blot might be or what it reminds them of. Then, they 
are asked to explain what features of the blot (its color, form, or texture) they used to form 
their perceptions. T / F

Clinicians who use the Rorschach make interpretations on the basis of the content 
and the form of the responses. For example, they may infer that people who use the entire 
blot in their responses show an ability to integrate events in meaningful ways. Those who 
focus on minor details of the blots may have obsessive–compulsive tendencies, whereas 
people who respond to the negative (white) spaces may see things in their own idio-
syncratic ways, suggesting underlying negativism or stubbornness.

A response consistent with the form or contours of the blot is suggestive of  adequate 
reality testing. People who see movement in the blots may be revealing  intelligence and 
creativity. Content analysis may shed light on underlying conflicts. For example, adult 
clients who see animals but no people may have problems relating to people. Clients who 
appear confused about whether or not percepts of people are male or female may, accord-
ing to psychodynamic theory, be in conflict over their own gender identity.

The Thematic Apperception Test The Thematic Apperception Test was developed by 
psychologist Henry Murray at Harvard University in the 1930s. Apperception is a French 
word that can be translated as “interpreting (new ideas or impressions) on the basis of 
existing ideas (cognitive structures) and past experience.” The TAT consists of a series of 
cards, each depicting an ambiguous scene (see Figure 3.4). It is assumed that clients’ re-
sponses to the cards will reflect their experiences and outlooks on life—and, perhaps, shed 
light on their deep-seated needs and conflicts.

Respondents are asked to describe what is happening in each scene, what led up to 
it, what the characters are thinking and feeling, and what will happen next. Psychodynamic 
theorists believe that people will identify with the protagonists in their stories and project 

figure 3.3 
“What does this look like?” 
In the Rorschach test, a person is presented with 
ambiguous stimuli in the form of inkblots and 
asked to describe what each of the blots looks like. 
Rorschach assumed that people project aspects 
of their own personalities into their responses, but 
controversy whirls around the question of whether 
the test yields scientifically valid conclusions.

truth OR fiction

One of the most widely used tests of 
personality asks people to interpret what 
they see in a series of inkblots.

 TRUE The Rorschach is a widely 
used personality test in which a person’s 
responses to inkblots are interpreted to 
reveal aspects of his or her personality.
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underlying psychological needs and conflicts into their responses. More superficially, the 
stories suggest how respondents might interpret or behave in similar situations in their 
own lives. TAT results may also be suggestive of clients’ attitudes toward others, particu-
larly family members and partners.

evaluation of Projective Techniques The reliability and validity of projective techniques 
continue to be a subject of extensive research and debate. For one thing, interpretation of 
a person’s responses depends to some degree on the subjective judgment of the examiner. 
For example, two examiners may interpret the same Rorschach or TAT response differently.

Although more comprehensive scoring systems have improved standardization 
of scoring the Rorschach, the reliability of the test continues to be debated. Even if a 
Rorschach response can be scored reliably, the interpretation of the response—what it 
means—remains an open question (Garb, Wood, Lilienfeld, & Nezworski, 2005).

Evidence supports some limited use of Rorschach responses (e.g., Baer & Blais, 
2010; Meyer, 2001). For example, the Rorschach may help distinguish among different 
types of psychological disorders (Dao & Prevatt, 2006), as well as detect underlying needs 
for dependency (Garb et al., 2005) and forms of disturbed thinking (Lilienfeld, Fowler, &  
Lohr, 2003). Although some proponents of the Rorschach believe its overall validity is 
generally on par with that of other psychological tests such as the MMPI (e.g., Meyer et 
al., 2001; Weiner, Spielberger, & Abeles, 2003), critics claim the test fails to meet stan-
dards of scientific utility or validity (e.g., Garb, Wood, Lilienfeld, & Nezworski, 2002; 
Hamel, Shafer, & Erdberg, 2003; Hunsley & Bailey, 2001). The debate over the validity 
and clinical utility of the Rorschach continues to rage between supporters and detractors 
with no clear resolution in sight.

The validity of the TAT in eliciting deep-seated material or tapping underlying 
psychopathology also remains to be demonstrated. A person’s responses to the test may 
say more about the features of the drawings than the person’s underlying personality.

Proponents of projective methods point out that allowing subjects freedom of 
expression through projective testing reduces their tendency to offer socially desirable 
responses. Psychologist George Stricker (2003, p. 728) appraised the standoff in the field: 
“The field remains divided between believers and nonbelievers, and each is able to mar-
shal considerable evidence and discount the evidence of their opponents to support their 
point of view.”

Neuropsychological Assessment
Neuropsychological assessment involves the use of tests to help determine whether psy-
chological problems reflect underlying neurological impairment or brain damage. When 
neurological impairment is suspected, a neurological evaluation may be requested from 

figure 3.4 
“Tell me a story.” In the Thematic Apperception Test (TAT), a 
person is presented with a series of pictures, similar to the one 
depicted here, and asked to tell a story about what is happening in 
the scene. The person is also asked to describe what events led up 
to the scene and how the story will turn out. How might the stories 
you tell reveal underlying aspects of your personality? Source: 
Reprinted by permission of the publishers from Henry A. Murray, 
Thematic Apperception Test, Cambridge, Mass.: Harvard University 
Press, © 1943 by the President and Fellows of Harvard College, 
© 1971 by Henry A. Murray.
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a neurologist—a medical doctor who specializes in disorders of the nervous system. A 
clinical neuropsychologist may also be consulted to administer neuropsychological assess-
ment techniques, such as behavioral observation and psychological testing, to reveal signs 
of possible brain damage. Neuropsychological testing may be used together with brain-
imaging techniques such as the MRI and CT to shed light on relationships between brain 
function and underlying abnormalities. The results of neuropsychological testing may not 
only suggest whether patients suffer from brain damage but also point to the parts of the 
brain that may be affected.

The BeNDer vISuAl MoTor GeSTAlT TeST One of the first neuropsychological tests 
to be developed and still one of the most widely used neuropsychological tests is the Bender 
Visual Motor Gestalt Test, now in its second edition, the Bender-Gestalt II (Brannigan 
& Decker, 2006). The Bender consists of geometric figures that illustrate various Gestalt 
principles of perception. The client is asked to copy geometric designs. Signs of possible 
brain damage include rotation of the figures, distortions in shape, and incorrect sizing of 
the figures in relation to one another (see Figure 3.5). The examiner then asks the client 
to reproduce the designs from memory, because neurological damage can impair memory 
functioning. Although the Bender remains a convenient and economical means of uncov-
ering possible organic impairment, more sophisticated test batteries have been developed 
for this purpose, including the widely used Halstead-Reitan Neuropsychological Battery.

The hAlSTeAD-reITAN NeuroPSyCholoGICAl BATTery Psychologist Ralph 
Reitan developed the battery by adapting tests used by his mentor, Ward Halstead, an 
experimental psychologist, to study brain–behavior relationships among organically 

figure 3.5 
The Bender visual Motor Gestalt Test. The Bender is intended to assess organic impairment. Part 
A shows the series of figures respondents are asked to copy. Part B shows the drawings of a person 
who is known to have brain damage.
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impaired individuals. The battery contains tests that measure perceptual, intellectual, and 
motor skills and performance. A battery of tests permits the psychologist to observe pat-
terns of results, and various patterns of performance deficits are suggestive of certain kinds 
of brain defects, such as those occurring following head trauma (Allen, Thaler, Ringdahl, 
Barney, & Mayfield, 2011; Holtz, 2011; Reitan & Wolfson, 2012). The Halstead-Reitan 
test battery comprises a number of subtests, including the following:

1. The Category Test. This test measures abstract thinking ability, as indicated by the 
individual’s proficiency at forming principles or categories that relate different 
stimuli to one another. A series of groups of stimuli that vary in shape, size, loca-
tion, color, and other characteristics are flashed on a screen. The subject’s task 
is to discern the principle that links them, such as shape or size, and to indicate 
which stimuli in each grouping represent the correct category by pressing a key. 
By analyzing the patterns of correct and incorrect choices, the subject normally 
learns to identify the principles that determine the correct choice. Performance 
on the test is believed to reflect functioning in the frontal lobes of the cerebral 
cortex.

2. The Rhythm Test. This is a test of concentration and attention. The subject listens 
to 30 pairs of recorded rhythmic beats and indicates whether the beats in each pair 
are the same or different. Performance deficits are associated with damage to the 
right temporal lobe of the cerebral cortex.

3. The Tactual Performance Test. This test requires the blindfolded subject to fit  wooden 
blocks of different shapes into corresponding depressions on a form board.  Afterward, 
the subject draws the board from memory as a measure of visual memory.

Behavioral Assessment
Traditional personality tests such as the MMPI, Rorschach, and TAT were designed 
to measure underlying psychological traits and dispositions. Test responses are inter-
preted as signs of traits and dispositions believed to play important roles in determining 
people’s behavior. For example, certain Rorschach responses are interpreted as revealing 
underlying traits, such as psychological dependency, that are believed to influence how 
people relate to others. In contrast, behavioral assessment treats test results as samples 
of behavior that occur in specific situations rather than as signs of underlying personal-
ity traits. According to the behavioral approach, behavior is primarily determined by 
environmental or situational factors, such as stimulus cues and reinforcement, not by 
underlying traits.

Behavioral assessment focuses on clinical or behavioral observation of behavior in 
a particular setting, such as in the school, hospital, or home situation. It aims to sample 
an individual’s behavior in settings as similar as possible to the real-life situation, thus 
maximizing the relationship between the testing situation and the criterion. Behavior may 
be observed and measured in settings such as the home, school, or work environment. 
The examiner may also try to simulate situations in the clinic or laboratory that serve as 
analogues of the problems the individual confronts in daily life.

The examiner may conduct a functional analysis of the problem behavior—an 
analysis of the problem behavior in relation to antecedents, or stimulus cues that trigger 
it, and consequences, or reinforcements that maintain it. Knowledge of the environmen-
tal conditions in which a problem behavior occurs may help the therapist work with the 
client and the family to change the conditions that trigger and maintain it. The examiner 
may conduct a behavioral interview by posing questions to learn more about the history 
and situational aspects of problem behavior. For example, if a client seeks help because 
of panic attacks, the behavioral interviewer might ask how the client experiences these 
attacks—when, where, how often, under what circumstances. The interviewer looks for 
precipitating cues, such as thought patterns (e.g., thoughts of dying or losing control) or 
situational factors (e.g., entering a department store) that may provoke an attack. The 
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interviewer also seeks information about reinforcers that may maintain the panic. Does 
the client flee the situation when an attack occurs? Is escape reinforced by relief from 
anxiety? Has the client learned to lessen anticipatory anxiety by avoiding exposure to situ-
ations in which attacks have occurred?

The examiner may also use observational methods to connect the problem behav-
ior to the stimuli and reinforcements that help maintain it. Consider the case of Kerry.

Kerry, the “Royal Terror”

A 7-year-old boy, Kerry, is brought by his parents for evaluation. His mother describes 
him as a “royal terror.” His father complains he won’t listen to anyone. Kerry throws 
temper tantrums in the supermarket, screaming and stomping his feet if his parents 
refuse to buy him what he wants. At home, he breaks his toys by throwing them 
against the wall and demands new ones. Sometimes, though, he appears sullen and 
won’t talk to anyone for hours. At school he appears inhibited and has difficulty con-
centrating. His progress at school is slow, and he has difficulty reading. His teachers 
complain he has a limited attention span and doesn’t seem motivated.

From the Author’s Files

The psychologist may use direct home observation to assess the interactions 
between Kerry and his parents. Alternatively, the psychologist may observe Kerry and his 
parents through a one-way mirror in the clinic. Such observations may suggest interac-
tions that explain the child’s noncompliance. For example, Kerry’s noncompliance may 
follow parental requests that are vague (e.g., a parent says, “Play nicely now,” and Kerry 
responds by throwing toys) or inconsistent (e.g., a parent says, “Go play with your toys 
but don’t make a mess,” to which Kerry responds by scattering the toys). Observation 
may suggest ways in which Kerry’s parents can improve communication and cue and 
reinforce desirable behaviors.

Direct observation, or behavioral observation, is the hallmark of behavioral assess-
ment. Through direct observation, clinicians can observe and quantify problem behavior. 
Observations may be videotaped to permit subsequent analysis to identify behavioral pat-
terns. Observers are trained to identify and record targeted patterns of behavior. Behavior 
coding systems have been developed that enhance the reliability of recording.

There are both advantages and disadvantages to direct observation. One advantage 
is that direct observation does not rely on the client’s self-reports, which may be distorted 
by efforts to make a favorable or unfavorable impression. In addition to providing accu-
rate measurements of problem behavior, behavioral observation can suggest strategies for 
intervention. A mother might report that her son is so hyperactive he cannot sit still long 
enough to complete homework assignments. By using a one-way mirror, the clinician 
may discover that the boy becomes restless only when he encounters a problem he can-
not solve right away. The child may then be helped by being taught ways of coping with 
frustration and of solving certain kinds of academic problems.

Direct observation also has its drawbacks. One issue is the possible lack of consen-
sus in defining problems in behavioral terms. In coding the child’s behavior for hyperactiv-
ity, clinicians must agree on which aspects of the child’s behavior represent hyperactivity. 
Another potential problem is a lack of reliability of measurement, that is, inconsistency, 
across time or between observers. Reliability is reduced when an observer is inconsistent 
in the coding of specific behaviors or when two or more observers code the same behavior 
inconsistently.

Observers may also show response biases. An observer who has been sensitized 
to expect that a child is hyperactive may perceive normal variations in behavior as subtle 
cues of hyperactivity and erroneously record them as instances of hyperactive behavior. 
Clinicians can help minimize these biases by keeping observers uninformed or “blind” 
about the target subject they are observing.
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Reactivity is another potential problem. Reactivity refers to the tendency for the 
behavior being observed to be influenced by the way in which it is measured. For exam-
ple, people may put their best feet forward when they know they are being observed. 
Using covert observation techniques, such as hidden cameras or one-way mirrors, may 
reduce reactivity. Covert observation may not be feasible, however, because of ethical 
concerns or practical constraints. Another approach is to accustom subjects to observa-
tion by watching them a number of times before collecting data. Another potential prob-
lem is observer drift—the tendency of observers, or groups of raters, to deviate from the 
coding system in which they were trained as time elapses. One suggestion to help control 
this problem is to regularly retrain observers to ensure continued compliance with the 
coding system (Kazdin, 2003). As time elapses, observers may also become fatigued or 
distracted. It may be helpful to limit the duration of observations and to provide fre-
quent breaks.

Behavioral observation is limited to measuring overt behaviors. Many clinicians 
also wish to assess subjective or private experiences—for example, feelings of depression 
and anxiety or distorted thought patterns. Such clinicians may combine direct observa-
tion with forms of assessment that permit clients to reveal internal experiences. Staunch 
behavioral clinicians tend to consider self-reports unreliable and to limit their data collec-
tion to direct observation.

In addition to behavioral interviews and direct observation, behavioral assessment 
may involve the use of other techniques, such as self-monitoring, contrived or analogue 
measures, and behavioral rating scales.

SelF-MoNITorING Training clients to record or monitor the problem behavior in their 
daily lives is another method of relating the problem behavior to the settings in which it 
occurs. In self-monitoring, clients assume the responsibility for assessing the problem 
behavior in the settings in which it naturally occurs.

Behaviors that can easily be counted, such as food intake, cigarette smoking, nail 
biting, hair pulling, study periods, or social activities, are well suited for self- monitoring. 
Self-monitoring can produce highly accurate measurement, because the behavior is 
recorded as it occurs, not reconstructed from memory.

There are various devices for keeping track of the targeted behavior. A behavioral 
diary or log is a handy way to record calories ingested or cigarettes smoked. Such logs 
can be organized in columns and rows to track the frequency of occurrence of the prob-
lem behavior and the situations in which it occurs (time, setting, feeling state, etc.). A 
record of eating may include entries for the type of food eaten, the number of calories, 
the location in which the eating occurred, the feeling states associated with eating, and 
the consequences of eating (e.g., how the client felt afterward). In reviewing an eating 
diary with the clinician, a client can identify problematic eating patterns, such as eating 
when feeling bored or in response to TV food commercials, and devise better ways of 
handling these cues.

Behavioral diaries can also help clients increase desirable but low-frequency behav-
iors, such as assertive behavior and dating behavior. Unassertive clients might track occa-
sions that seem to warrant an assertive response and jot down their actual responses to 
each occasion. Clients and clinicians then review the log to highlight problematic situa-
tions and rehearse assertive responses. A client who is anxious about dating might record 
social contacts with potential dating partners. To measure the effects of treatment, clini-
cians may encourage clients to engage in a baseline period of self-monitoring before treat-
ment is begun. Today, clinicians are turning to the use of handheld electronic devices, 
such as smart phones, to help clients track specific behaviors (see the Closer Look section 
on smart phones later).

Self-monitoring, though, is not without its disadvantages. Some clients are unreli-
able and do not keep accurate records. They become forgetful or sloppy, or they under-
report undesirable behaviors, such as overeating or smoking, because of embarrassment or 
fear of criticism. To offset these biases, clinicians may, with clients’ consent,  corroborate 
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the accuracy of self-monitoring by gathering information from other parties, such as 
 clients’ spouses. Private behaviors such as eating or smoking alone cannot be corroborated 
in this way, however. Sometimes other means of corroboration, such as physiological 
measures, are available. For example, blood alcohol levels can be used to verify self-reports 
of alcohol use, or analysis of carbon monoxide levels in clients’ breath samples can be used 
to corroborate reports of abstinence from smoking.

Recording undesirable behaviors may make people more aware of the need to 
change them. Thus, self-monitoring can be put to therapeutic use if it leads to adaptive 
behavioral changes, such as focusing attention of people in weight management programs 
on the calorie contents of foods they consume. However, self-monitoring alone may 
not be sufficient to produce desired behavioral changes. Motivation to change and skills 
needed to make behavior changes are also important.

a ClOseR look

Symptom Monitoring Enters the Smartphone Era

Therapists are now using smartphones to monitor their 
clients’ problem behaviors and symptoms on a real-time 
basis. Therapists are tweeting and texting or otherwise 

prompting their patients to report on their moods, symptoms, 
and drug and tobacco use in their day-to-day life (Aguilera & 
Muñoz, 2011; Ehrenreich, Righter, Rocke, Dixon, & Himelhoch, 
2011; Swendsen Ben-Zeev, & Granholm, 2010; Yager, 2011). In 
a recent example, patients with eating disorders reported about 
their symptoms by texting their therapists, who then provided 
them with tailored feedback and suggestions (Bauer, Okon, 
Meermann, & Kordy, 2012). In another example, a compulsive 
hoarder whose house was cluttered with mountains of books, 
magazines, cardboard boxes, and other assorted items, sent 
digital pictures of her living space so that her therapist could 
monitor her progress (Eonta et al., 2011).

Therapy apps are making treatment resources available on 
smart phones for a wide range of problems, including anxiety 
and depression (Carey, 2012; Clough & Casey, 2011; Kazdin & 
Blasé, 2011; Shapiro et al., 2010). In one example, therapists 
used an app called Mobile Therapy to prompt clients to report 
on their mood levels at specific times during the day by touch-
ing icons on a mood map on their cell phones (Morris et al., 
2010).

Another example is the PTSD Coach, an app developed by the 
U.S. government to help people with PTSD manage their symp-
toms and to link them to services they may need (Kuehn, 2011b). 
The app is intended to be used as a supplement to regular treat-
ment by a qualified professional.

In a treatment program for smoking cessation, participants 
texted the word crave to their therapists whenever they felt a 
strong craving for cigarettes, prompting the therapists to reply 
with suggestions they could use to resist smoking temptations 
(Free et al., 2011). Field Coach is an app designed to help 
 clients with borderline personality disorder, a type of personality 

 disorder discussed in Chapter 12. This app provides resources 
such as supportive video and audio messages to help patients 
cope with difficult situations they face in their daily lives (Dimeff, 
Paves, Skutch, & Woodcock, 2011). The future promise of ther-
apy apps as therapeutic tools is limited only by the developer’s 
and therapist’s imagination.

The PTSD Coach. The U.S. government has developed an app called 
the PTSD Coach to help PTSD patients manage their symptoms and 
access services they need. Source: U.S. Department of Veterans 
Affairs.
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ANAloGue MeASureS Analogue measures are intended to simulate the setting in 
which the behavior naturally takes place but are carried out in laboratory or controlled 
settings. Role-playing exercises are common analogue measures. Suppose a client has dif-
ficulty challenging authority figures, such as professors. The clinician might describe a 
scene to the client as follows: “You’ve worked very hard on a term paper and received a 
very poor grade, say a D or an F. You approach the professor, who asks, ‘Is there some 
problem?’ What do you do now?” The client’s enactment of the scene may reveal deficits 
in self-expression that can be addressed in therapy or assertiveness training.

The Behavioral Approach Task, or BAT, is a widely used analogue measure of a 
phobic person’s approach to a feared object, such as a snake (e.g., Ollendick, Allen, Benoit, 
& Cowart, 2011; Vorstenbosch, Antony, Koerner, & Boivin, 2011). Approach behavior 
is broken down into levels of response, such as looking in the direction of the snake from 
about 20 feet, touching the box holding the snake, and touching the snake. The BAT pro-
vides direct measurement of a response to a stimulus in a controlled situation. The subject’s 
approach behavior can be quantified by assigning a score to each level of approach. The BAT 
is widely used as a measure of treatment effectiveness based on measuring how much more 
closely the phobic person can approach the feared object during the course of treatment.

BehAvIorAl rATING SCAleS A behavioral rating scale is a checklist that provides 
information about the frequency, intensity, and range of problem behaviors. Behavioral 
rating scales differ from self-report personality inventories, in that items assess specific 
behaviors rather than personality characteristics, interests, or attitudes.

Behavioral rating scales are often used by parents to assess children’s problem 
behaviors. The Child Behavior Checklist (CBCL) (Achenbach & Dumenci, 2001; Ang 
et al., 2011), for example, asks parents to rate their children on more than 100 specific 
problem behaviors, including the following:

❒ refuses to eat
❒ is disobedient
❒ hits
❒ is uncooperative
❒ destroys own things

The scale yields an overall problem-behavior score and subscale scores on dimen-
sions such as delinquency, aggressiveness, and physical problems. The clinician can com-
pare the child’s score on these dimensions with norms based on samples of age-mates.

Cognitive Assessment
Cognitive assessment involves measurement of cognitions—
thoughts, beliefs, and attitudes. Cognitive therapists believe that peo-
ple who hold self-defeating or dysfunctional cognitions are at greater 
risk of developing emotional problems, such as depression, in the face 
of stressful or disappointing life experiences. They help clients replace 
dysfunctional thinking patterns with self-enhancing, rational thought 
patterns.

Several methods of cognitive assessment have been devel-
oped. One of the most straightforward is the thought record or diary. 
Depressed clients may carry such diaries to record dysfunctional 
thoughts as they arise. In early work, Aaron Beck (Beck, Rush, Shaw, 

& Emery, 1979) designed a thought diary, a daily record of dysfunctional thoughts, to 
help clients identify thought patterns connected with troubling emotional states. Each 
time the client experiences a negative emotion, such as anger or sadness, the client makes 
entries to identify

1. the situation in which the emotional state occurred;
2. the automatic or disruptive thoughts that passed through the client’s mind;

Behavioral approach task. One form of 
behavioral assessment of phobia involves 
measurement of the degree to which the 
person can approach or interact with the 
phobic stimulus. Here, we see a woman with a 
snake phobia reach out to touch a (harmless) 
snake. Other people with snake phobia would 
not be able to touch the snake or even remain 
in its presence unless it was securely caged.
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3. the type or category of disordered thinking that the automatic thought(s) repre-
sented (e.g., selective abstraction, overgeneralization, magnification, or absolutist 
thinking—see Chapter 2);

4. a rational response to the troublesome thought;
5. the emotional outcome or final emotional response.

A thought diary can become part of a treatment program in which the client learns 
to replace dysfunctional thoughts with rational alternative thoughts.

The Automatic Thoughts Questionnaire (ATQ-30-Revised) (Hollon & Kendall, 
1980) asks people to rate both the frequency of occurrence and the strength of belief asso-
ciated with 30 automatic negative thoughts. (Automatic thoughts seem to just pop into 
our minds.) Sample items on the ATQ include the following:

•	 I don’t think I can go on.

•	 I hate myself.

•	 I’ve let people down.
A total score is obtained by summing the frequencies of occurrence of each item. 

Higher scores are suggestive of depressive thought patterns. Items similar to those found 
on the ATQ are shown in Table 3.6. The ATQ is widely used to measure changes in cog-
nitions of depressed people undergoing treatment, especially cognitive-behavioral therapy 
(e.g., Hamilton et al., 2012).

Another cognitive measure, the Dysfunctional Attitudes Scale (DAS) (A. N. 
Weissman & Beck, 1978), consists of an inventory of a relatively stable set of underlying 
attitudes or assumptions associated with depression. Examples include, “I feel like I’m 
nothing if someone I love doesn’t love me back.” Subjects use a 7-point scale to rate the 
degree to which they endorse each belief. The DAS taps underlying assumptions believed 
to predispose individuals to depression, so it may be useful in detecting vulnerability to 
depression (Chioqueta & Stiles, 2007).

Cognitive assessment opens a new domain to the psychologist in understand-
ing how disruptive thoughts are related to abnormal behavior. Only in the past two 
decades or so have cognitive and cognitive-behavioral therapists begun to explore what 

table 3.6 

Items Similar to Those on the Automatic  
Thoughts Questionnaire

Negative automatic thoughts such as those shown below may pop into a person’s head 
and have a depressing effect on the person’s mood and level, such as those shown  
below, of motivation. Therapists use questionnaires such as the ATQ to help clients 
identify their automatic thoughts and replace them with rational alterative thoughts.

•  I’m a loser.
•  I wonder what’s the matter with me.
•  I think the worst is about to happen.
•  What’s wrong with me?.
•  Things always go wrong. 
•  I’m just worthless. 
•  I’m incompetent. 
•  I wish I were someone else.
•  I think I’m going to fail.
•  I’m just not as good as other people. 
•  I’m never going to succeed.
•  I’m really disappointed in myself.

Source: Adapted from Hollon & Kendall (1980).
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B. F. Skinner labeled the black box—people’s internal states—to learn how thoughts and 
attitudes influence emotional states and behavior.

The behavioral objection to cognitive techniques is that clinicians have no direct 
means of verifying clients’ subjective experiences, their thoughts and beliefs. These 
are private experiences that can be reported but not observed and measured directly. 
However, even though thoughts remain private experiences, reports of cognitions in 
the form of rating scales or checklists can be quantified and validated by reference to 
external criteria.

Physiological Measurement
Physiological assessment is the study of people’s physiological responses. Anxiety, 
for example, is associated with arousal of the sympathetic division of the autonomic 
nervous system (see Chapter 2). Anxious people therefore show elevated heart rates 
and blood pressure, which can be measured directly by means of the pulse and a blood 
pressure cuff. People also sweat more heavily when they are anxious. When we sweat, 
our skin becomes wet, increasing its ability to conduct electricity. Sweating can be mea-
sured by means of the electrodermal response or galvanic skin response (GSR). (Galvanic 
is named after the Italian physicist and physician Luigi Galvani, who was a pioneer in 
research in the study of electricity.) Measures of the GSR assess the amount of electric-
ity that passes through two points on the skin, usually of the hand. Researchers assume 
the person’s anxiety level correlates with the amount of electricity conducted across 
the skin.

The GSR is just one example of a physiological response measured through probes 
or sensors connected to the body. Another example is the electroencephalograph (EEG), 
which measures brain waves by attaching electrodes to the scalp (Figure 3.6).

Changes in muscle tension are also often associated with states of anxiety or 
tension. They can be detected through the electromyograph (EMG), which moni-
tors muscle tension through sensors attached to targeted muscle groups. Placement 
of EMG probes on the forehead can indicate muscle tension associated with tension 
headaches.

BrAIN-IMAGING AND reCorDING TeChNIQueS Advances in medical technology 
have made it possible to study the workings of the brain without the need for surgery. 
One of the most common is the EEG, which is a record of the electrical activity of the 
brain. The EEG detects minute amounts of electrical activity in the brain, or brain waves, 
which are conducted between electrodes placed on the scalp. Certain brain wave patterns 
are associated with mental states such as relaxation and with the different stages of sleep. 
The EEG is used to examine brain wave patterns associated with psychological disorders, 
such as schizophrenia, and with brain damage. The EEG is also used by medical personnel 
to reveal brain abnormalities such as tumors.

Brain-imaging techniques generate images that reflect the structure and function-
ing of the brain. In a computed tomography (CT) scan, a narrow X-ray beam is aimed 
at the head (Figure 3.7). The radiation that passes through is measured from multiple 
angles. The CT scan (also called a CAT scan, for computerized axial tomography) reveals 
abnormalities in brain shape and structure that may be suggestive of lesions, blood clots, 
or tumors. The computer enables scientists to integrate the measurements into a three-
dimensional picture of the brain. Evidence of brain damage that was once detectable only 
by surgery may now be displayed on a monitor. T / F

Another imaging method, positron emission tomography (PET) scan, is used to 
study the functioning of various parts of the brain (Figure 3.8). In this method, a small 
amount of a radioactive compound or tracer is mixed with glucose and injected into 
the bloodstream. When it reaches the brain, patterns of neural activity are revealed by 

figure 3.6 
The electroencephalograph (eeG). The 
EEG can be used to study differences in 
brain waves between groups of normal 
people and people with problems such as 
schizophrenia or organic brain damage.

truth OR fiction

Despite advances in technology, 
physicians today must still perform 
surgery to study the workings of the 
brain.

 FALSE Advances in brain-imaging 
techniques make it possible to observe 
the workings of the brain without 
invasive surgery.
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measurement of the positrons—positively charged particles—emit-
ted by the tracer. The glucose metabolized by parts of the brain 
generates a computer image of  neural activity. Areas of greater 
activity metabolize more glucose. The PET scan has been used to 
learn which parts of the brain are most active (metabolize more 
glucose) when we are listening to music, solving a math problem, 
or using language. It can also be used to reveal abnormalities in 
brain activity in people with schizophrenia (see Chapter 11).

A third imaging technique is magnetic resonance imaging 
(MRI). In MRI, the person is placed in a donut-shaped tunnel that 
generates a strong magnetic field. The basic idea of the MRI, in the 
words of its inventor, is to stuff a human being into a large magnet 
(Weed, 2003). Radio waves of certain frequencies are then directed 
at the head. As a result, the brain emits signals that can be measured 
from several angles. As with the CT scan, the signals are integrated 
into a computer-generated image of the brain, which can reveal 
brain abnormalities associated with psychological disorders, such as 
schizophrenia and obsessive–compulsive disorder. T / F

A type of MRI, called functional magnetic resonance imaging 
(fMRI), is used to identify parts of the brain that become active 
when people engage in particular tasks, such as seeing, recall-
ing from memory, or speaking (see Figure 3.9). The fMRI tracks 
demands for oxygen in different parts of the brain, which reveals 
their relative level of activity or engagement during particular tasks. 
In an illustration of an fMRI study, investigators found that when 
cocaine-addicted subjects experienced cocaine cravings, their brains 
showed greater activity in areas that become engaged when healthy 
subjects watch depressing videotapes (Wexler et al., 2001). This 
suggests that feelings of depression may be involved in triggering 
drug cravings. T / F

figure 3.7 
The computed tomography (CT) scan. The CT scan aims a 
narrow X-ray beam at the head, and the resultant radiation is 
measured from multiple angles as it passes through. The computer 
enables researchers to consolidate the measurements into a three-
dimensional image of the brain. The CT scan reveals structural 
abnormalities in the brain that may be implicated in various 
patterns of abnormal behavior.

figure 3.8 
The positron emission tomography (PeT) 
scan. These PET scan images suggest 
differences in the metabolic processes of 
the brains of people with depression and 
schizophrenia and controls who are free of 
psychological disorders.

truth OR fiction

Undergoing an MRI scan is like being 
stuffed into a large magnet. 

 TRUE The MRI is like a large 
magnet that generates a strong 
magnetic field  that  can be used to 
create images of the brain when radio 
waves are directed toward the head.
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figure 3.10 
Mapping the electrical activity of the brain. By placing electrodes on the scalp (left), 
researchers can use the EEG to record electrical activity in various regions of the brain. The 
left column of the brain scans (right) shows the average level of electrical activity in the brains 
of 10 normal people (controls) at four time intervals. The right column shows the average 
level of activity of subjects with schizophrenia during the same intervals. Higher activity levels 
are represented in increasing order by yellows, reds, and whites. The computer-generated 
image in the bottom center summarizes differences in activity levels between the brains of 
normal subjects and those with schizophrenia. Areas of the brain depicted in blue show small 
differences between the groups. White areas represent larger differences.

Finally, investigators also use sophisticated EEG recording techniques to provide a  
picture of the electrical activity of various parts of the brain in people with schizophrenia 
and other psychological disorders. As you can see in Figure 3.10, multiple electrodes are 
attached to various areas on the scalp to feed information about a person’s brain  activity 

figure 3.9 
Functional Magnetic resonance Imaging 
(fMrI). An fMRI is a specialized type of 
MRI that allows investigators to determine 
the parts of the brain that are activated 
during particular tasks. The areas depicted 
in orange/red are activated during a task in 
which the person is instructed to indicate 
whether two words in a word pair match. 
The large area of orange/red in the left 
hemisphere (depicted here on the right) 
corresponds to a part of the cerebral cortex 
involved in processing language.

truth OR fiction

Cocaine cravings in people addicted to 
cocaine have been linked to parts of the 
brain that are normally activated during 
pleasant emotions.

 FALSE Just the opposite was the 
case. Cravings were associated with 
activation of parts of the brain that 
normally become active when watching 
depressing videotapes.
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3.8 Describe the role 
of sociocultural factors in 
psychological assessment.

a ClOseR look

Can Brain Scans See Schizophrenia?

The answer is … not yet, but efforts in this direction are 
well under way (e.g., Bullmore, 2012; Ehlkes, Michie, & 
Schall, 2012). Scientists hope that brain scans will help 

clinicians better diagnose and treat psychological disorders 
such as mood disorders, schizophrenia, and attention-deficit/
hyperactivity disorder. Investigators are looking for telltale signs 
in brain scans of psychiatric patients, in much the same way that 
physicians today use imaging techniques to reveal the presence 
of tumors, tissue injuries, and brain damage. T / F

Early enthusiasm in the mental health community that brain 
scans would herald a new era in the diagnosis of psychological 
problems proved to be premature. Dr. Steven Hyman, Harvard 
University professor and former director of the National Institute 
of Mental Health, explained it this way: “I think that, with some 
notable exceptions, the community of scientists was excessively 
optimistic about how quickly imaging would have an impact on 
psychiatry … In their enthusiasm, people forgot that the human 
brain is the most complex object in the history of human inquiry, 
and it’s not at all easy to see what’s going wrong” (Carey, 2005).

One of the problems facing investigators is that signs of brain 
abnormalities in such disorders as schizophrenia are subtle or fall 
within a normal range of variation in the general population. Some 
abnormalities also occur in other disorders. However, there is 
emerging evidence of identifiable brain abnormalities that might 
be detected by brain scans in the early phases of schizophrenia 
(Ehlkes, Michie, & Schall, 2012). Investigators are now trying to 
lock down specific indicators of these brain abnormalities using 
sophisticated brain imaging techniques. Looking ahead, it is con-
ceivable that brain scans will someday be used as widely in diag-
nosing schizophrenia as they are today in diagnosing brain tumors.

Which of these brain scans shows schizophrenia? We can’t yet say, 
but investigators hope they will someday be able to diagnose mental 
disorders such as schizophrenia and depression by using brain scans to 
detect telltale signs of the disorders.

to a computer. The computer analyzes the signals and displays a vivid image of the elec-
trical activity of the  working brain. In later chapters, we will see how modern imaging 
techniques further scientists’ understanding of different types of psychological disorders.

Might brain scans be used to diagnose mental disorders? We consider this intrigu-
ing question in the A Closer Look section. T / F

Sociocultural Factors in Psychological  
Assessment
Researchers and clinicians must keep sociocultural and ethnic factors of clients in mind 
when assessing personality traits and psychological disorders. For example, in testing peo-
ple from other cultures, careful translations are essential to capture the meanings of the 
original items. Clinicians also need to recognize that assessment techniques that may be 
reliable and valid in one culture may not be in another, even when they are translated 
accurately (Cheung, Kwong, & Zhang, 2003).
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Researchers need to disentangle psychopathology from sociocultural factors so as 
not to introduce cultural biases in assessment. Translations of assessment instruments 
should not only translate words, but also provide instructions that encourage examiners 
to address the importance of cultural beliefs, norms, and values, so that examiners will 
consider the client’s background when making assessments of abnormal behavior pat-
terns. Examiners need to ensure they are not labeling cultural differences in beliefs or 
practices as evidence of abnormal behaviors.

Investigators also need to put psychological instruments under a cultural micro-
scope. For example, the Beck Depression Inventory (BDI), an inventory of depressive 
symptoms used widely in the United States, has good validity when used with ethnic 
minority groups in the United States and in other cultures in the world in distinguish-
ing between depressed and nondepressed people (Grothe et al., 2005; Yeung et al., 
2002). A recent study in China that showed that the MMPI-2 was able to predict the 
level of adjustment of recruits to army life in the Chinese military (Xiao, Han, & Han, 
2011). 

Other investigators have found no evidence of clinically significant cultural bias 
on the MMPI-2 in comparing African American and European American (non-Hispanic 
White) patients in outpatient and inpatient settings (Arbisi, Ben-Porath, & McNulty, 2002). 
In other research, investigators found that the MMPI-2 was sensitive to detecting problem 
behaviors and symptoms in American Indian tribal members (Greene, Robin, Albaugh, 
Caldwell, & Goldman., 2003; Robin, Greene, Albaugh, Caldwell, & Goldman, 2003).

Therapists must recognize the importance of considering clients’ language prefer-
ences when conducting multicultural assessments. Meanings can get lost in translation, 
or worse, distorted. For example, Spanish-speakers are often judged to be more disturbed 
when interviewed in English than in Spanish (Fabrega, 1990). Therapists, too, may fail 
to appreciate the idioms and subtleties of different languages. We recall, for instance, 
one clinician, a foreign-born and -trained psychiatrist whose native language was not 
English, reporting that a patient had exhibited the delusional belief that he was outside 
his body. The clinician based this assessment on the patient’s response when asked if he 
was feeling anxious. “Yes, doc,” the patient had replied, “I feel like I’m jumping out of 
my skin at times.”

truth OR fiction

Advances in brain scanning allow 
physicians to diagnose schizophrenia 
with an MRI scan.

 FALSE Not yet, but perhaps 
one day we will be able to diagnose 
psychological disorders by using  
brain-imaging techniques.
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how Are Abnormal Behavior Patterns  
Classified?
3.1 Describe the key features of the DSM system of diagnos-
tic classification.
The DSM, now in its fifth edition (the DSM-5), classifies a wide 
range of abnormal behavior patterns in terms of categories of mental 
disorders and identifies specific types of disorders within each cat-
egory that are diagnosed on the basis of applying specified criteria.

3.2 Describe the concept of culture-bound syndromes and 
identify some examples.
Culture-bound syndromes are abnormal behavior patterns found 
exclusively or predominantly in particular cultures. Examples include 
the Koro syndrome in China and the dhat syndrome in India.

3.3 explain why the new edition of the DSM, the DSM-5, is 
 controversial.
Many concerns have been raised about the DSM-5, including 
concerns over the expansion of diagnosable disorders, changes in 
 classification of mental disorders, changes in diagnostic criteria for 
 particular disorders, and lack of research evidence during the process 
of development.

3.4 evaluate the DSM system in terms of its strengths and 
weaknesses.
The major strength of the DSM system is the use of specified diag-
nostic criteria for each disorder. Weaknesses include questions about 
reliability and validity of certain diagnostic categories and, to some, 
the adoption of a medical model framework for classifying abnormal 
behavior patterns.

Standards of Assessment
3.5 Describe the standards of clinical assessment.
Methods of assessment must be reliable and valid. Reliability of 
assessment techniques is shown in various ways, including internal 
consistency, test–retest reliability, and interrater reliability. Validity 
is measured by means of content validity, criterion validity, and con-
struct validity.

Methods of Assessment
3.6 Describe the major methods used in clinical assessment: 
the clinical interview, psychological tests, neuropsychological 
assessment, behavioral assessment, cognitive assessment, and 
 physiological measurement.
The clinical interview involves the use of a set of questions designed 
to elicit relevant information from people seeking treatment. The 

three major types of clinical interviews are unstructured interviews 
(clinicians use their own style of questioning rather than follow a 
particular script), semistructured interviews (clinicians follow a pre-
set outline in directing their questioning but are free to branch off in 
other directions), and structured interviews (clinicians strictly follow 
a preset order of questions).

Psychological tests are structured methods of assessment used to 
evaluate reasonably stable traits such as intelligence and personality. Tests 
of intelligence, such as the Wechsler scales, are used for various purposes 
in clinical assessment, including determining evidence of intellectual dis-
ability or cognitive impairment, and assessing strengths and weaknesses.

Neuropsychological assessment involves the use of psychological 
tests to indicate possible neurological impairment or brain defects. 
The Halstead-Reitan Neuropsychological Battery uncovers skill defi-
cits that are suggestive of underlying brain damage.

Methods of behavioral assessment include behavioral interview-
ing, self-monitoring, use of analogue or contrived measures, direct 
observation, and behavioral rating scales. The behavioral examiner 
may conduct a functional analysis, which relates the problem behav-
ior to its antecedents and consequences.

Cognitive assessment focuses on the measurement of thoughts, 
beliefs, and attitudes to help identify distorted thinking patterns. 
Specific methods of assessment include the use of a thought record 
or diary and the use of rating scales such as the Automatic Thoughts 
Questionnaire and the Dysfunctional Attitudes Scale.

Measures of physiological functioning include heart rate, blood 
pressure, galvanic skin response, muscle tension, and brain wave 
activity. Brain-imaging and recording techniques such as EEG, CT 
scans, PET scans, and MRI and fMRI, probe the inner workings and 
structures of the brain.

3.7 Describe objective and projective personality tests  
and evaluate their usefulness.
Objective personality tests, such as the MMPI, use structured items to 
measure psychological characteristics or traits, such as anxiety, depres-
sion, and masculinity-femininity. These tests are considered objec-
tive in the sense that they make use of a limited range of possible 
responses to items and are based on an empirical, or objective, method 
of test construction. Objective tests are easy to administer and have 
high reliability because the limited response options permit objective 
scoring. However, they may be limited by underlying response biases. 
Projective personality tests, such as the Rorschach and TAT, require 
subjects to interpret ambiguous stimuli in the belief their answers may 
shed light on their unconscious processes. However, the reliability and 
validity of projective techniques continue to be debated.

Sociocultural Factors of Psychological 
Assessment
3.8 Describe sociocultural factors in psychological assessment.
Tests that are reliable and valid in one culture may not be so when 
used with members of another culture, even when they are trans-
lated accurately. Examiners also need to protect against cultural 
biases when evaluating people from other ethnic or cultural back-
grounds. For example, they need to ensure they do not label behav-
iors as abnormal that are normative within the person’s own cultural 
or  ethnic group.

summing up3
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On the basis of your reading of this chapter, answer the following 
questions:

• Why is it important for clinicians to take cultural factors into 
account when diagnosing psychological disorders?

• Consider the debate over the use of projective tests. Do you 
believe that a person’s response to inkblots or other unstructured 
stimuli might reveal aspects of that person’s underlying personal-
ity? Why or why not?

• Have you ever taken a psychological test, such as an intelli-
gence test or a personality test? What was the experience like? 
What, if anything, did you learn about yourself from the testing 
 experience?

• Jamie complains of feeling depressed since the death of her 
brother in a car accident last year. What methods of assessment 
might a psychologist use to evaluate her mental condition?
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learning objectives
4.1 

Evaluate the effects of stress on health.

4.2 
Identify and describe the stages of 
the general adaptation syndrome.

4.3 
Evaluate evidence on the relationship 

between life changes and 
psychological and physical health.

4.4 
Evaluate the role of acculturative 

stress in psychological adjustment.

4.5 
Identify psychological factors that 

moderate the effects of stress.

4.6 
Define the concept of an adjustment 

disorder and describe the key 
features of this disorder.

4.7 
Describe the key features of acute stress 

disorder and posttraumatic stress disorder.

4.8 
Describe ways of understanding 

and treating PTSD.

4

“Is there a problem?” I (J. Nevid) asked as I entered my classroom at St. John’s University 
in Queens, New York, on the morning of September 11, 2001. Many years have passed 
since that terrible day, but my memory remains vivid. The students were gathered around 
the window. None replied, but one pointed out the window with a pained expression on 
her face that I’ll never forget. Moments later, I saw for myself the smoke billowing out of 
one of the towers of the World Trade Center, clearly visible some 15 miles to the west. 
Then the second tower suddenly burst into flames. We watched in stunned silence. Then 
the unthinkable occurred. Suddenly one tower was gone and then the other. A student 
who had come into the room asked, “Where are they?” Another answered that they were 
gone. The first replied, “What do you mean, gone?”

We watched from a distance the horror that we knew was unfolding. But many 
other New Yorkers experienced the World Trade Center disaster firsthand, including 
thousands like New York City police officer Terri Tobin, who risked their lives to save 
others. Here, Officer Tobin tells of her experience:

truth OR fiction

T  F   Surprisingly, stress makes you more resistant to the common cold. (p. 134)

T  F   As you are reading this page, millions of microscopic warriors in your body are 
conducting search-and-destroy missions to find and eradicate foreign invaders. 
(p. 134)

T  F   Writing about traumatic experiences may be good for your physical and  
emotional health. (p. 135)

T  F   Immigrant groups show better psychological adjustment when they  
forsake their cultural heritage and adopt the values of the host culture.  
(p. 140)

T  F   If concentrating on your schoolwork has become difficult because of the 
breakup of a recent romance, you could be experiencing a psychological  
disorder. (p. 146)

T  F   Exposure to combat is the most common trauma linked to posttraumatic stress 
disorder (PTSD). (p. 150)

“I” “Go! It’s Coming Down”
Then I saw people running toward me, and they were screaming. “Go! Go! It’s coming 
down!” Just for a second, I looked up and saw it. I thought, I’m not going to outrun 
this. But then I thought, Maybe I can make it back to my car and jump in the back seat. 
Before I could make a move, the force of the explosion literally blew me out of my 
shoes. It lifted me up and propelled me out, over a concrete barrier, all the way to the 
other side of the street. I landed face-first on a grassy area outside the Financial Center, 
and after I landed there, I just got pelted with debris coming out of this big black cloud.

And then I felt it, but what sticks with me is hearing it: The whomp of my hel-
met when I got hit in the head. The helmet literally went crack, split in half, and fell off 
my head. I realized then that I’d just taken a real big whack in the head. I felt blood 
going down the back of my neck, and when I was able to reach around, I felt this 
chunk of cement sticking out three or four inches from the back of my head. It was 
completely embedded in my skull.
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Then it got pitch black, and I thought, I must have been knocked unconscious, 
because it’s totally black. But then I thought, I wouldn’t be thinking about how black 
it is if I’m unconscious. And it was really hard to breathe. All I heard were people 
screaming. Screaming bloody murder. All sorts of cries. At that moment, I thought, 
This is it. We’re all going to die on the street.

From Hagen & Carouba, 2002

Exposure to stress, especially traumatic stress like that experienced by many thousands 
of people on 9/11, can have profound and enduring effects on our mental and physical 
health. This chapter focuses on the effects of stress on the mind and body, including stress 
associated with everyday life experiences as well as traumatic forms of stress.

Many sources of stress are psychological or situational in nature, such as stress 
associated with holding down a job (or two), preparing for exams, balancing the family 
budget, or caring for a sick child or loved one. These and other sources of stress can have 
profound effects on our physical and emotional health. Psychologists who study interre-
lationships between psychological factors, including stress, and physical health are called 
health psychologists.

Before we begin to examine the effects of stress, let us define our terms. The term 
stress refers to pressure or force placed on a body. In the physical world, tons of rock 
that crash to the ground in a landslide, for example, cause stress on impact, forming 
indentations or craters when they land. In psychology, we use the term stress to refer to 
pressures or demands placed on organisms to adapt or adjust. A stressor is a source of 
stress. Stressors (or stresses) include psychological factors, such as examinations in school 
and problems in social relationships, and life changes, such as the death of a loved one, 
divorce, or a job termination. They also include daily hassles, such as traffic jams, and 
physical environmental factors, such as exposure to extreme temperatures or noise levels. 
The term stress should be distinguished from distress, which refers to a state of physical or 
mental pain or suffering. Some amount of stress is probably healthy for us; it helps keep 
us active and alert. But stress that is prolonged or intense can overtax our coping ability 
and lead to states of emotional distress, such as anxiety or depression, and to physical 
complaints, such as fatigue and headaches.

Stress is implicated in a wide range of physical and psychological problems. We 
begin our study of the effects of stress by discussing relationships between stress and 
health. We then examine stress-related psychological disorders that involve maladaptive 
reactions to stress.

Stress and Health
Psychological sources of stress not only diminish our capacity for adjustment but also may 
adversely affect our health. Many visits to physicians, perhaps even most, can be traced to 
stress-related illness. Stress is associated with an increased risk of various types of physical 
illnesses, ranging from digestive disorders to heart disease. 

Many Americans feel that the level of stress in their lives is on the rise. According 
to a recent nationwide study by the American Psychological Association, nearly half of 
Americans polled reported that their level of stress had increased during the preceding five 
years; about one in three said they face extreme levels of stress (American Psychological 
Association, 2007a, 2007b, 2010). Americans recognize that stress is taking its toll. Many 
say they are experiencing psychological symptoms, such as irritability or anger, and physi-
cal symptoms such as fatigue as a result or stress (see Figure 4.1).

The field of psychoneuroimmunology studies relationships between psychological 
factors, especially stress, and the workings of the immune system (Kiecolt-Glaser, 2009). 
Here, we examine what scientists have learned about these relationships.

4.1 Evaluate the effects 
of stress on health.
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Stress and the Endocrine System
Stress has a domino effect on the endocrine system, the body’s system of glands that 
release their secretions, called hormones, directly into the bloodstream. (Other glands, 
such as the salivary glands that produce saliva, release their secretions into a system of 
ducts.) Figure 4.2 shows the major endocrine glands, which are distributed throughout 
the body.

Several endocrine glands are involved in the body’s response to stress. First, the 
hypothalamus, a small structure in the brain, releases a hormone that stimulates the nearby 
pituitary gland to secrete the adrenocorticotrophic hormone (ACTH). ACTH, in turn, 
stimulates the adrenal glands, which are located above the kidneys. Under the influence 
of ACTH, the outer layer of the adrenal glands, called the adrenal cortex, releases a group 
of hormones called cortical steroids (cortisol and cortisone are examples). Cortical steroids 
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figure 4.1 
Psychological and physical symptoms resulting from stress. Americans report a range of symptoms resulting from stress, 
including both psychological symptoms such as irritability, anger, and nervousness, and physical symptoms, such as fatigue, 
headaches, and upset stomach. How does stress affect you?

Source of data: Adapted from American Psychological Association (2010). Stress in America 2011: Executive summary. Retrieved from 
http://www.apa.org/news/press/releases/stress-exec-summary.pdf.
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(also called corticosteroids) have a number of functions in the body. They 
boost resistance to stress, foster muscle development, and induce the liver 
to release sugar, which provides needed bursts of energy for responding 
to a threatening stressor (e.g., a lurking predator or assailant) or an emer-
gency situation. They also help the body defend against allergic reactions 
and inflammation.

The sympathetic branch of the autonomic nervous system, or 
ANS, stimulates the inner layer of the adrenal glands, called the adre-
nal medulla, to release a mixture of epinephrine (adrenaline) and norepi-
nephrine (noradrenaline). These chemicals function as hormones when 
released into the bloodstream. Norepinephrine is also produced in the 
nervous system, where it functions as a neurotransmitter. Together, epi-
nephrine and norepinephrine mobilize the body to deal with a threat-
ening stressor by accelerating the heart rate and stimulating the liver to 
release stored glucose (a form of sugar used as fuel by cells in the body). 
The stress hormones produced by the adrenal glands help the body pre-
pare to cope with an impending threat or stressor. Once the stressor has 
passed, the body returns to a normal state. This is perfectly normal and 
adaptive. However, when stress is enduring or recurring, the body regu-
larly pumps out stress hormones and mobilizes other systems, which over 
time can tax the body’s resources and impair health (Gabb, Sonderegger, 
Scherrer, Ehlert, 2006; Kemeny, 2003). Chronic or repetitive stress can 
damage many bodily systems, including the cardiovascular system (heart 
and arteries) and the immune system.

Stress and the Immune System
Given the intricacies of the human body and the rapid advance of sci-
entific knowledge, we might consider ourselves dependent on highly 
trained medical specialists to contend with illness. However, our bodies 
cope with most diseases on their own, through the functioning of the 
immune system.

The immune system is the body’s system of defense against dis-
ease. Your body is constantly engaged in search-and-destroy missions 
against invading microbes, even as you’re reading this page. Millions of 
white blood cells, or leukocytes, are the immune system’s foot soldiers 
in this microscopic warfare. Leukocytes systematically envelop and kill 
pathogens such as bacteria, viruses, and fungi, worn-out body cells, and 
cells that have become cancerous.

Leukocytes recognize invading pathogens by their surface frag-
ments, called antigens, literally antibody generators. Some leukocytes pro-
duce antibodies, specialized proteins that lock into position on an antigen, 
marking it for destruction by specialized “killer” lymphocytes that act like 
commandos on search-and-destroy missions (Greenwood, 2006; Kay, 
2006). T / F

Special “memory lymphocytes” (lymphocytes are a type of leuko-
cyte) are held in reserve rather than marking foreign bodies for destruc-
tion or going to war against them. They can remain in the bloodstream 
for years and form the basis for a quick immune response to an invader 
the second time around (Jiang & Chess, 2006).

Occasional stress may not impair our health, but persistent or 
prolonged stress can eventually weaken the body’s immune system (Fan 
et al., 2009; Kemeny, 2003). A weakened immune system increases our 
susceptibility to many illnesses, including the common cold and the flu, 
and may increase the risk of developing chronic diseases, including cancer.

figure 4.2 
Major glands of the endocrine system. The glands of the 
endocrine pour their secretions—called hormones—directly 
into the bloodstream. Although hormones may travel 
throughout the body, they act only on specific receptor sites. 
Many hormones are implicated in stress reactions and various 
patterns of abnormal behavior.          Simulate the Experiment  
The Endocrine System in MyPsychLab

Testes (in the Male)Ovaries (in the Female)

Hypothalamus

Pituitary Gland

Thyroid

Adrenal Glands

Kidneys 

Pancreas

Uterus

The war within. White blood cells, shown here (colored blue) 
attacking and engulfing a pathogen, form the major part of the 
body’s system of defense against bacteria, viruses, and other 
invading organisms.
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Psychological stressors can dampen the response of the 
immune system, especially when the stress is intense or prolonged 
(Segerstrom & Miller, 2004). Even relatively brief periods of stress, 
such as final exam time, can weaken the immune system, although 
these effects are more limited than those associated with chronic or 
prolonged stress. The kinds of life stressors that can take a toll on the 
immune system, leaving us more vulnerable to disease, include mari-
tal conflict, divorce, and chronic unemployment and traumatic stress, 
such as natural disasters and terrorist attacks (e.g., Kiecolt-Glaser, 
McGuire, Robles, Glaser, 2002).

But just how does a psychological factor—stress— translate 
into physical health problems? Scientists believe they have an answer—
inflammation (Cohen et al., 2012: Gouin, Glaser, Malarkey, Beversdorf, 
Kiecolt-Glaser, 2012). Normally, the immune system regulates the 
body’s inflammatory response to infection or injury. Under stress, the 
immune system becomes less capable of toning down the inflamma-
tory response, leading to persistent inflammation that may contribute 

to the development of many physical disorders, including cardiovascular disease, asthma, 
and arthritis (Cohen et al., 2012).

Social support may help moderate or buffer the harmful effects of stress on the 
immune system. Several early studies showed poorer immune system functioning in 
groups with less available social support, such as lonely students and medical and den-
tal students with fewer friends (Glaser, Kiecolt-Glaser, Speicher, Holliday, et al., 1985; 
Jemmott et al., 1983; Kiecolt-Glaser, Speicher, Holliday, Glaser, 1984). The picture 
emerging from this research is that loneliness may be damaging to your health. More 
recent evidence from epidemiological studies supports this view, showing that lonely and 
socially isolated people tend to have shorter life spans and more often suffer from physical 
health problems such as infections and heart disease (Miller, 2011).

Exposure to stress is linked to greater risk of developing the common cold. 
However, investigators found that more sociable people tended to have greater resis-
tance to developing the common cold than their less sociable peers after both groups 
voluntarily received injections of a cold virus (Cohen, Doyle, Turner, Alper, Skoner, 
2003). This result points to a possible role of socialization or social support in buffer-
ing the effects of stress. T / F

We should caution that much of the research in psychoneuroimmunology is cor-
relational. Researchers examine immunological functioning in relation to different indi-
ces of stress, but do not (nor would they!) directly manipulate stress to observe its effect 
on subjects’ immune systems or general health. Correlational research helps scientists bet-
ter understand relationships among variables and may point to possible underlying causal 
factors, but it does not in itself demonstrate causal connections.

Writing About Stress and Trauma as a Coping Response
Expressing our emotions in the form of writing about stressful or traumatic events in our 
lives is a coping response that can have positive effects on both psychological and physical 
health (Frattaroli, 2006). Many research studies show that expressive writing can reduce 
psychological and physical symptoms (e.g., Low, Stanton, & Danoff-Burg, 2006; Sloan, 
Marx, & Epstein, 2005; Sloan, Marx, Epstein, Lexington, 2007). T / F

Scientists don’t yet know how expressive writing produces beneficial effects on 
our health. One possibility is that keeping thoughts and feelings about highly stressful or 
traumatic events tightly under wraps places a burden on the autonomic nervous system, 
which in turn may weaken the immune system and increase susceptibility to stress-related 
disorders. Writing about stress-related thoughts and feelings may lessen their effects on 
the immune system.

Stress and the common cold. Do you find 
that you are more likely to develop a cold 
during stressful times in your life, such as 
around exams? Investigators have found that 
people under severe stress are more likely to 
become sick after exposure to cold viruses.

truth OR fiction

As you are reading this page, millions of 
microscopic warriors in your body are 
conducting search-and-destroy missions 
to find and eradicate foreign invaders.

 TRUE Your immune system is always 
on guard against invading microbes 
and continuously dispatches specialized 
white blood cells to identify and 
eliminate infectious organisms.

truth OR fiction

Surprisingly, stress makes you more 
resistant to the common cold.

 FALSE Stress increases the risk of 
developing a cold.
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Terrorism-Related Trauma
The 9/11 terrorist attacks on America changed everything. Before 9/11, we may have 
felt secure in our homes, offices, and other public places from the threat of terrorism. 
But now, terrorism looms as a constant threat to our safety and sense of security. Still, 
we endeavor to maintain a sense of normalcy in our lives. We travel and attend public 
gatherings, although the ever-present security regulations are a constant reminder of the 
heightened concern about terrorism. Many of us who were directly affected by 9/11 or 
lost friends or loved ones may still be trying to cope with the emotional consequences of 
that day. Many survivors, like those of other forms of trauma, such as floods and torna-
does, may experience prolonged, maladaptive stressful reactions, such as posttraumatic 
stress disorder (PTSD). Evidence from a community-based study in Michigan showed 
that the number of suicide attempts jumped in the months following the 9/11 attacks 
(Starkman, 2006). 

Although most people exposed to traumatic events do not develop PTSD, many 
do experience symptoms associated with the disorder, such as difficulties concentrating 
and high levels of arousal. In more than 60% of households in New York City, parents 
reported that their children were upset by the attacks of 9/11. Since the attacks, many 
Americans have become sensitized to the emotional consequences of traumatic stress. A 
Closer Look on page 136 focuses on coping with trauma-related stress. 

People vary in their reactions to traumatic stress. Investigators trying to pin-
point factors that account for resiliency in the face of stress suggest that positive emo-
tions can play an important role. Evidence gathered since 9/11 shows that experiencing 
positive emotions, such as feelings of gratitude and love, helped buffer the effects of stress 
(Fredrickson, Tugade, Waugh, Larkin, 2003).

The General Adaptation Syndrome
Stress researcher Hans Selye (1976) coined the term general adaptation syndrome 
(GAS) to describe a common biological response pattern to prolonged or excessive 
stress. Selye pointed out that our bodies respond similarly to many kinds of unpleasant 
stressors, whether the source of stress is an invasion of microscopic disease organisms, 
a divorce, or the aftermath of a flood. The GAS model suggests that our bodies, under 
stress, are like clocks with alarm systems that do not shut off until their energy is peril-
ously depleted.

The GAS consists of three stages: the alarm reaction, the resistance stage, and the 
exhaustion stage. Perception of an immediate stressor (e.g., a car that swerves in front of 
you on the highway) triggers the alarm reaction. The alarm reaction mobilizes the body 
to prepare for challenge or stress. We can think of it as the body’s first line of defense 
against a threatening stressor. The body reacts with a complex, integrated response involv-
ing activation of the sympathetic nervous system, which increases bodily arousal and trig-
gers release of stress hormones by the endocrine system.

In 1929, Harvard University physiologist Walter Cannon termed this response 
pattern the fight-or-flight reaction. We noted earlier how the endocrine system responds 
to stress. During the alarm reaction, the adrenal glands, controlled by the pituitary gland 
in the brain, pump out cortical steroids and stress hormones that help mobilize the body’s 
defenses (see Table 4.1).

The fight-or-flight reaction most probably helped our early ancestors cope with 
the many perils they faced. The reaction may have been provoked by the sight of a preda-
tor or by a rustling sound in the undergrowth. But our ancestors usually did not experi-
ence prolonged activation of the alarm reaction. Sensitive alarm reactions increased their 
chances of survival: Once a threat was eliminated—they either fought off predators or fled 
quickly—the body reinstated a lower level of arousal; it did not remain for long in a state 
of heightened arousal after the immediate danger was past. In contrast, people today are 
continually bombarded with stressors—everything from battling traffic every workday to 

truth OR fiction

Writing about traumatic experiences 
may be good for your physical and 
emotional health.

 TRUE Talking or writing about 
your feelings can help enhance both 
psychological and physical well-being.

4.2 Identify and describe 
the stages of the general 
adaptation syndrome.

In THE BlEACHERS © 2006 Steve Moore. 
Reprinted with permission of Universal Press 
Syndicate. All rights reserved.
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balancing school and work or rushing from job to job. Consequently, our alarm system is 
turned on much of the time, which may eventually increase the likelihood of developing 
stress-related disorders.

When a stressor is persistent, we progress to the resistance stage, or adap-
tation stage, of the GAS. Endocrine and sympathetic nervous system responses 

table 4.1 

Stress-Related Changes in the Body Associated  
with the Alarm Reaction

Corticosteroids are released.

Epinephrine and norepinephrine are released.

Heart rate, respiration rate, and blood pressure increase.

Muscles tense.

Blood shifts from the internal organs to the skeletal muscles.

Digestion is inhibited.

Sugar is released by the liver.

Blood-clotting ability is increased.

a ClOseR look

Coping with Trauma-Related Stress

P eople normally experience psychological distress in the 
face of trauma. If anything, it would be abnormal to 
remain blasé at a time of crisis or disaster. The American 

Psychological Association offers the following suggestions for 
coping with traumatic experiences.

How Should I Help Myself and My Family?

There are many steps you can take to help restore emotional well-
being and a sense of control following a disaster or other traumatic 
experience, including the following:

•   Give yourself time to adjust. Anticipate that this will be a dif-
ficult time in your life. Allow yourself to mourn the losses you 
have experienced. Try to be patient with changes in your emo-
tional state.

•   Ask for support from people who care about you and who 
will listen and empathize with your situation. But keep in mind 
that your typical support system may be weakened if those 
who are close to you also have experienced or witnessed the 
trauma.

•   Communicate your experience. Communicate in whatever 
ways you feel comfortable with—such as by talking with family 
or close friends, or keeping a diary.

•   Find out about local support groups that often are available. 
Support groups, such as for those who have suffered from 
natural disasters or other traumatic events, can be especially 
helpful for people with limited personal support systems.

•   Try to find groups led by appropriately trained and experi-
enced professionals. Group discussion can help people realize 
that other individuals in the same circumstances often have 
similar reactions and emotions.

•   Engage in healthy behaviors to enhance your ability to cope 
with excessive stress. Eat well-balanced meals and get plenty 
of rest. If you experience ongoing difficulties with sleep, you 
may be able to find some relief through relaxation techniques. 
Avoid alcohol and drugs.

•   Establish or reestablish routines such as eating meals at regu-
lar times and following an exercise program. Take some time 
off from the demands of daily life by pursuing hobbies or 
other enjoyable activities.

•   Avoid major life decisions such as switching careers or jobs if 
possible. These activities tend to be highly stressful.

Stress reactions that linger for two or more months and affect an 
individual’s ability to function in everyday life can be a cause for 
concern. If you or a loved one is experiencing persistent emotional 
effects of traumatic stress, it may be worthwhile to seek professional 
mental health assistance. Assistance is available through your col-
lege health services (for registered students) or through networks 
of trained professionals. For more information or a referral, you may 
contact your local American Red Cross chapter or the American 
Psychological Association at 202-336-5800.

Source: Reprinted from “Managing traumatic stress: Tips for recovering 
from  disasters and other traumatic events,” with permission of the American 
 Psychological Association, http://www.apa.org/helpcenter/recovering-disasters.aspx
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(e.g., release of stress hormones) remain at high levels,  
but not quite as high as during the alarm reaction. During the 
resistance stage, the body tries to renew spent energy and repair 
damage. But when stressors continue or new ones appear, we 
may progress to the final stage of the GAS: the exhaustion 
stage. Although there are individual differences in capac-
ity to resist stress, all of us will eventually exhaust our bodily 
resources. The exhaustion stage is characterized by dominance 
of the parasympathetic branch of the ANS. Consequently, 
our heart and respiration rates decelerate. Do we benefit from 
the respite? Not necessarily. If the source of stress persists, we 
may develop what Selye termed diseases of adaptation. These 
range from allergic reactions to heart disease—and, at times, 
even death. The lesson is clear: Chronic stress can damage our 
health, leaving us more vulnerable to a range of diseases and 
other physical health problems.

Cortical steroids are perhaps one reason that persis-
tent stress may eventually lead to health problems. Although 
cortical steroids help the body cope with stress, they also sup-
press the activity of the immune system. They have negligible 
effects when they are released only periodically. Continuous 
secretion, however, weakens the immune system by disrupting the production of antibod-
ies, which can increase vulnerability to colds and other infections over time.

Although Selye’s model speaks to the general response pattern of the body under 
stress, different bodily responses may occur in response to particular kinds of stressors 
(Denson, Spanovic, & Miller, 2009). For example, exposure to excessive noise may 
invoke different bodily processes than other sources of stress, as might overcrowding or 
psychological stressors such as divorce or separation.

Stress and Life Changes
Researchers have investigated the stress–illness connection by quantifying life stress in 
terms of life changes (also called life events). Life changes are sources of stress because they 
force us to adjust. They include both positive events, such as getting married, and nega-
tive events, such as the death of a loved one. You can gain insight into the level of stressful 
life changes you may have experienced during the past year by completing the College 
Life Stress Inventory on page 138.

People who experience a greater number of life changes are more likely to suf-
fer from psychological and physical health problems than those with fewer life events 
(Dohrenwend, 2006). Again, however, researchers need to be cautious when interpret-
ing these findings. These reported links are correlational and not experimental. In other 
words, researchers did not (and would not!) assign subjects to conditions in which they 
were exposed to either a high or a low level of life changes to see what effects these 
conditions might have on their health over time. Rather, existing data are based on 
observations of relationships, say, between life changes on the one hand and physical 
health problems on the other. Such relationships are open to other interpretations. It 
could be that physical symptoms are sources of stress in themselves and lead to more 
life changes. Physical illness may cause disruptions of sleep or financial burdens, and so 
forth. Hence, in some cases at least, the causal direction may be reversed: Health prob-
lems may lead to life changes. Scientists can’t yet tease out the possible cause-and-effect 
relationships.

Although both positive and negative life changes can be stressful, it is reasonable 
to assume that positive life changes are generally less disruptive than negative life changes. 
In other words, marriage tends to be less stressful than divorce or separation. Or, to put it 
another way, a change for the better may be a change, but it is less of a hassle.

For better or for worse. life changes such 
as marriage and the death of loved ones are 
sources of stress that require adjustment. The 
death of a spouse may be one of the most 
stressful life changes a person ever faces.

4.3 Evaluate evidence on 
the relationship between life 
changes and psychological 
and physical health.
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Acculturative Stress: Making It in America
Should Hindu women who immigrate to the United States give up the sari in favor of 
California casuals? Should Russian immigrants continue to teach their children Russian 
in the home? Should African American children be acquainted with the music and art of 
African peoples? Should women from traditional Islamic societies remove the veil and 
enter the competitive workplace? How do the stresses of acculturation affect the psycho-
logical well-being of immigrants and their families?

4.4 Evaluate the role 
of acculturative stress in 
psychological adjustment.

questionnaire

Going Through Changes

How stressful has your life been lately? life changes or events, such as those listed 
below, can impose a stressful burden on a person’s adjustment.  These life events 
are similar to those reported by samples of college students and are scaled 

according to the level of stress they impose (Renner & Mackin, 1998). Place a checkmark 
next to each event you have experienced during the past year. Then look at the guide at 
the end of the chapter to interpret your score. (check all that apply) 

Low Level of Stress
_______ Registering for classes 
_______ Rushing a fraternity or sorority
_______ Making new friends
_______ Commuting to work or school
_______ Going out on a first date
_______ Beginning a new semester
_______ Dating someone steadily 
_______ Getting sick
_______ Maintaining a stable romantic relationship 
_______ living away from home for the first time 

Medium Level of Stress
_______ Being in a class you hate
_______ Getting involved with drugs 
_______ Having difficulties with a roommate 
_______ Cheating on a boyfriend or girlfriend 
_______ Changing jobs or having hassles at work 
_______ Missing sleep 
_______ Having conflicts with parents 
_______ Moving or adjusting to a new residence 
_______ Experiencing negative consequences from using alcohol or drugs
_______ Having to talk in front of class 

High Level  of Stress
_______ Death of a close friend or family member
_______ Missing an exam because you overslept
_______ Failing a class 
_______ Terminating a long-standing dating relationship
_______ learning that a boyfriend or girlfriend is cheating on you 
_______ Having financial problems
_______ Dealing with a serious illness of a friend or family member
_______ Getting caught cheating 
_______ Being raped
_______ Having someone accuse you of rape
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Sociocultural theorists have alerted us to the importance of 
accounting for social stressors in explaining abnormal behavior. One 
of the primary sources of stress imposed on immigrant groups, or on 
native groups living in the larger mainstream culture, is the need to 
adapt to a new culture. We can define acculturation as the process of 
 adaptation by which immigrants, native groups, and ethnic minority 
groups adjust to the new culture or majority culture through mak-
ing behavioral and attitudinal changes. Acculturative stress is pres-
sure that results from the demands placed on immigrant, native, and 
ethnic minority groups to adjust to life in the mainstream culture. 
Acculturative stress can be a factor among first and second generation 
immigrant groups in emotional problems such as anxiety and depres-
sion (Katsiaficas et al., 2013).

There are two general theories of the relationships between 
acculturation and psychological adjustment. One theory, dubbed the 
melting pot theory, holds that acculturation helps people adjust to liv-
ing in the host culture. From this perspective, Hispanic Americans, for 
example, might adjust better by replacing Spanish with English and adopting the values and 
customs associated with mainstream American culture. A competing theory, the bicultural 
theory, holds that psychosocial adjustment is marked by identification with both traditional 
and host cultures. That is, a person’s ability to adapt to the ways of the new society com-
bined with a supportive cultural tradition and a sense of ethnic identity may predict good 
adjustment. From a bicultural perspective, immigrants maintain their ethnic identity and 
traditional values while learning to adapt to the language and customs of the host culture.

RELATIonSHIPS BETWEEn ACCuLTuRATIon And PSyCHoLoGICAL 
AdjuSTMEnT Relationships between acculturation and psychological adjustment are 
complex. Some research links higher acculturation status to a greater likelihood of devel-
oping psychological problems, whereas other research shows the opposite to be the case. 
First, let’s note some findings from research with Hispanic (Latino) Americans that high-
light psychological effects associated with acculturation:

•	 Increased risk of heavy drinking among women. Evidence shows that highly accul-
turated Hispanic American women are more likely than relatively unaccultur-
ated Hispanic American women to become heavy drinkers (Caetano, 1987). In 
Latin American cultures, men tend to drink much more alcohol than women, 
largely because gender-based cultural prohibitions on drinking constrain alcohol 
use among women. These constraints appear to have loosened among Hispanic 
American women who adopt “mainstream” U.S. attitudes and values.

•	 Increased risk of smoking and sexual intercourse among adolescents. In Latino adoles-
cents, higher levels of acculturation are also linked to increased risks of smoking 
(Ribisl et al., 2000) and engaging in sexual intercourse (Adam, McGuire, Walsh, 
Basta, LeCroy, 2005; Lee & Hahm, 2010).

•	 Increased risk of disturbed eating behaviors. Highly acculturated Hispanic American 
high school girls were found more likely than their less acculturated counterparts to 
show test scores associated with anorexia (an eating disorder characterized by exces-
sive weight loss and fears of becoming fat—see Chapter 8) on an eating attitudes 
questionnaire (Pumariega, 1986). Acculturation apparently made these girls more 
vulnerable to the demands of striving toward the contemporary American ideal of 
the (very!) slender woman. More recently, investigators found that acculturative 
stress was linked to poorer body image and internalization of the thin ideal among 
male and female Hispanic undergraduates in West Texas (Menon & Harter, 2012).

From this evidence, we might gather that acculturation has a negative influence 
on psychological adjustment, perhaps by contributing to an erosion of traditional  

Maintaining ethnic identity. Recent 
immigrants may be better able to cope 
with the stress of adjusting to a new culture 
when they make an effort to adapt while 
maintaining their ties to their traditional 
cultures.
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family networks and values, which in turn may increase susceptibility to psychological 
disorders in the face of stress (Ortega, Rosenheck, Alegría, Desai, 2000). Yet we need 
to balance this view by taking into account other evidence of psychological benefits 
of bicultural identification. People with a bicultural identity seek to adjust to the host 
(American) culture while also maintaining their identity with their traditional cul-
ture. In an early study of elderly Mexican Americans, researchers found that subjects 
who were minimally acculturated showed higher levels of depression than either their 
highly acculturated or their bicultural counterparts (Zamanian et al., 1992). More 
recently, a large-scale study of Native American youth in 67 American Indian tribes 
showed that those who were biculturally competent (i.e., had the ability to adapt to 
both Indian and White cultures) reported lower levels of hopelessness than did those 
with competencies in only one culture or neither culture (LaFromboise, Albright, & 
Harris, 2010).

Why would low acculturation status be linked to increased risk of depression?  
The answer may be that low acculturation status is often a marker for low socio-
economic status (SES). People who are minimally acculturated often face economic  
hardship and tend to occupy the lower strata of socioeconomic status. Social stress 
resulting from financial difficulties, lack of proficiency in the host language, and limited 
economic opportunities add to the stress of adapting to the host culture, all of which 
may contribute to increased risk of depression and other psychological problems (Ayers  
et al., 2009; Yeh, 2003). Not surprisingly, one study found that Mexican Americans 
who were more proficient in English generally had fewer signs of depression and anxi-
ety than did their less-English-proficient counterparts (Salgado de Snyder, 1987). Yet 
socioeconomic status and language proficiency are not the only, or necessarily the most 
important, determinants of mental health among immigrant groups. Consider the find-
ings from a northern California sample that showed better mental health profiles among 
Mexican immigrants than among people of Mexican descent born in the United States, 
despite the greater socioeconomic disadvantages faced by the immigrant group (Vega 
et al., 1998). “Americanization” may have damaging effects on the mental health of 
acculturated minority groups, but such effects may be buffered to a certain extent by 
retaining cultural traditions. T / F

In sum, the erosion of traditional family networks and traditional values that may 
accompany acculturation among immigrant groups might increase the risk of psycho-
logical problems (Ortega et al., 2000). Evidence points to the benefits of adapting to the 
larger culture while maintaining ties to the traditional culture. For example, development 
of a strong sense of ethnic identity and pride is associated with higher self-esteem and bet-
ter adjustment in ethnic minority children (Oyserman, 2008; Rodriguez, Umaña-Taylor, 
Smith, Johnson, 2009; Smith, Levine, Smith, Dumas, Prinz, 2009). Let’s also note the 
results of a study of Asian immigrant adolescents in the United States that showed that 
feelings of being alienated or caught between two cultures—the United States and the 
traditional culture—can lead to mental health problems (Yeh, 2003). 

Moreover, some outcomes need careful interpretation. For example, does the 
finding that highly acculturated Hispanic American women are more likely to drink heav-
ily argue in favor of placing greater social constraints on women? Perhaps a loosening of 
restraints is a double-edged sword, and all people—male and female, Hispanic and non-
Hispanic—encounter adjustment problems when they gain new freedoms.

Finally, we need to consider gender differences in acculturation. In an early 
study, female immigrants showed higher levels of depression than male immigrants 
(Salgado de Snyder, Cervantes, & Padilla, 1990). Their higher levels of depression 
may be linked to the greater level of stress women typically encounter in adjusting to 
changes in family patterns and personal issues, such as the greater freedom of gender 
roles for men and women in U.S. society. Because they were reared in cultures in which 
men are expected to be breadwinners and women homemakers, immigrant women may 
encounter more family and internal conflict when they enter the workforce, regardless 
of whether they work because of economic necessity or personal choice. Given these 

truth OR fiction

Immigrant groups show better 
psychological adjustment when they 
forsake their cultural heritage and adopt 
the values of the host culture.

 FALSE Retention of cultural 
traditions may have a protective or 
“buffer” effect against the stresses 
associated with adjusting to a new 
culture.
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a ClOseR look

Coming to America: The Case of Latinos—Charles Negy

A s a young man of part Mexican American heritage, 
I worked in a grocery store in East los Angeles and 
was intrigued by the wide range of people of Mexican 

ancestry I encountered. Many recent immigrants from Mexico 
seemed eager to practice the little English they knew and 
were interested in learning more about mainstream American 
culture. I also knew many immigrants, including many who 
had lived in California for more than 20 years, who spoke 
barely any English and hardly ever ventured beyond the local 
 community.

When I entered graduate school, it seemed natural for me 
to study acculturation among latino or Hispanic Americans. 
Acculturation refers to adopting the values, attitudes, and 
behaviors of a host culture. In my early studies, I quickly 
observed what other researchers had already discovered, 
namely, that latinos in the United States varied greatly in their 
degree of acculturation toward the U.S. culture. In general, the 
longer they had lived in the United States, the more accultur-
ated they tended to be, and the more acculturated they were, 
the more they resembled non-Hispanic Whites in their values, 
attitudes, and customs.

In my early studies (e.g., negy & Woods, 1992a; 1993), I 
found that the more acculturated Mexican American college 
students were, the more similar their scores were to those of 
non-Hispanic Whites on standardized personality tests. I wasn’t 
surprised to find that those who were more acculturated tended 
to come from higher socioeconomic backgrounds (negy & 
Woods, 1992b). I also found that among lower-income Mexican 
American adolescents who showed signs of depression, the 
more acculturated they were, the more likely they were to have 
experienced thoughts of committing suicide (Rasmussen, negy, 
Carlson, & Burns, 1997).

I later began a line of research examining ethnic differences 
in marital relationships by comparing Mexican American cou-
ples with (non-Hispanic) White couples and Mexican couples 
(negy & Snyder, 1997; negy, Snyder, & Diaz-loving, 2004). 
As a group, Mexican couples reported more verbal and/or 
physical aggression in their relationships than did Mexican 
American couples, who in turn reported more aggression in 
their relationships than did (non-Hispanic) White couples. I also 
observed that Mexican American couples had more egalitarian 
(equal) relationships and higher levels of marital satisfaction 

than Mexican couples (negy & Snyder, 2004). I learned from 
these findings that living in the United States was associated 
with relationship patterns among Mexican Americans that were 
closer to the Americanized ideal of mutual respect and shared 
decision making.

These findings suggested that more highly acculturated Hispanic 
couples have less conflicted, more egalitarian, and more satis-
fying marriages. On the other hand, acculturation is linked to 
some mental health problems, such as increased likelihood of 
suicidal thinking as a way of dealing with depression. This mixed 
picture of acculturation among latinos is consistent with the 
complex and sometimes conflicting results from studies exam-
ining relationships between acculturation and mental health 
reported in this chapter.

I also observed in my study of Mexican American couples 
that more highly acculturated women reported less satisfac-
tion with the sexual component of their relationships than 
did less well-acculturated women. These findings lead me to 
wonder whether American culture imparts greater expecta-
tions of female sexual satisfaction in marriages that translate 
into lower satisfaction when these expectations are not  
fulfilled.

There are important issues to keep in mind when interpreting 
these research findings. For starters, the research is correla-
tional in nature. As you may recall about correlational data, 
we cannot say whether one variable causes another variable. 
For example, on the basis of the findings from my study of 
marital couples, I cannot conclude that acculturation is caus-
ally related to the development of more egalitarian marriages. 
It is possible that causation works in the opposite direction—
that having an egalitarian marriage influences acculturation. 
How? We can speculate that Mexican Americans with more 
egalitarian relationships may be more accepted by mainstream 
society, and the more interactions they have within the gen-
eral society, the more opportunities they have to acculturate. 
Therefore, having egalitarian marriages tends to be associ-
ated (correlated) with acculturation, but there is no causal link 
between the two.

In more recent research, my colleagues and I focused on the role 
of acculturative stress among latino immigrants. We found that 
latino immigrants reporting the highest levels of  acculturative 

factors, we shouldn’t be surprised that wives in more acculturated Mexican American 
couples tend to report greater marital distress than those in less acculturated couples 
(Negy & Snyder, 1997). The lead author of this study, psychologist Charles Negy of 
the University of Central Florida, explores the role of acculturation among Latinos in 
the following Closer Look section.
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stress tended to be those for whom the experience of living 
in the United States deviated the most from what they had 
expected would be the case before they immigrated (negy, 
Schwartz, & Reig-Ferrer, 2009). In another sample of Hispanic 
immigrant women, we found that acculturative stress appeared 
to both exacerbate previous relationship difficulties among cou-
ples and to contribute to stress among married latinas (negy, 
Hammons, Reig-Ferrer, Carper, 2010). Most recently, I con-
ducted a study on deported Salvadorans who are struggling to 
transition back to life in El Salvador. I found that despite being 
back in their home country, they experience a modest amount of 
stress related to having to adapt to a life they left behind when 
they had emigrated from El Salvador to the United States.

learning more about the adjustment and acculturation 
challenges many latinos face as they endeavor to maintain 
 family relations while striving for a better life may help inform 
the treatment programs and interventions clinicians can offer to 
latino individuals and families.

Charles negy, Ph.D., is Associate 
Professor of Psychology at the 
University of Central Florida and is 
a licensed psychologist in the state 
of Florida. His research primar-
ily focuses on the acculturation of 
Hispanic Americans. 

4.5 Identify psychological factors 
that moderate the effects of stress.

Psychological Factors That Moderate Stress
Stress may be a fact of life, but the ways in which we handle stress help determine our 
ability to cope with it. Individuals react differently to stress depending on psychological 
factors such as the meaning they ascribe to stressful events. Let’s consider, for exam-
ple, a major life event, such as pregnancy. Whether it is a positive or negative stressor 
depends on the couple’s desire for a child and their readiness to care for one. We can say 
the stress of pregnancy is moderated by the perceived value of children in the couple’s 
eyes and their self-efficacy—their confidence in their ability to raise a child. As we see 
next, psychological factors such as coping styles, self-efficacy expectancies, psychologi-
cal hardiness, optimism, social support, and ethnic identity may moderate or buffer the 
effects of stress.

STyLES oF CoPInG What do you do when faced with a serious problem? Do you pre-
tend it does not exist? Like Scarlett O’Hara in the classic film Gone with the Wind, do you 
say to yourself, “I’ll think about it tomorrow,” and then banish it from your mind? Or do 
you take charge and confront it squarely?

Pretending that problems do not exist is a form of denial. Denial is an example 
of emotion-focused coping (Lazarus & Folkman, 1984). In emotion-focused coping, 
people take measures that immediately reduce the impact of the stressor, such as denying 
its existence or withdrawing from the situation. Emotion-focused coping, however, does 
not eliminate the stressor (a serious illness, for example) or help the individual develop 
better ways of managing it. In problem-focused coping, by contrast, people examine 
the stressors they face and do what they can to change them or modify their own reac-
tions to render stressors less harmful. These basic styles of coping—emotion-focused and 
problem-focused—have been applied to ways in which people respond to illness.

Denial of illness can take various forms, including the following.

1. Failing to recognize the seriousness of the illness
2. Minimizing the emotional distress the illness causes
3. Misattributing symptoms to other causes (e.g., assuming the appearance of blood 

in the stool represents nothing more than a local abrasion)
4. Ignoring threatening information about the illness

Denial can be dangerous to your health, especially if it leads to avoidance of, or 
noncompliance with, needed medical treatment. Avoidance is another form of emotion-
based coping. Like denial, avoidance may deter people from complying with medical 
treatments, which can lead to a worsening of their medical conditions. Evidence supports 
the negative consequences of avoidant coping. In one study, people who had an avoidant 
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style of coping with cancer (e.g., by trying not to think or talk about it) showed greater 
disease progression when evaluated a year later than did people who more directly con-
fronted the illness (Epping-Jordan, Compas, & Howell, 1994). Other investigators link 
avoidance to the later development of depression and PTSD among combat veterans 
(Holahan, Moos, Holahan, Brennan, Schutte, 2005; Stein et al., 2005).

Another form of emotion-focused coping, the use of wish-fulfillment fantasies, is 
also linked to poor adjustment in coping with serious illness. Examples of wish-fulfillment 
fantasies include ruminating about what might have been had the illness not occurred and 
longing for better times. Wish-fulfillment fantasy offers the patient no means of coping 
with life’s difficulties other than an imaginary escape.

Does this mean that people are invariably better off when they know all the facts 
concerning their illnesses? Not necessarily. Whether you will be better off knowing all 
the facts may depend on your preferred style of coping. A mismatch between the indi-
vidual’s style of coping and the amount of information provided may hamper recovery. 
In an important early study, cardiac patients with a repressive style of coping (relying 
on denial) who received information about their conditions showed a higher incidence 
of medical complications than repressors who were largely kept in the dark (Shaw, 
Cohen, Doyle, Pelesky, 1985). Sometimes ignorance helps people manage stress—at 
least temporarily.

Problem-focused coping involves strategies that address the sources of stress, such 
as seeking information about the illness through self-study and medical consultation. 
A person receiving a cancer diagnosis may feel more optimistic or hopeful by receiving 
information from medical providers about the successful outcomes of treatment. 

SELF-EFFICACy ExPECTAnCIES Self-efficacy expectancies refer to our expectations 
regarding our abilities to cope with the challenges we face, to perform certain behaviors 
skillfully, and to produce positive changes in our lives (Bandura, 1986, 2006). We may 
be better able to manage stress, including the stress of coping with illness, if we feel confi-
dent (have higher self-efficacy expectancies) in our ability to cope effectively. A forthcom-
ing exam may be more or less stressful depending on your confidence in your ability to 
achieve a good grade.

In a classic study, psychologist Albert Bandura and colleagues found that spider-
phobic women showed high levels of the stress hormones epinephrine and norepineph-
rine when they interacted with the phobic object, for example, by allowing a spider to 
crawl on their laps (Bandura, Taylor, Williams, Medford, Barchas, 1985). However, as 
their confidence or self-efficacy expectancies for coping with these tasks increased, the 
levels of these stress hormones declined. These hormones make us feel shaky, have “but-
terflies in the stomach,” and feel generally nervous. Because high self-efficacy expectancies 
appear to be associated with lower secretion of these stress hormones, people who believe 
they can cope with their problems are less likely to feel nervous.

PSyCHoLoGICAL HARdInESS Psychological hardiness refers to a cluster of traits 
that may help people manage stress. Suzanne Kobasa (1979) and her colleagues investi-
gated business executives who resisted illness despite heavy burdens of stress. Three key 
traits distinguished the psychologically hardy executives (Kobasa, Maddi, & Kahn, 1982, 
pp. 169–170):

1. Commitment. Rather than feeling alienated from their tasks and situations, hardy 
executives involved themselves fully. That is, they believed in what they were doing.

2. Challenge. Hardy executives believed change was the normal state of things, not 
sterile sameness or stability for the sake of stability.

3. Control over their lives. Hardy executives believed and acted as though they were 
effectual rather than powerless in controlling the rewards and punishments of life. 
In terms suggested by social-cognitive theorist Julian Rotter (1966), psychologi-
cally hardy individuals have an internal locus of control.
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Psychologically hardy people appear to cope more 
effectively with stress by using more active, problem-solving 
approaches. They are also likely to report fewer physical symp-
toms and less depression in the face of stress than nonhardy people 
(Pengilly & Dowd, 2000). Kobasa suggests that hardy people are 
better able to handle stress because they perceive themselves as 
choosing their stress-creating situations. They perceive the stressors 
they face as making life more interesting and challenging, not as 
simply burdening them with additional pressures. A sense of con-
trol is a key factor in psychological hardiness.

oPTIMISM Seeing the proverbial glass as half full rather than half 
empty is linked to better physical health and emotional well-being 
(Carver, Scheier, & Segerstrom, 2010; Forgeard & Seligman, 
2012). For example, one recent research study links greater opti-
mism in women to lower rates of heart disease and greater longev-
ity (Tindle et al., 2009).

Pain patients who express more pessimistic thoughts during flare-ups tend to 
report more severe pain and distress than counterparts who have sunnier thoughts 
(Gil, Williams, Keefe, Beckham, 1990). Examples of these pessimistic thoughts 
include, “I can no longer do anything,” “No one cares about my pain,” and “It isn’t 
fair I have to live this way.” To date, research shows only correlational links between 
optimism and health. Perhaps we shall soon discover whether learning to alter atti-
tudes—learning to see the glass as half filled—plays a causal role in maintaining or 
restoring health. You can evaluate your own level of optimism by completing the 
optimism scale on page 145. 

The study of optimism falls within a broader contemporary movement in psychol-
ogy called positive psychology. The developers of this movement believe that psychol-
ogy should focus more of its efforts on the positive aspects of the human experience, 
rather than just the deficit side of the human equation, such as problems of emotional 
disorders, drug abuse, and violence (Donaldson, Csikszentmihalyi, & Nakamura, 2011; 
McNulty & Fincham, 2012; Seligman, Steen, Park, Peterson, 2005). Although research-
ers shouldn’t turn away from the study of emotional problems, they need to explore how 
positive attributes, such as optimism, love, and hope, affect peoples’ ability to lead satisfy-
ing and fulfilling lives. Another positive aspect of the human experience is the ability to 
help others in need and to be helped by others in turn, as in the case of social support.

SoCIAL SuPPoRT People with a broad network of social relationships, such as having a 
spouse, having close family members and friends, and belonging to social organizations, 
not only show greater resistance to fending off the common cold but also tend to live 
longer lives than people with narrower social networks (Cohen & Janicki-Deverts, 2009; 
Cohen, Doyle, Turner, Alper, Skoner, 2003). Having a diverse social network may provide 
a wider range of social support that helps protect the body’s immune system by serving as 
a buffer against stress.

ETHnIC IdEnTITy African Americans, on the average, stand a greater risk than Euro-
Americans of suffering chronic health problems, such as obesity, hypertension, heart dis-
ease, diabetes, and certain types of cancers (Brown, 2006; Ferdinand & Ferdinand, 2009; 
Shields, Lerman, & Sullivan, 2005). The particular stressors that African Americans often 
face, such as racism, poverty, violence, and overcrowded living conditions, may contribute 
to their heightened risks of serious health-related problems.

Evidence links perceived discrimination among ethnic minorities to poorer 
mental and physical health and to higher rates of substance abuse (Chou, Asnaani, & 
Hofmann, 2012; Delgado, Updegraff, Roosa, Umaña-Taylor, 2010; Huynh, Devos, &  
Dunbar, 2012; Torres, Driscoll, & Voell, 2012). Studies of Latino and Navajo youth 

Coping with stress. Psychologically hardy 
people appear to cope more effectively with 
stress by adopting active, problem-solving 
approaches and by perceiving themselves as 
choosing high-stress situations.
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show that negative effects of discrimination may be offset to a 
certain extent by having strong connections to one’s traditional 
culture and by having parents with strong culturally based orien-
tations and values (Delgado et al., 2010; Galliher, Jones, & Dahl, 
2011).

African Americans often demonstrate a high level of resil-
iency in coping with stress. Among the factors that help buffer 
stress among African Americans are strong social networks of 
family and friends, beliefs in one’s ability to handle stress (self-
efficacy), coping skills, and ethnic identity. Interestingly, African 
Americans who reported more active attempts to seek social sup-
port were less affected by the effects of perceived racism, a signifi-
cant life stressor, than were those who were less active in support 
seeking (Clark, 2006).

Ethnic identity is associated with perceptions of a better 
quality of life among African Americans (Utsey, Payne, Jackson, 
Jones, 2002) and appears to be more strongly related to psycholog-
ical well-being among African Americans than among White Americans (Gray-Little &  
Hafdahl, 2000). Acquiring and maintaining pride in their racial identity and cultural 
heritage may help African Americans and other ethnic minorities withstand stresses 
imposed by racism. Evidence links stronger racial identity in African Americans to lower 
levels of depression (Settles, Navarrete, Pagano, Abdou, Sidanius, 2010). Conversely, 
African Americans and other ethnic minorities who become alienated from their cul-
ture or ethnic identity may be more vulnerable to the effects of stress, which in turn 
may increase risks of physical and mental health problems.

Ethnic pride as a moderator of the effects 
of stress. Pride in one’s racial or ethnic 
identity may help the individual withstand the 
stress imposed by racism and intolerance.

Questionnaire

Are You an Optimist?

A re you someone who looks on the bright side of things? Or do you expect bad things to happen?   
The following questionnaire may give you insight into whether you are an optimist or a  
pessimist.  

directions: Indicate whether or not each of the items represents your feelings by writing a number in the blank space according to 
the following code. Then turn to the scoring key at the end of the chapter.

5 = strongly agree
4 = agree
3 = neutral
2 = disagree
1 = strongly disagree

1. ______  I believe you’re either born lucky or like me, born 
unlucky.

2. ______  My attitude is that if something can wrong, it prob-
ably will. 

3. ______ I think of myself more as an optimist than a pessimist.

4. ______ I generally expect things will work out in the end.

5. ______  I have these doubts about whether I will eventually 
succeed. 

 6. ______ I am hopeful about what the future holds for me.  

 7. ______  I tend to believe that “every cloud has a silver  
lining.”

 8. ______  I think of myself as a realist who thinks the proverbial 
class is half-empty rather than half-filled. 

 9. ______ I think the future will be rosy.   

10. _____ Things don’t generally work out the way I planned. 
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Adjustment Disorders
Adjustment disorders are the first psychological disorders we discuss in this book, and 
they are among the mildest. Adjustment disorders are classified in the DSM-5 within a 
category of Trauma- and Stressor-Related Disorders, which also includes traumatic stress 
disorders such as acute stress disorder and posttraumatic stress disorder. We begin with 
adjustment disorders.

An adjustment disorder is a maladaptive reaction to a distressing life event or 
stressor that develops within 3 months of the onset of the stressor. The stressful event may 
be either a traumatic experience, such as a natural disaster or a motor vehicle accident with 
serious injury, or a nontraumatic life event, such as the breakup of a romantic relation-
ship or starting college. According to the DSM, the maladaptive reaction is characterized 
by significant impairment in social, occupational, or other important area of functioning, 
such as academic work, or by marked emotional distress exceeding what would normally 
be expected in coping with the stressor. Prevalence estimates of the rates of the disorder in 
the population vary widely. However, the disorder is common among people seeking out-
patient mental health care, with estimates indicating that between 5% and 20% of people 
receiving outpatient mental health services present with a diagnosis of adjustment disorder 
(APA, 2013).T / F

If your relationship with someone comes to an end (an identified stressor) 
and your grades are falling off because you are unable to keep your mind on school-
work, you may fit the bill for an adjustment disorder. If Uncle Harry has been feel-
ing down and pessimistic since his divorce from Aunt Jane, he too may be diagnosed 
with an adjustment disorder. So too might Cousin Billy if he has been cutting classes 
and spraying obscene words on the school walls or showing other signs of disturbed 
conduct.

The concept of “adjustment disorder” as a mental disorder highlights some of the 
difficulties in attempting to define what is normal and what is not. When something 
important goes wrong in life, we should feel bad about it. If there is a crisis in business, if 
we are victimized by a crime, or if there is a flood or a devastating hurricane, it is under-
standable that we might become anxious or depressed. There might, in fact, be something 

more seriously wrong with us if we 
did not react in a “maladaptive” way, 
at least temporarily. However, if our 
emotional reaction exceeds an expected 
response, or our ability to function 
is impaired (e.g., avoidance of social 
interactions, difficulty getting out of 
bed, or falling behind in schoolwork), 
then a diagnosis of adjustment disor-
der may be indicated. Thus, if you are 
having trouble concentrating on your 
schoolwork following the breakup of a 
romantic relationship and your grades 
are slipping, you may have an adjust-
ment disorder.There are several spe-
cific types of adjustment disorders that  
vary in terms of the type of maladap-
tive reaction (see Table 4.2).

For the diagnosis of an adjust-
ment disorder to apply, the stress-
related reaction must not be sufficient 
to meet the diagnostic criteria for other 
clinical syndromes, such as traumatic 
stress disorders (acute stress disorder 

4.6 define the concept of an 
adjustment disorder and describe 
the key features of this disorder.

difficulty concentrating or adjustment 
disorder? An adjustment disorder is a 
maladaptive reaction to a stressor that may 
take the form of impaired functioning at 
school or at work, such as having difficulties 
keeping one’s mind on one’s studies.

truth OR fiction

If concentrating on your schoolwork has 
become difficult because of the breakup 
of a recent romance, you could be 
experiencing a psychological disorder.

 TRUE If you have trouble 
concentrating on your schoolwork 
following the breakup of a romantic 
relationship, you may have a mild type 
of psychological disorder called an 
adjustment disorder.
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or posttraumatic stress disorder), or anxiety or mood disorders or mood disorders (see 
Chapters 5 and 7). The maladaptive reaction may be resolved if the stressor is removed 
or the individual learns to cope with it. If the adjustment disorder lasts for more than 
six months after the stressor (or its consequences) has been removed, the diagnosis may be 
changed. Although the DSM system distinguishes adjustment disorder from other clinical 
syndromes, it may be difficult to identify distinguishing features of adjustment disorders 
that are distinct from other disorders, such as depression (Casey et al., 2006).

Traumatic Stress Disorders
In adjustment disorders, people may have difficulty adjusting to stressful life events such 
as business or marital problems, termination of a romantic relationship, or death of a 
loved one. But with traumatic stress disorders, the focus shifts to how people cope with 
disasters and other traumatic experiences. Exposure to trauma can tax anyone’s ability 
to adjust. For some people, traumatic experiences lead to the development of traumatic 
stress disorders, which are characterized by maladaptive patterns of behavior in response 
to trauma that involve marked personal distress or significant impairment of functioning. 
Here we focus on the two major types of traumatic stress disorders, acute stress disorder 
and posttraumatic stress disorder. Table 4.3 provides an overview of these disorders and 
Table 4.4 identifies some of their common features.

Acute Stress disorder
In acute stress disorder, the person shows a maladaptive pattern of behavior for a 
period of three days to one month following exposure to a traumatic event. The trau-
matic event may involve exposure to either actual or threatened death, a serious acci-
dent, or a sexual violation. The person with acute stress disorder may have been directly 
exposed to the trauma, witnessed other people experiencing the trauma, or learned about  
a violent or accidental traumatic event experienced by a close friend or family member.  
First responders who are responsible for collecting human remains or police officers who 
regularly interview children about the details of child abuse may also develop acute stress 
disorder. 

People with acute stress disorder may feel they are “in a daze” or that the world 
seems like a dreamlike or unreal place. Acute stress disorder may occur in response to 

table 4.2 

Specific Types of Adjustment disorders

disorder Chief Features

Adjustment disorder with depressed mood Sadness, crying, and feelings of hopelessness.

Adjustment disorder with anxiety Worrying, nervousness, and jitters (or in children, fear of separation from primary 
attachment figures).

Adjustment disorder with mixed anxiety  
and depressed mood

A combination of anxiety and depression.

Adjustment disorder with disturbance of 
conduct

Violation of the rights of others or violation of social norms appropriate for one’s age; 
sample behaviors include vandalism, truancy, fighting, reckless driving, and defaulting 
on legal obligations (e.g., stopping alimony payments).

Adjustment disorder with mixed 
disturbance of emotion and conduct

Both emotional disturbance, such as depression or anxiety, and conduct disturbance (as 
described above).

Adjustment disorder unspecified A residual category that applies to people not classifiable in one of the other subtypes.

Source: Based on the DSM-5 (American Psychological Association, 2013).

4.7 describe the key features 
of acute stress disorder and 
posttraumatic stress order.
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table 4.3 

overview of Traumatic Stress disorders

Type of disorder
Lifetime Prevalence  
in Population (approx.) description Associated Features

Acute stress disorder Varies widely with the 
type of trauma 

Acute maladaptive reaction in 
the days or weeks following a 
traumatic event 

Features similar to those of PTSD, but limited to 
a period of one month following direct exposure 
to the trauma, witnessing other people exposed 
to the trauma, or learning about a trauma 
experienced by a close family member or friend

Posttraumatic stress 
disorder (PTSd)

About 9% Prolonged maladaptive reaction 
to a traumatic event

Reexperiencing the traumatic event, avoidance of 
cues or stimuli associated with the trauma; general 
or emotional numbing, hyperarousal, emotional 
distress, and impaired functioning

table 4.4 

Common Features of Traumatic Stress disorders

Avoidance behavior The person may avoid cues or situations associated with the trauma. A rape survivor may avoid 
traveling to the part of town where she was attacked. A combat veteran may avoid reunions with 
soldiers or watching movies or feature stories about war or combat.

Reexperiencing the trauma The person may reexperience the trauma in the form of intrusive memories, recurrent disturbing 
dreams, or momentary flashbacks of the battlefield or being pursued by an attacker.

Emotional distress, negative 
thoughts, and impaired 
functioning

The person may experience persistent negative thoughts and emotions, feel detached or estranged 
from others, or have difficulty functioning effectively.

Heightened arousal The person may show signs of increased arousal, such as becoming hypervigilant (always on guard); 
have difficulty sleeping and concentrating; become irritable or have outbursts of anger; or show an 
exaggerated startle response, such as jumping at any sudden noise.

Emotional numbing In PTSD, the person may feel “numb” inside and lose the ability to have loving feelings.

Sources: American Psychological Association, 2013; Conway, Compton, Stinson, & Grant, 2006; Kessler, Sonnega, Bromet, et al., 1995, Ozer & Weiss, 
2004.

battlefield trauma or exposure to natural or technological disasters. A soldier may have 
come through a horrific battle, not remembering important features of the battle and 
feeling numb and detached from the environment. People who are injured or who nearly 
lose their lives in a hurricane may walk around “in a fog” for days or weeks afterward; be 
bothered by intrusive images, flashbacks, and dreams of the disaster; or relive the experi-
ence as though it were happening again.

The symptoms or features of acute stress disorder vary and may include disturb-
ing, intrusive memories or dreams about the trauma; reexperiencing the trauma in the 
form of flashbacks; feelings of unreality or detachment (“dissociation”) from one’s sur-
roundings or from oneself; avoidance of external reminders of the trauma (such as places 
or people associated with the trauma); problems sleeping; and development of irritable or 
aggressive behavior or an exaggerated startle response to sudden noises.

Stronger or more persistent symptoms of dissociation around the time of the 
trauma is associated with a greater likelihood of later development of PTSD (Cardeña &  
Carlson, 2011). (Dissociation experiences are discussed further in Chapter 6 in the dis-
cussion of dissociative disorders.) Symptoms of acute stress disorder parallel the lingering 
effects of trauma associated with PTSD, as we’ll see next.
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Posttraumatic Stress disorder
Whereas is limited to the several weeks following a traumatic event, 
posttraumatic stress disorder is a prolonged maladaptive reaction 
that lasts longer than one month after the traumatic experience. PTSD 
presents with a similar symptom profile as acute stress  disorder, but 
may persist for months, years, or even decades, and may not develop 
until many months or even years after the traumatic event.

Many people with acute stress disorder, but certainly not 
all, go on to develop PTSD (Kangas, Henry, & Bryant, 2005). 
Researchers find both types of traumatic stress disorders in soldiers 
exposed to combat and among rape survivors, victims of serious 
motor vehicle and other accidents, and people who have witnessed 
the destruction of their homes and communities by natural disasters, 
such as floods, earthquakes, or tornadoes, or technological disas-
ters, such as railroad or airplane crashes. For Margaret, the trauma 
involved a horrific truck accident.

Trauma. Trauma associated with the 
development of PTSD may involve combat, 
acts of terrorism, or violent crimes, including 
crimes such as the mass murders in newtown, 
Connecticut, and Virginia Tech. However, the 
most frequent source of traumas linked to 
PTSD are serious motor vehicle accidents.

“I Thought the World Was Coming to an End:” A Case of PTSD
Margaret was a 54-year-old woman who lived with her husband, Travis, in a small vil-
lage in upstate new York. Two winters earlier, in the middle of the night, a fuel truck 
had skidded down one of the icy inclines that led into the village center. Two blocks 
away, Margaret was shaken from her bed by the explosion (“I thought the world was 
coming to an end”) when the truck slammed into the general store. The store and the 
apartments above were immediately engulfed in flames. The fire spread to the church 
next door. Margaret’s first and most enduring visual impression was of shards of red 
and black that rose into the air in an eerie ballet. On their way down, they bathed 
the centuries-old tombstones in the church graveyard in hellish light. A dozen people 
died, mostly those who had lived above and behind the general store. The old care-
taker of the church and the truck driver were lost as well.

Margaret shared the village’s loss, took in the temporarily homeless, and did 
her share of what had to be done. Months later, after the general store had been 
leveled to a memorial park and the church was on the way toward being restored, 
Margaret started to feel that life was becoming strange, that the world outside was 
becoming a little unreal. She began to withdraw from her friends, and scenes of the 
night of the fire would fill her mind. At night she now and then dreamed the scene. 
Her physician prescribed a sleeping pill, which she discontinued because “I couldn’t 
wake up out of the dream.” Her physician turned to Valium, to help her get through 
the day. The pills helped for a while, but “I quit them because I needed more and 
more of the things and you can’t take drugs forever, can you?”

Over the next year and a half, Margaret tried her best not to think about the 
disaster, but the intrusive recollections and the dreams came and went, apparently on 
their own. By the time Margaret sought help, her sleep had been seriously distressed 
for nearly two months and the recollections were as vivid as ever.

From the Author’s Files

Like acute stress disorder the traumatic event associated with PTSD involves 
direct exposure to a trauma involving actual or threatened death, serious physical injury, 
or a sexual violation; witnessing other people experiencing trauma; or learning that a 
close friend or family member has experienced an accidental or violent traumatic event 
(death due to natural causes does not apply). In some cases, however, the affected person 
is exposed to the horrific consequences of traumatic events, such as first responders who 
collect human remains in the aftermath of an explosion or bombing.
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PTSD is found in many cultures. High rates of PTSD are found 
among earthquake and hurricane survivors in many countries, for exam-
ple, survivors of the devastating earthquake in Pakistan in 2010, as well 
as among civilians who have suffered the ravages of war, for example, 
the “killing fields” of the 1970s Pol Pot war in Cambodia, the Balkan 
conflicts of the 1990s, and the wars in Iraq (e.g., Ali, Farooq, Bhatti, 
Kuroiwa, 2012; Wagner, Schulz, & Knaevelsrud, 2011). Cultural factors 
may play a role in determining how people manage and cope with trauma 
as well as their vulnerability to traumatic stress reactions and the specific 
form the disorder might take.

PTSD is closely linked to combat experience (Polusny et al., 
2011). Among U.S. soldiers who served in the Vietnam War, the preva-
lence of PTSD was pegged at about one in five (19%) (Dohrenwend 
et al., 2006). Similarly, about 13% of combat veterans returning from 
the wars in Iraq and Afghanistan have developed PTSD (Kok, Herrell, 
Thomas, Hoge, 2012). In total, as many as 300,000 American soldiers 

returning from the war zones in Iraq and Afghanistan show symptoms of posttraumatic 
stress disorder or depression (Miller, 2011). Veterans with PTSD often have other prob-
lem behaviors, including substance abuse, marital problems, poor work histories, and in 
some cases, physical aggression against partners in intimate relationships (Taft, Watkins, 
Stafford, Street, Monson, 2011).

Although exposure to combat or terrorist attacks may be the types of trauma the 
public most strongly links to PTSD (Pitman, 2006), the traumatic experiences most com-
monly associated with PTSD are serious motor vehicle accidents (Blanchard & Hickling, 
2004). However, traumas involving terrorist attacks and other violent acts, particularly 
rape and assault, are more likely to lead to PTSD than other forms of trauma (Norris 
et al., 2003; North et al., 2012). For example, investigators found that survivors of ter-
rorist acts had double the rate of PTSD as compared with survivors of motor vehicle 
accidents (Shalev & Freedman, 2005). T / F

Traumatic events are actually quite common, as more than two-thirds of people 
suffer a traumatic experience at some point in their lives (Galea, Nandi, & Vlahov, 2005). 
But most people are resilient in the face of traumatic stress and recover without any pro-
fessional help (Amstadter, Broman-Fulks, Zinzowa, Ruggiero, Cercone, 2009; Elwood 
et al., 2009). Fewer than one in ten go on to develop PTSD (Delahanty, 2011a).  

Investigators have identified certain factors that increase a person’s risk of 
 developing PTSD in the face of traumatic stressors (see Table 4.5). Some vulnerability 

Counseling veterans with posttraumatic 
stress disorder. Storefront counseling centers 
have been established across the country 
to provide supportive services to combat 
veterans suffering from PTSD.

table 4.5 

Factors Predictive of PTSd in Trauma Survivors

Factors Relating to the Event Factors Relating to the Person or Social Environment

Degree of exposure to trauma History of childhood sexual abuse

Severity of the trauma Genetic predisposition or vulnerability

lack of social support

lack of active coping responses in dealing with the 
traumatic stressor

Feeling shame 

Detachment or “dissociation” shortly following the 
trauma, or feeling numb

Prior psychiatric history 

Sources: Afifi et al., 2010; Elwood et al., 2009; Goenjian et al., 2008; Koenen, Stellman, & Stellman, 
2003; north et al., 2012; Ozer, Best, lipsey, Weiss, 2003; Xie et al., 2009.

truth OR fiction

Exposure to combat is the 
most common trauma linked to 
posttraumatic stress disorder (PTSD).

 FALSE Motor vehicle accidents 
are the most common trauma linked 
to PTSD.

  Watch the Video Bonnie: Posttraumatic 
Stress Disorder on MyPsychLab
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factors relate to the traumatic event itself, such as the degree of exposure to the trauma, 
whereas others relate to the person or the social environment (Delahanty, 2011b; Furr, 
Comer, Edmunds, Kendall, 2010; Gabert-Quillen, Fallon, & Delahanty, 2011; North 
et al., 2012). The more direct the exposure to the trauma, the greater the person’s likeli-
hood of developing PTSD. Children in the Gulf Coast region of the United States who 
were more directly exposed to Hurricane Katrina suffered more PTSD symptoms, on 
average, than did those with less direct exposure (Weems et al., 2007). People who were 
in the buildings that were struck in the 9/11 terrorist attack were nearly twice as likely 
to develop PTSD as those who witnessed the attacks but were outside the buildings at 
the time (Bonanno, Galea, Bucciarelli, Vlahov, 2006). Of the more than 3,000 people 
who evacuated the Twin Towers when it was attacked, nearly all (96%) developed some 
PTSD symptoms and about 15% developed diagnosable PTSD two to three years after 
the  disaster (“More Than 3,000,” 2011).

Another factor relating to the likelihood of developing PTSD is gender. Although 
men more often have traumatic experiences, women are more likely to develop PTSD, 
about twice as likely (Parto, Evans, & Zonderman, 2011; Tolin & Foa, 2006). However, 
women’s greater vulnerability to PTSD may have more to do with their greater incidence 
of sexual victimization and with their younger ages at the time of trauma than with gen-
der itself (Cortina & Kubiak, 2006; Olff, Langeland, Draijer, Gersons, 2007).

Other vulnerability factors relate to personal and biological factors. Genetic fac-
tors involved in regulating the body’s response to stress appear to play a part in determin-
ing a person’s susceptibility to PTSD in the wake of trauma (Afifi, Asmundson, Taylor, 
Jang, 2010; Xie et al., 2009). Recently, investigators reported that the amygdala, a small 
structure in the brain’s limbic system that triggers the body’s fear response, was smaller in 
a group of combat veterans with PTSD than in combat veterans without PTSD (Morey 
et al., 2012). Although more research is needed, these intriguing findings point to a pos-
sible biological factor that may account for why some people develop PTSD in the face of 
trauma whereas others don’t. 

Other factors linked to increased vulnerability to PTSD include a history of 
childhood sexual abuse, lack of social support, and limited coping skills (Lowe, Chan, &  
Rhodes, 2010; Mehta et al., 2011; Mercer et al., 2011). Personality factors such as lower 
levels of self-efficacy and higher levels of hostility are also linked to increased risk of PTSD 
(Heinrichs et al., 2005). People who experience unusual symptoms during or immedi-
ately after the trauma, such as feeling that things are not real or feeling as though one were 
watching oneself in a movie as the events unfold, stand a greater risk of developing PTSD 
than do other trauma survivors (Ozer & Weiss, 2004). (As we noted, these unusual reac-
tions are called dissociative experiences; see Chapter 6.) On the other hand, finding a sense 
of purpose or meaning in the traumatic experience, for example, believing that the war 
one is fighting is just, may bolster one’s ability to cope with the stressful circumstances 
and reduce the risk of PTSD (Sutker, Davis, Uddo, Ditta, 1995).

Theoretical Perspectives
The major conceptual understanding of PTSD derives from the behavioral or learn-
ing perspective. Within a classical conditioning framework, traumatic experiences are 
unconditioned stimuli that become paired with neutral (conditioned) stimuli such as 
the sights, sounds, and even smells associated with the trauma—for example, the battle-
field or the neighborhood in which a person has been raped or assaulted. Consequently, 
anxiety becomes a conditioned response that is elicited by exposure to trauma-related 
stimuli.

Cues that reactivate negative arousal or anxiety are associated with thoughts, 
memories, or even dream images of the trauma; with hearing someone talking about 
the trauma; or with visiting the scene of the trauma. Through operant conditioning, the 
person may learn to avoid any contact with trauma-related stimuli. Avoidance behaviors 
are operant responses that are negatively reinforced by relief from anxiety. Unfortunately, 
by avoiding trauma-related cues, the person also avoids opportunities to overcome the 

4.8 Describe ways of 
understanding and treating PTSD.
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a ClOseR look

Can Disturbing Memories Be Erased?

Might it be possible to erase troubling memories in people 
with PTSD or at least to blunt their emotional effects? 
Although such suggestions may have seemed far-fetched 

only a few years ago, recent scientific discoveries offer such pos-
sibilities.

Researchers are exploring drugs that can block disturbing memo-
ries or reduce the anxiety or fear associated with traumatic expe-
riences (Andero et al., 2011). In one study, people with chronic 
PTSD were asked to recall and describe details of the PTSD-
related traumatic event and were then given either a common 
blood pressure drug, propranolol, or a placebo (inactive drug) 
(Brunet et al., 2007). A week later, they were asked to reactivate 
mental images associated with the traumatic event while the inves-
tigators monitored their physiological reactions, including their 
heart rate and level of muscle tension. Those who had received 
propranolol showed lower physiological activity as compared with 
those who had received the placebo. It appears the drug may 
blunt the body’s physiological response to traumatic memories.

Propranolol may also reduce acquired fear reactions. 
Investigators in the netherlands conditioned a fear response in 
60 healthy college students by showing them a picture of a  
spider while they received a mild electric shock (Kindt, Soeter, &  
Vervliet, 2009). The students quickly acquired a conditioned fear 
response; they showed a stronger startle response to a loud 
noise when they were again exposed to the fearful stimulus (the 
spider picture) but this time without the accompanying shock 
than when they were exposed to the control stimulus with no 
shock. The next day, participants received either propranolol 
or a placebo just before their fear response was reactivated 
by their viewing the fearful stimulus again. The following day, 
students who had received the drug the day before showed a 
weaker startle response while viewing the spider picture than 
did those who had received the placebo. The experimenters 
believe the drug interfered with the processing of the fearful 
memory when it was reactivated, which in turn dulled or erased 
the behavioral response to the feared stimulus. What’s more, 
when students were then exposed to a second round of condi-
tioning in which the spider picture was again paired with shock, 
the fear response returned in those who had received the pla-
cebo, but not in those given propranolol.

now to understand these effects, we need to consider how the 
body responds to stress. When exposed to trauma or to a painful 
stimulus like electric shock, the body releases the stress hormone 
adrenaline (also called epinephrine). Adrenaline has many effects 
on the body, including activating the amygdala, the fear-process-
ing center in the brain. Propranolol blocks adrenaline receptors in 
the amygdala, which may weaken memories of fearful stimuli.

In people with problems with anxiety or fear, the amygdala 
appears to be overreactive to cues relating to threat, fear, and 

rejection. Drugs like propranolol may modulate the brain’s 
response to fearful stimuli, providing a way of lessening or even 
erasing fear responses and blocking their return. It’s conceivable 
that one day soon, drugs like propranolol may become part of 
the therapeutic arsenal clinicians use to quell anxiety responses in 
people with PTSD or other problems with anxiety, such as anxiety 
disorders. Researchers don’t yet know whether such drugs can 
permanently erase painful memories, or whether they should 
even try to erase these personal memories. But if these drugs 
work on networks in the brain that house emotional memories, 
they may be useful in rendering troubling memories less painful.

Might drugs be used to prevent PTSD symptoms in soldiers 
who have suffered traumatic injuries in battle? Investigators are 
exploring whether use of morphine, a powerful opiate drug used 
to treat pain in wounded soldiers, might also disrupt the process 
of forming painful memories that can lead to PTSD (Holbrook, 
Galarneau, Dye, Quinn, Dougherty, 2010). Depending on the 
outcomes of more research, morphine may come to be used by 
battlefield medics not simply to treat pain in wounded soldiers 
but also to prevent the later emergence of PTSD symptoms. 
Other investigators find that in laboratory rats, sleep deprivation 
disrupts PTSD-like memories associated with trauma (Cohen  
et al., 2012). It is conceivable that sleep deprivation may have a 
similar effect in people exposed to trauma.

On a related research front, scientists probing the molecular 
underpinnings of memory are attempting to isolate and tamp 
down specific brain circuits associated with particular memo-
ries. Recently, investigators reported progress in blocking 
recall of aversive stimuli in laboratory rats, revealing a potential 

Might Sleep deprivation Prevent Traumatic Memories? laboratory 
research with rats suggests that sleep deprivation may prevent the 
consolidation of newly formed memories of trauma. If these findings hold 
up with humans, people who experience trauma may decide to forgo 
sleep for a day in order to block the formation of disturbing memories.



Stress-Related Disorders  CHAPTER 4  153

 pathway in the brain that may lead to ways of blocking disturb-
ing memories in people with PTSD (lauzon et al., 2013). Other 
investigators were able to erase a particular learned response in 
a sea snail using a chemical that interfered with biological pro-
cesses needed to form long-term memories (Cai, Pearce, Chen, 
Glanzman, 2011). The sea snail is used to explore how memory 
works at the biochemical level. Although it has a much simpler 
nervous system than more advanced animals, the underlying 
processes involved in how new memories are laid down in neural 
circuits in the snail are also involved in memory formation in the 
brains of mammals, including memories of learned responses.

What scientists learn in the laboratory may lead to breakthrough 
treatments for PTSD. There may come a day when it becomes 
possible to identify and effectively control specific brain circuits 
that house traumatic memories while leaving intact other memo-
ries of life experiences. 

Scientific advances may someday enable medical care provid-
ers to block or dull certain traumatic memories of traumatic 

 survivors. But having the ability to control memories at the 
biochemical level raises important moral, legal, and ethical ques-
tions for both society and individuals themselves. We raise the 
following questions for reflection and debate: 

•   Who should decide whether memory blocking drugs are used 
in the immediate aftermath of trauma? The battlefield com-
mander or medic? The health care provider? Or the trauma 
survivor? 

•   What if the trauma survivor is rendered unconscious or unable 
to make this decision? Should the law require a prior medical 
proxy, or legal agreement stipulating who should make these 
decisions and under what conditions? 

•   Is it right to obliterate a person’s memories of a significant 
life event in the hopes that it may prevent later emotional 
suffering? 

•   Would you want to blot out traumatic memories? Or would 
rather keep your memories and deal with the emotional conse-
quences that may unfold? 

underlying fear. Extinction (gradual weakening or elimination) of conditioned anxiety 
can occur only when the person encounters the conditioned stimuli (the cues associated 
with the trauma) in the absence of any troubling unconditioned stimuli.

Treatment Approaches
Cognitive-behavioral therapy has produced impressive results in the treatment of PTSD 
(e.g., Ehlers et al., 2010; Henslee & Coffey, 2010; Resick, Williams, Suvak, Monson, 
Gradus, 2012). The basic treatment component is repeated exposure to cues and emo-
tions associated with the trauma. In cognitive-behavioral therapy, the person gradually 
reexperiences the anxiety associated with the traumatic event in a safe setting, thereby 
allowing extinction to take its course. The PTSD patient may be encouraged to repeat-
edly talk about the traumatic experience, reexperience the emotional aspects of the trauma 
in imagination, view related slides or films, or visit the scene of the traumatic event. 
Survivors of serious motor vehicle crashes who have avoided driving since the accident 
might be instructed to make short driving trips around the neighborhood (Gray & 
Acierno, 2002). They might also be asked to repeatedly describe the incident and the 
emotional reactions they experienced. For combat-related PTSD, exposure-based home-
work assignments might include visiting war memorials or viewing war movies. Evidence 
shows that supplementing exposure with cognitive restructuring (challenging and replac-
ing distorted thoughts or beliefs with rational alternatives) can enhance treatment gains 
(Bryant, Moulds, Guthrie, Dang, Nixon, 2003). Exposure therapy is also of benefit in 
treating people with ASD (Bryant et al., 2008).

Therapists may use a more intense form of exposure called prolonged exposure, 
in which the person repeatedly reexperiences the traumatic event in imagination during 
treatment sessions or directly confronts situations linked to the trauma in real life without 
seeking to escape from the anxiety (Leiner, Kearns, Jackson, Astin, Rothbaum, 2012; 
Resick et al., 2012; Schneier et al., 2012; Sharpless & Barber, 2011). For rape survivors, 
prolonged exposure may mean repeatedly recounting the horrifying ordeal within the 
supportive therapeutic setting.
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Thinking CRiTiCally about abnormal psychology

@Issue: Is EMDR a Fad or a Find?

A controversial technique has emerged in the treatment 
of PTSD—eye movement desensitization and repro-
cessing (EMDR) treatment (Shapiro, 2001). In EMDR, 

the client is asked to form a mental picture of an image associ-
ated with the trauma while the therapist rapidly moves a finger 
back and forth in front of the client’s eyes for about 20 to 30 
seconds. While holding the image in mind, the client is asked to 
move his or her eyes to follow the therapist’s finger. The client 
then relates to the therapist the images, feelings, bodily sensa-
tions, and thoughts that were experienced during the proce-
dure. The procedure is then repeated until the client becomes 
desensitized to the emotional impact of this disturbing material.

Evidence from carefully controlled studies demonstrates the 
therapeutic benefits of EMDR in treating PTSD (e.g., leiner 
et al., 2012; Oren & Solomon, 2012; Sharpless & Barber, 
2011; Tarquinio, Rydberg, & Oren, 2012). The controversy 
is not about whether EMDR works, but why it works and 
whether the key feature of the technique—the eye move-
ments themselves—is a necessary factor in explaining its 
effects (Karatzias et al., 2011; lohr, lilienfeld, & Rosen, 2012; 
van den Hout et al., 2011).

Researchers lack a compelling theoretical model explaining why 
rapid eye movements would relieve symptoms of PTSD, and 
this is an important factor in why some clinicians resist using it 
in practice (Cook, Biyanova, & Coyne, 2009). A related concern 
is whether the therapeutic effects of EMDR have anything to do 
with eye movements. Perhaps EMDR is effective because of the 
role of nonspecific factors it shares with other therapies, such as 
mobilizing a sense of hope and positive expectancies in clients. 
Another possibility is that EMDR works because it represents 
a form of exposure therapy, which is a well-established treat-
ment for PTSD and other anxiety disorders (Taylor et al., 2003). 
The effective ingredient in EMDR may be repeated exposure to 
traumatic mental imagery, rather than the rapid eye movements. 
Although the controversy over EMDR is not yet settled, the 
technique may turn out to be nothing more than a novel way of 
conducting exposure-based therapy. Meanwhile, evidence from 
another study shows that more traditional exposure therapy 

worked better and faster in reducing avoidance behaviors than 
did EMDR, at least among people who completed treatment 
(Taylor et al., 2003).

As the debate over EMDR continues, it is worthwhile to  consider 
the famous dictum known as Occam’s razor, or the principle 
of parsimony. In its most widely used form today, the principle 
holds that the simpler the explanation, the better. In other 
words, if researchers can explain the effects of EMDR on the 
basis of exposure, there is no need to posit more complex 
explanations involving effects of eye movements per se in 
desensitizing clients to traumatic images.

In thinking critically about the issue, answer the following 
questions:

•   Why is it important to determine why a treatment works and 
not simply whether it works?

•   What types of research studies would be needed to determine 
whether rapid eye movements are a critical component of the 
benefits of EMDR?

Training in stress management skills, such as self-relaxation, can also improve the 
client’s ability to cope with troubling symptoms of PTSD, such as heightened arousal 
and the desire to run away from trauma-related stimuli. Training in anger management 
skills may also be helpful, especially for combat veterans with PTSD. Treatment with 
antidepressant drugs, such as sertraline (Zoloft) or paroxetine (Paxil), may help reduce the 
anxiety components of PTSD (Schneier et al., 2012).

Thinking Critically About Abnormal Psychology discusses a controversial form of 
treatment for PTSD, eye movement desensitization and reprocessing. What is EMDR? 
Does it work? And if it does work, why does it work?

EMDR. A relatively new and controversial treatment for PTSD, EMDR 
involves the client holding an image of the traumatic experience in 
mind while moving his or her eyes to follow a sweeping motion of the 
therapist’s finger.
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Stress and Health
4.1 Evaluate the effects of stress on health.
Evidence links exposure to stress to weakened immune system func-
tioning, which in turn can increase vulnerability to physical illness. 
However, because this evidence is correlational, questions of cause 
and effect remain.

4.2 Identify and describe the stages of the general adaptation 
syndrome.
The general adaptation syndrome, a term coined by Hans Selye, refers 
to the body’s generalized pattern of response to persistent or endur-
ing stress, which is characterized by three stages: (1) the alarm reac-
tion, in which the body mobilizes its resources to confront a stressor; 
(2) the resistance stage, in which bodily arousal remains high but 
the body attempts to adapt to continued stressful demands; and (3) 
the exhaustion stage, in which bodily resources become dangerously 
depleted in the face of persistent and intense stress, and stress-related 
disorders, or diseases of adaptation, may develop.

4.3 Evaluate evidence on the relationship between life changes 
and psychological and physical health.
Again, links are correlational, but evidence shows that people who 
experience more life stress in the form of life changes and daily has-
sles are at an increased risk of developing physical health problems.

4.4 Evaluate the role of acculturative stress in psychological 
adjustment.
The pressures of acculturation, or acculturate stress, can affect mental 
and physical functioning. The relationships between level of accul-
turation and psychological adjustment are complex, but evidence 
supports the value of developing a bicultural pattern of acculturation, 

which involves efforts to adapt to the host culture while maintaining 
one’s traditional ethnic or cultural identity.

4.5 Identify psychological factors that moderate the effects of 
stress.
These factors include effective coping styles, self-efficacy expectan-
cies, psychological hardiness, optimism, and social support.

Adjustment disorders
4.6 Define the concept of an adjustment disorder and describe 
the key features of this disorder.
Adjustment disorders are maladaptive reactions to identified stressors. 
Adjustment disorders are characterized by emotional reactions that are 
greater than normally expected given the circumstances or by evidence 
of significant impairment in functioning. Impairment usually takes the 
form of problems at work or school or in social relationships or activities.

4.7 Describe the key features of acute stress disorder and post-
traumatic stress disorder.
The two types of traumatic stress disorders are acute stress disorder 
and posttraumatic stress disorder. Both involve maladaptive reac-
tions to traumatic stressors. Acute stress disorder occurs in the days 
and weeks following exposure to the traumatic event. Posttraumatic 
stress disorder persists for months, years, or even decades after the 
traumatic experience and may not begin until months or years after 
the event.

4.8 Describe ways of understanding and treating PTSD.
Learning theory provides a framework for understanding the con-
ditioning of fear to trauma-related stimuli and the role of negative 
reinforcement in maintaining avoidance behavior. However, other 
factors come into play in determining vulnerability to PTSD, includ-
ing degree of exposure to the trauma and personal characteristics, 
such as a history of childhood sexual abuse and lack of social support.

The major treatment approach is cognitive-behavioral therapy, 
which focuses on repeated exposure to cues associated with the 
trauma and may be combined with cognitive restructuring and train-
ing in stress management and anger management techniques. Eye 
movement desensitization and reprocessing is a relatively new but 
controversial form of treatment for PTSD.

summing up4
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To compute your overall score, you first need to reverse your scores 
on items 1, 2, 5, 8, and 10. This means that a 1 becomes 5, a 2 
becomes a 4, a 3 remains the same, a 4 becomes a 2, and a 5 becomes 
a 1. Then sum your scores. Total scores can range from 10 (lowest 
optimism) to 50 (highest optimism). Scores around 30 indicate that 
you are neither strongly optimistic nor pessimistic. Although we do 

not have norms for this scale, you may consider scores in the 31 to 
39 range as indicating a moderate level of optimism, whereas those in 
the 21 to 29 range indicate a moderate level of pessimism. Scores of 
40 or above suggest higher levels of optimism, whereas those of 20 or 
below suggest higher levels of pessimism. 

Scoring Key for optimism Scale 

On the basis of your reading of this chapter, answer the following 
questions:

• Does evidence presented in the text seem to argue for or  
against a melting pot model of American culture? What 
 evidence  suggests that maintaining a strong ethnic identity  
may be  beneficial?

• Examine your own behavior patterns. Do you believe your 
behaviors in everyday life enhance or impair your ability to 

handle stress? What changes can you make in your lifestyle to 
adopt healthier behaviors?

• Consider the level of stress in your own life. How might stress be 
affecting your psychological or physical health? In what ways can 
you reduce the level of stress in your life? What coping strategies 
can you learn to manage stress more effectively?

critical thinking questions

health psychologist 131
stress 131
stressor 131
endocrine system 132
hormones 132
immune system 133
general adaptation syndrome 

(GAS) 135

alarm reaction 135
fight-or-flight  

reaction 135
resistance stage 136
exhaustion stage 137
acculturative stress 139
emotion-focused  

coping 142

problem-focused  
coping 142

self-efficacy expectancies 143
psychological hardiness 143
positive psychology 144
adjustment disorder 146
acute stress disorder  

 147

posttraumatic stress disorder 
(PTSd) 149

eye movement  
desensitization and  
reprocessing (EMdR) 154

key terms

Scoring Key for the “Going Through Changes” Questionnaire
Examining your responses can help you gauge how much life stress 
you have experienced during the past year. Though everyone expe-
riences some degree of stress, if you checked many of these items, 
especially those at the higher stress levels, it is likely you have been 
experience a relatively high level of stress during the past year. Bear 
in mind, however, that the same level of stress may affect different 

people differently. Your ability to cope with stress depends on many 
factors, including your coping skills and the level of social support 
you have available. If you are experiencing a high level of stress, you 
may wish to examine the sources of stress in your life. Perhaps you 
can reduce the level of stress you experience or learn more effective 
ways of handling the sources of stress you can’t avoid.
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learning objectives
5.1 

Describe the physical, behavioral, and 
cognitive features of anxiety disorders.

5.2 
Describe the key features of panic disorder.

5.3 
Describe the leading conceptual 

model of panic disorder.

5.4 
Evaluate methods used to 

treat panic disorder.

5.5 
Describe the key features and 

specific types of phobic disorders and 
explain how phobias develop.

5.6 
Evaluate  methods used to 

treat phobic disorders.

5.7 
Describe  the key features of 

generalized anxiety disorder and ways 
of understanding and treating it.

5.8 
Evaluate ethnic differences in 

rates of anxiety disorders.

5.9 
Describe the key features of obsessive–

compulsive disorder and ways of 
understanding and treating it.

5.10 
Describe the key features of body 
dysmorphic disorder and hoarding 

disorder and explain why these 
disorders are classified within the 
obsessive–compulsive spectrum.

5

“I” ”I Felt Like I Was Going to Die Right Then and There”
I never experienced anything like this before. It happened while I was sitting in the car 
at a traffic light. I felt my heart beating furiously fast, like it was just going to explode. 
It just happened, for no reason. I started breathing really fast but couldn’t get enough 
air. It was like I was suffocating and the car was closing in around me. I felt like I was 
going to die right then and there. I was trembling and sweating heavily. I thought I 
was having a heart attack. I felt this incredible urge to escape, to just get out of the 
car and get away.

I somehow managed to pull the car over to the side of the road but just sat 
there waiting for the feelings to pass. I told myself if I was going to die, then I was 
going to die. I didn’t know whether I’d survive long enough to get help. Somehow—I 
can’t say how—it just passed and I sat there a long time, wondering what had just 
happened to me. Just as suddenly as the panic overcame me, it was gone. My breath-
ing slowed down and my heart stopped thumping in my chest. I was alive. I was not 
going to die. Not until the next time, anyway.

“The Case of Michael,” from the Author’s Files

truth OR fiction

T  F   People who experience a panic attack often think they are having a heart 
attack. (p. 161)

T  F   Antidepressant drugs are used to treat people who are not depressed but are 
suffering from various anxiety disorders. (p. 166)

T  F   People with phobias believe their fears to be well founded. (p. 169)

T  F   Some people are so fearful of leaving their homes that they are unable to ven-
ture outside even to mail a letter. (p. 172)

T  F   We may be genetically predisposed to acquire fears of objects that posed a 
danger to ancestral humans. (p. 176)

T  F   If there is a spider in the room, the spider phobic in the group will likely be the 
first to notice it and point it out. (p. 177)

T  F   Therapists have used virtual reality to help people overcome phobias. (p. 181)

T  F   Obsessional thinking helps relieve anxiety. (p. 190)

T  F   Having skin blemishes leads some people to consider suicide. (p. 193)

What is it like to have a panic attack? People tend to use the word panic  loosely, as when 
they say, “I panicked when I couldn’t find my keys.” Clients in therapy often speak of 
having panic attacks, although what they describe often falls in a milder spectrum of 
anxiety reactions. During a true panic attack, like the one Michael describes, the level of 
anxiety rises to the point of sheer terror. Unless you have suffered one, it is difficult to 
appreciate just how intense panic attacks can be. People who have panic attacks describe 
them as the most frightening experiences of their lives. The occurrence of panic attacks is 
the cardinal feature of a severe type of anxiety disorder called panic disorder.

There is much to be anxious about—our health, social relationships, examina-
tions, careers, international relations, and the condition of the environment are but a few 
sources of possible concern. It is normal, even adaptive, to be somewhat anxious about 
these aspects of life.

Anxiety is a generalized state of apprehension or foreboding. Anxiety is useful 
because it prompts us to seek regular medical checkups or motivates us to study for tests. 
Anxiety is therefore a normal response to threats, but anxiety becomes abnormal when it 
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is out of proportion to the reality of a threat, or when it seems to simply come out of the 
blue—that is, when it is not in response to life events.

In Michael’s case, panic attacks began spontaneously, without any warning or trig-
ger. This kind of maladaptive anxiety reaction, which can cause significant emotional 
distress or impair the person’s ability to function, is labeled an anxiety disorder. Anxiety, 
the common thread that connects the various types of anxiety disorders, can be experi-
enced in different ways, from the intense fear associated with a panic attack to the general-
ized sense of foreboding or worry in generalized anxiety disorder. Anxiety disorders are 
very common, affecting nearly one in five adults in the United States, which works out to 
more than 40 million people (Torpy, Burke, & Golub, 2011).

Overview of Anxiety Disorders
Anxiety is characterized by a wide range of symptoms that cut across physical, behavioral, 
and cognitive domains:

a) Physical features may include jumpiness, jitteriness, trembling or shaking, tight-
ness in the pit of the stomach or chest, heavy perspiration, sweaty palms, light-
headedness or faintness, dryness in the mouth or throat, shortness of breath, heart 
pounding or racing, cold fingers or limbs, and upset stomach or nausea, among 
other physical symptoms.

b) Behavioral features  may include avoidance behavior, clinging or dependent behav-
ior, and agitated behavior.

c) Cognitive features  may include worry, a nagging sense of dread or apprehension 
about the future, preoccupation with or keen awareness of bodily sensations, fear 
of losing control, thinking the same disturbing thoughts over and over, jumbled or 
confused thoughts, difficulty concentrating or focusing one’s thoughts, and think-
ing that things are getting out of hand.

Although people with anxiety disorders don’t necessarily experience all these fea-
tures, it is easy to see why anxiety is distressing. The DSM recognizes the following major 
types of anxiety disorders: panic disorder, phobic disorders, and generalized anxiety dis-
order. Several other disorders that were previously classified in the category of anxiety 
disorders are placed in the DSM-5 in new diagnostic categories with other disorders with 
which they share common features. Obsessive-compulsive disorder is now classified in 
a new diagnostic category of Obsessive-Compulsive and Related Disorders, which we 
discuss later in the chapter. Acute stress disorder and posttraumatic stress disorder, which 
we discussed in Chapter 4, are now classified in a new category of Trauma- and Stressor-
Related Disorders.

Table 5.1 provides an overview of the major types of anxiety disorders. The anxi-
ety disorders are not mutually exclusive. People frequently meet diagnostic criteria for 
more than one of them. Moreover, many people with anxiety disorders also have other 
types of disorders, especially mood disorders.

The anxiety disorders, along with dissociative disorders and somatic symptom and 
related disorders (see Chapter 6), were classified as neuroses throughout most of the 19th 
century. The term neurosis derives from roots meaning “an abnormal or diseased con-
dition of the nervous system.” The Scottish physician William Cullen coined the term 
neurosis in the 18th century. As the derivation implies, it was assumed that neurosis had 
biological origins. It was seen as an affliction of the nervous system.

At the beginning of the 20th century, Cullen’s organic assumptions were largely 
replaced by Sigmund Freud’s psychodynamic views. Freud maintained that neurotic 
behavior stems from the threatened emergence of unacceptable anxiety-evoking ideas 
into conscious awareness. According to Freud, disorders involving anxiety (as well as 
the dissociative and somatic symptom disorders discussed in Chapter 6) represent ways 
in which the ego attempts to defend itself against anxiety. Freud’s views on the origins 
of these problems united them under the general category of neuroses. Freud’s concepts 

5.1 Describe the physical, behavioral, 
and cognitive features of anxiety disorders.
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were so widely accepted in the early 1900s that they formed the basis for the classification 
systems found in the first two editions of the Diagnostic and Statistical Manual of Mental 
Disorders  (DSM).

Since 1980, the DSM has not contained a category termed neuroses. The DSM 
today is based on similarities in observable behavior and distinctive features rather than 
on causal assumptions. Many clinicians continue to use the terms neurosis and neurotic in 
the manner in which Freud described them, however. Some clinicians use the term neuro-
ses to group milder behavioral problems in which people maintain relatively good contact 
with reality. Psychoses, such as schizophrenia, are typified by loss of touch with reality and 
bizarre behavior, beliefs, and hallucinations.

Anxiety is not limited to the diagnostic categories traditionally termed neuroses, 
moreover. People with adjustment problems, depression, and psychotic disorders may 
also encounter problems with anxiety. Let’s now consider the major types of anxiety 
 disorders in terms of their features or symptoms, their causes, and the ways of treating 
them.

Panic Disorder
Panic disorder is characterized by repeated, unexpected panic attacks. Panic attacks are 
intense anxiety reactions that are accompanied by physical symptoms such as a pound-
ing heart; rapid respiration, shortness of breath, or difficulty breathing; heavy perspira-
tion; and weakness or dizziness (see Table 5.2). There is a stronger bodily component 
to panic attacks than to other forms of anxiety. The attacks are accompanied by feelings 
of sheer terror and a sense of imminent danger or impending doom and by an urge to 
escape the situation. They are usually accompanied by thoughts of losing control, “going 
crazy,” or dying.

5.2 Describe the key 
features of panic disorder.

table 5.1 

Overview of Major Types of Anxiety Disorders

Type of Disorder

Approximate 
Lifetime Prevalence 
in Population (%) Description Associated Features

Panic Disorder 5.1% Repeated panic attacks (episodes 
of sheer terror accompanied by 
strong physiological symptoms, 
thoughts of imminent danger or 
impending doom, and an urge to 
escape)

Fears of recurring attacks may prompt avoidance 
of situations associated with the attacks or in 
which help might not be available; attacks begin 
unexpectedly but may become associated 
with certain cues or specific situations; may 
be accompanied by agoraphobia, or general 
avoidance of public situations

Generalized Anxiety 
Disorder

9% Persistent anxiety that is not limited 
to particular situations

Excessive worrying; heightened states of bodily 
arousal, tenseness, being on edge

Specific Phobia 12.5% Excessive fears of particular objects 
or situations

Avoidance of phobic stimulus or situation; 
examples include acrophobia, claustrophobia, and 
fears of blood, small animals, or insects

Social Anxiety 
Disorder (Social 
Phobia)

12.1% Excessive fear of social interactions Characterized by an underlying fear of rejection, 
humiliation, or embarrassment in social situations

Agoraphobia About 1.4% to 2% Fear and avoidance of open, public 
places

May occur secondarily to losses of supportive 
others to death, separation, or divorce

Sources: Prevalence rates derived from APA, 2013; Conway et al., 2006; Grant et al., 2005a; Grant et al., 2006b, 2006c; Kessler et al., 2005a.
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During panic attacks, people tend to be keenly aware of changes in their heart 
rates and may think they are having a heart attack, even though there is really nothing 
wrong with their hearts. But since symptoms of panic attacks can mimic those of heart 
attacks or even severe allergic reactions, a thorough medical evaluation should be per-
formed. T / F

As in the case of Michael, panic attacks generally begin suddenly and spontane-
ously, without any warning or clear triggering event. The attack builds to a peak of inten-
sity within 10 to 15 minutes. Attacks usually last for minutes, but can last for hours. They 
tend to produce a strong urge to escape the situation in which they occur. For a diagnosis 
of panic disorder to be made, there must be the presence of recurrent panic attacks that 
begin unexpectedly—attacks that are not triggered by specific objects or situations. They 
seem to come out of the blue. However, subtle physical symptoms may precede an unex-
pected panic attack in the hour preceding an attack, even though the person may not be 
aware of it (Meuret et al., 2011).

The first panic attacks occur spontaneously or unexpectedly, but over time they 
may become associated with certain situations or cues, such as entering a crowded depart-
ment store or boarding a train or airplane. The person may associate these situations with 
panic attacks in the past or may perceive them as difficult to escape from in the event of 
another attack.

People often describe panic attacks as the worst experiences of their lives. Their 
coping abilities are overwhelmed. They may feel they must flee. If flight seems useless, 
they may “freeze.” There is a tendency to cling to others for help or support. Some people 
with panic attacks fear going out alone. Recurring panic attacks may become so difficult 
to cope with that panic sufferers become suicidal. People with panic disorder may avoid 
activities related to their attacks, such as exercise or venturing into places where attacks 
may occur or they fear may occur, or where they may be cut off from their usual sup-
ports. Consequently, panic disorder can lead to agoraphobia—an excessive fear of being 
in public places in which escape may be difficult or help unavailable (Berle et al., 2008). 
That said, panic disorder without accompanying agoraphobia is much more common 
than panic disorder with agoraphobia (Grant et al., 2006b).

Not all of the features in Table 5.2 need to be present during a panic attack. 
Nor are all panic attacks signs of panic disorder; about 10% of otherwise healthy people 

table 5.2 

Key Features of Panic Attacks

Panic attacks are episodes of intense fear or discomfort that develop suddenly and 
reach a peak within a few minutes. They are characterized by such features as the 
following:

•  Pounding heart, tachycardia (rapid heart rate), or palpitations
•  Sweating, trembling, or shaking
•  Experience of choking or smothering sensations or shortness of breath
•  Fears of either losing control and dying or going crazy 
•  Pain or discomfort in the chest 
•  Tingling or numbing sensations 
•  Nausea or stomach distress
•  Dizziness, light-headedness, faintness, or unsteadiness
•   Feelings of being detached from oneself, as if observing oneself from a distance, or 

sense of unreality or strangeness about one’s surroundings 
•  Fear of losing control or going crazy
•  Hot flashes or chills 

truth OR fiction

People who experience a panic attack 
often think they are having a heart 
attack.

 TRUE People experiencing a panic 
attack may believe they are having a 
heart attack, even though their hearts 
are perfectly healthy.

Agoraphobia. People with agoraphobia 
fear venturing into open or crowded places. 
In extreme cases, they may become literally 
housebound out of fear of venturing away 
from the security of their home.
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may experience an isolated attack in a given year (USDHHS, 1999). 
For a diagnosis of panic disorder to be made, the person must have 
experienced repeated, unexpected panic attacks, and at least one of the 
attacks must have been followed by a period of at least one month by 
either or both of the following features (Based on American Psychiatric 
Association, 2013):

a)  Persistent fear of subsequent attacks or of the feared consequences 
of an attack, such as losing control, having a heart attack, or going 
crazy

b)  Significant maladaptive change in behavior, such as limiting activities 
or refusing to leave the house or venture into public for fear of having 
another attack

According to recent national, representative survey, 5.1% of the 
general U.S. population develops panic disorder at some point in their 
lives (Grant et al., 2006b). Panic disorder usually begins in late ado-
lescence through the mid-30s and occurs about twice as often among 
women than men (Grant et al., 2006b; Katon, 2006) (see Figure 5.1). 
This gender difference fits the general pattern that anxiety disorders are 
more common among women than men (McLean & Anderson, 2009; 
Seedat et al., 2009).

figure 5.1 
Prevalence of panic disorder by gender.  
Panic disorder affects about two times as 
many women as men.

Source: Grant et al., 2006b.
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5.3 Describe the leading 
conceptual model of panic disorder.

Panic on the Golf Course
Athletes are accustomed to playing through aches and pains and even injuries. But 
this was different. At a professional golf tournament in 2012, rookie golfer Charlie 
Beljan played through a panic attack that was so severe he feared he was having 
a heart attack (Crouse & Pennington, 2012). He spent that night in the hospital for 
medical tests, hooked up to medical equipment while still wearing his golf shoes. 
Fortunately, the tests revealed no signs of heart problems. All the more surprising, 
he went on to play another 36 rounds, winning the tournament—his first professional 
victory. The panic attack on the golf course was not his first. That happened a few 
months earlier, while he was on an airplane, requiring the pilot to make an emergency 
landing so he could receive medical treatment. Panic attacks typically occur spon-
taneously, so it may have just been an unfortunate coincidence he panicked during 
the tournament. Or the stress of playing in a major professional tournament may 
have increased his vulnerability to the cascading set of neurochemical changes in the 
body—the rapid heartbeat and difficulty breathing, for example—that accompany 
panic attacks. Along with further medical tests, Beljan also consulted a psychologist. 
As we’ll see, psychological techniques can help cope with panic attacks.

From the Author’s Files

Theoretical Perspectives
The prevailing view of panic disorder is that panic attacks involve a combination of cog-
nitive and biological factors, of misattributions (misperceptions of underlying causes of 
changes in physical sensations) on the one hand and physiological reactions on the other. 
Figure 5.2 presents a schematic representation of the cognitive-biological model of panic 
disorder . Like Michael, who feared his physical symptoms were the first signs of a heart 
attack, panic-prone individuals tend to misattribute minor changes in internal bodily 
sensations to “underlying dire causes.” For example, they may believe that sensations of 
momentary dizziness, light-headedness, or heart palpitations are signs of an impending 
heart attack, loss of control, or going crazy.
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figure 5.2 Cognitive–biological model of panic disorder. In panic-prone people, 
perceptions of threat from internal or external cues lead to feelings of worry or fear, which are 
accompanied by changes in bodily sensations (e.g., heart racing or palpitations). Exaggerated, 
catastrophic interpretations of these sensations intensify perceptions of threat, resulting in 
yet more anxiety, more changes in bodily sensations, and so on in a vicious cycle that can 
culminate in a full-blown panic attack. Anxiety sensitivity increases the likelihood that people 
will overreact to bodily cues or symptoms of anxiety. Panic attacks may prompt avoidance of 
situations in which attacks have occurred or in which help might not be available.

Source: Adapted from Clark, 1986, and other sources.
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As represented in Figure 5.2, the perception of bodily sensations as dire threats 
triggers anxiety, which is accompanied by activation of the sympathetic nervous system. 
Under control of the sympathetic nervous system, the adrenal glands release the stress 
hormones epinephrine (adrenaline) and norepinephrine (noradrenaline). These hor-
mones intensify physical sensations by inducing accelerated heart rate, rapid breathing, 
and sweating. These changes in bodily sensations, in turn, become misinterpreted as 
evidence of an impending panic attack or, worse, as a catastrophe in the making (“My 
God, I’m having a heart attack!”). Catastrophic misattributions of bodily  sensations 
reinforce perceptions of threat, which intensifies anxiety, leading to more a nxiety-
related bodily symptoms and yet more catastrophic misinterpretations in a vicious 
cycle that can quickly spiral into a full-fledged panic attack. In summary, the prevail-
ing view of panic disorder reflects a combination of cognitive and biological factors, of 
 misattributions (catastrophic misinterpretations of bodily sensations) on the one hand 
and physiological reactions and physical sensations on the other (Teachman, Marker, & 
Clerkin, 2010).

The changes in bodily sensations that trigger a panic attack may result from many 
factors, such as unrecognized hyperventilation (rapid breathing), exertion, changes in tem-
perature, or reactions to certain drugs or medications. Or they may be fleeting, normally 
occurring changes in bodily states that typically go unnoticed. But panic-prone individu-
als may misattribute these bodily cues to dire causes, setting in motion a vicious cycle that 
can bring on a full-fledged attack.

Why are some people more prone to developing panic disorder? Here again, a 
combination of biological and cognitive factors come into play.

BiOLOGiCAL FACTOrS Evidence indicates that genetic factors contribute to proneness 
or vulnerability to panic disorder (e.g., Spatola et al., 2011). Genes may create a predis-
position or likelihood, but not a certainty, that panic disorder or other psychological dis-
orders will develop. Other factors play important roles, such as thinking patterns (Casey, 
Oei, & Newcombe, 2004). For example, people with panic disorder may misinterpret 
bodily sensations as signs of impending catastrophe. Panic-prone people also tend to be 
especially sensitive to their own physical sensations, such as heart palpitations.

The biological underpinnings of panic attacks may involve an unusually sensi-
tive internal alarm system involving parts of the brain, especially the limbic system and 
frontal lobes, that normally become involved in responding to cues of threat or dan-
ger (Katon, 2006). Psychiatrist Donald Klein (1994) proposed a variation of the alarm 
model called the suffocation false alarm theory. He postulated that a defect in the brain’s 
respiratory alarm system triggers a false alarm in response to minor cues of suffocation. 
In Klein’s model, small changes in the level of carbon dioxide in the blood, perhaps 
resulting from hyperventilation, produce sensations of suffocation. These respiratory 
sensations trigger the respiratory alarm, leading to a cascade of physical symptoms associ-
ated with the classic panic attack: shortness of breath, smothering sensations, dizziness, 
faintness, increased heart rate or palpitations, trembling, sensations of hot or cold flashes, 
and feelings of nausea. Klein’s intriguing proposal remains to be more fully tested and 
has received at best mixed support in the research literature to date (e.g., Vickers & 
McNally, 2005).

Let’s also consider the role of neurotransmitters, especially gamma-aminobutyric 
acid (GABA). GABA is an inhibitory neurotransmitter, which means that it tones down 
excess activity in the central nervous system and helps quell the body’s response to stress. 
When the action of GABA is inadequate, neurons may fire excessively, possibly bringing 
about seizures. In less dramatic cases, inadequate action of GABA may heighten states of 
anxiety or nervous tension. People with panic disorder tend to have low levels of GABA 
in some parts of the brain (Goddard et al., 2001). Also, we know that antianxiety drugs 
called benzodiazepines, which include the well-known Valium and Xanax, work specifi-
cally on GABA receptors, making these receiving stations more sensitive to the chemical, 
which enhances the calming effects of the neurotransmitter.
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Other neurotransmitters, especially serotonin, help regulate emotional states 
(Weisstaub et al., 2006). Serotonin’s role is supported by evidence, as discussed later in 
the chapter, that antidepressant drugs that specifically target serotonin activity in the 
brain have beneficial effects on some forms of anxiety as well as depression.

Further evidence of biological factors in panic disorder comes from studies com-
paring responses of people with panic disorder and control subjects to certain biological 
challenges that produce changes in bodily sensations (e.g., dizziness), such as infusion of 
the chemical sodium lactate or manipulation of carbon dioxide (CO2) levels in the blood. 
CO2 levels may be changed either by intentional hyperventilation (which reduces levels 
of CO2 in the blood) or by inhalation of carbon dioxide (which increases CO2 levels). 
Studies show that panic disorder patients are more likely than nonpatient controls to 
experience anxiety or symptoms of panic in response to these types of biological chal-
lenges (e.g., Coryell et al., 2006).

COGniTive FACTOrS In referring to the anxiety facing the nation in the wake of the 
economic depression of the 1930s, President Franklin Roosevelt said in his 1932 inaugu-
ral address, “We have nothing to fear but fear itself.” These words echo today in research 
on the role of anxiety sensitivity (AS) in the development of anxiety disorders, including 
panic disorder, phobic disorders, agoraphobia, and generalized anxiety disorder (Busscher 
et al., 2013; Ho et al., 2011; Naragon-Gainey, 2010; Wheaton et al., 2012).

Anxiety sensitivity, or fear of fear itself, involves fear of one’s emotions and bodily 
sensations getting out of control. When people with high levels of AS experience bodily 
signs of anxiety, such as a racing heart or shortness of breath, they perceive these symp-
toms as signs of dire consequences or even an impending catastrophe, such as a heart 
attack. These catastrophic thoughts intensify their anxiety reactions, making them vulner-
able to a vicious cycle of anxiety building on itself, which can lead to a full-blown panic 
attack. People with high levels of anxiety sensitivity also tend to avoid situations in which 
they have experienced anxiety in the past, a pattern we often see in people who have panic 
disorder accompanied by agoraphobia (Wilson & Hayward, 2006).

Anxiety sensitivity is influenced by genetic factors (Zavos et al., 2012). But envi-
ronmental factors also play a role, including factors relating to ethnicity. A study of high 
school students showed that Asian and Hispanic students reported higher levels of anxiety 
sensitivity on the average than did Caucasian adolescents (Weems et al., 2002). However, 
anxiety sensitivity was less strongly connected to panic attacks in the Asian and Hispanic 
groups than in the Caucasian group. Other investigators find higher levels of anxiety 
sensitivity among American Indian and Alaska Native college students than among 
Caucasian college students (Zvolensky et al., 2001). These findings remind us of the need 
to consider ethnic differences when exploring the roots of abnormal behavior.

We shouldn’t overlook the role that cognitive factors may play in determining 
oversensitivity of panic-prone people to biological challenges, such as manipulation of car-
bon dioxide levels in the blood. These challenges produce intense physical sensations that 
panic-prone people may misinterpret as signs of an impending heart attack or loss of con-
trol. Perhaps these misinterpretations—not any underlying biological sensitivities per se—
are responsible for inducing the spiraling of anxiety that can quickly lead to a panic attack.

The fact that panic attacks often seem to come out of the blue seems to support 
the belief that the attacks are biologically triggered. However, the cues that set off many 
panic attacks may be internal, involving changes in bodily sensations, rather than external 
stimuli. Changes in internal (physical) cues, combined with catastrophic thinking, may 
lead to a spiraling of anxiety that culminates in a full-blown panic attack.

Treatment Approaches
The most widely used forms of treatment for panic disorder are drug therapy and cognitive- 
behavioral therapy. Drugs commonly used to treat depression, called antidepressant drugs, 
also have antianxiety and antipanic effects. The term antidepressants may be something of 
a misnomer since these drugs have broader effects than just treating depression.

5.4 evaluate methods used 
to treat panic disorder.
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Antidepressants help counter anxiety by normalizing activity of neurotransmit-
ters in the brain. Antidepressants used for treating panic disorder include the tricyclics 
imipramine (Tofranil) and clomipramine (Anafranil) and the SSRIs paroxetine (Paxil) and 
sertraline (Zoloft) (Katon, 2006). However, some troublesome side effects may occur with 
these drugs, such as heavy sweating and heart palpitations, leading many patients to pre-
maturely stop using the drugs. The high-potency antianxiety drug alprazolam (Xanax), 
a type of benzodiazepine, is also helpful in treating panic disorder, social anxiety, and 
generalized anxiety disorder. T / F

A potential problem with drug therapy is that patients may attribute clinical 
improvement to the drugs and not to their own resources. Let’s also note that psychiatric 
drugs help control symptoms, but do not produce cures, and that relapses are common 
after patients discontinue medication. Reemergence of panic is likely unless cognitive-
behavioral treatment is provided to help patients modify their cognitive overreactions to 
their bodily sensations (Clark, 1986).

Cognitive-behavioral therapists use a variety of techniques in treating panic 
disorder, including coping skills development for handling panic attacks, breathing 
retraining and relaxation training to reduce states of heightened bodily arousal, and 
exposure to situations linked to panic attacks and bodily cues associated with panicky 
symptoms. The therapist may help clients think differently about changes in bodily 
cues, such as sensations of dizziness or heart palpitations. By recognizing that these cues 
are fleeting sensations rather than signs of an impending heart attack or other catastro-
phe, clients learn to cope with them without panicking. Clients learn to replace cata-
strophizing thoughts and self-statements (“I’m having a heart attack”) with calming, 
rational alternatives (“Calm down. These are panicky feelings that will soon pass.”). 
Panic attack sufferers may also be reassured by having a medical examination to ensure 
that they are physically healthy and their physical symptoms are not signs of heart 
 disease.

Breathing retraining is a technique that aims at restoring a normal level of carbon 
dioxide in the blood by having clients breathe slowly and deeply from the  abdomen, 
avoiding the shallow, rapid breathing that leads to breathing off too much carbon 
 dioxide. In some treatment programs, people with panic disorder are encouraged to 
intentionally induce panicky symptoms in order to learn how to cope with them, for 
example, by hyperventilating in the controlled setting of the treatment clinic or spinning 
around in a chair (Antony et al., 2006; Katon, 2006). Through  firsthand  experiences 
with panicky symptoms, patients learn to calm themselves down and cope with these 
sensations rather than overreact. Some commonly used elements in  cognitive-behavioral 
therapy (CBT) for panic disorder are shown in Table 5.3.

table 5.3 

elements of Cognitive-Behavioral Programs for Treatment of Panic Disorder

Self-monitoring Keeping a log of panic attacks to help determine situational stimuli that might trigger them.

exposure A program of gradual exposure to situations in which panic attacks have occurred. During exposure 
trials, the person engages in self-relaxation and rational self-talk to prevent anxiety from spiraling 
out of control. In some programs, participants learn to tolerate changes in bodily sensations 
associated with panic attacks by experiencing these sensations within a controlled setting of the 
treatment clinic. The person may be spun around in a chair to induce feelings of dizziness, learning 
in the process that such sensations are not dangerous or signs of imminent harm.

Development of coping 
responses

Developing coping skills to interrupt the vicious cycle in which overreactions to anxiety cues 
or cardiovascular sensations culminate in panic attacks. Behavioral methods focus on deep, 
regular breathing and relaxation training. Cognitive methods focus on modifying catastrophic 
misinterpretations of bodily sensations. Breathing retraining may be used to help the individual 
avoid hyperventilation during panic attacks.

truth OR fiction

Antidepressant drugs are used to treat 
people who are not depressed but are 
suffering from various anxiety disorders.

 TRUE. Antidepressant drugs also 
have antianxiety effects and are used 
to treat anxiety disorders such as panic 
disorder and social anxiety disorder, as 
well as obsessive-compulsive disorder.
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Michael, whom we introduced at the beginning of the chapter, was 30 when 
he suffered his first panic attack. Michael first sought a medical consultation with a 
 cardiologist to rule out any underlying heart condition. He was relieved when he received 
a clean bill of health. Although the attacks continued for a time, Michael learned to gain 
a better sense of control over them. Here he describes what the process was like:

a ClOseR look

Coping with a Panic Attack

People who have panic attacks usually feel their hearts pound-
ing such that they are overwhelmed and unable to cope. 
They typically feel an urge to flee the situation as quickly as 

possible. If escape is impossible, however, they may become immo-
bilized and freeze until the attack dissipates. What can you do if you 
suffer a panic attack or an intense anxiety reaction? Here are a few 
coping responses.

•	 Don’t let your breathing get out of hand. Breathe slowly 
and deeply.

•	 Try breathing into a paper bag. The carbon dioxide in 
the bag may help you calm down by restoring a more 
optimal balance between oxygen and carbon dioxide.

•	 Talk yourself down: Tell yourself to relax. Tell yourself 
you’re not going to die. Tell yourself no matter how 
painful the attack is, it is likely to pass soon.

•	 Find someone to help you through the attack. 
Telephone someone you know and trust. Talk about 
anything at all until you regain control.

•	 Don’t fall into the trap of making yourself housebound 
to avert future attacks.

•	 If you are uncertain about whether sensations such as 
pain or tightness in the chest have physical causes, 
seek immediate medical assistance. Even if you sus-
pect your attack may “only” be one of anxiety, it is 
safer to have a medical evaluation than to diagnose 
yourself.

You need not suffer recurrent panic attacks and fears 
about loss of control. If your attacks are persistent or 
frightening, consult a professional. When in doubt, see a 
professional.

“I” “Glad They’re Gone:” The Case of Michael 
For me, it came down to not fearing them. Knowing that I was not going to 

die gave me confidence that I could handle them. When I began to feel an attack 
coming on, I would practice relaxation and talk myself through the attack. It really 
seemed to take the steam out of them. At first I was having an attack every week or 
so, but after a few months, they whittled down to about one a month, and then they 
were gone completely. Maybe it was how I was coping with them, or maybe they just 
disappeared as mysteriously as they began. I’m just glad they’re gone.

From the Author’s Files

A number of well-controlled studies attest to the effectiveness of CBT in treating 
panic disorder (e.g., Craske et al., 2009; Gloster et al., 2011; Gunter & Whittal, 2010). 
Investigators report average response rates to CBT treatment of more than 60% of cases 
(Schmidt & Keough, 2010). Despite the common belief that panic disorder is best treated 
with of cases psychiatric drugs, CBT compares favorably to drug therapy in the short-
term and generally leads to better long-term results (Otto & Deveney, 2005; Schmidt & 
Keough, 2010).

Why does CBT produce longer-lasting results? In all likelihood, the answer is that 
CBT helps people acquire skills they can use even after treatment ends. Although psychi-
atric drugs can help quell panicky symptoms, they do not assist patients in developing 
new skills that can be used after drugs are discontinued. However, there are some cases in 
which a combination of psychological treatment and drug treatment is most effective. We 
should also note that other forms of psychological treatments may have therapeutic ben-
efits. A recent study supported the treatment benefits of a form of psychodynamic therapy 
specifically designed to treat panic symptoms (Milrod et al., 2007).
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Phobic Disorders
The word phobia derives from the Greek phobos, meaning “fear.” The concepts of fear 
and anxiety are closely related. Fear is anxiety experienced in response to a particular 
threat. A phobia is a fear of an object or situation that is disproportionate to the threat it 
poses. To experience a sense of gripping fear when your car is about to go out of control 
is not a phobia, because you truly are in danger. In phobic disorders, however, the fear 
exceeds any reasonable appraisal of danger. People with a driving phobia, for example, 
might become fearful even when they are driving well below the speed limit on a sunny 
day on an uncrowded highway. Or they might be so afraid that they will not drive or 
even ride in a car. Most, but not all, people with phobic disorders recognize their fears are 
excessive or unreasonable.

A curious thing about phobias is that they usually involve fears of the ordinary 
events in life, such as taking an elevator or driving on a highway, not the extraordinary. 
Phobias can become disabling when they interfere with daily tasks such as taking buses, 
planes, or trains; driving; shopping; or even leaving the house.

Different types of phobias usually appear at different ages, as noted in Table 5.4. 
The ages of onset appear to reflect levels of cognitive development and life experiences. 
Fears of animals are frequent subjects of children’s fantasies, for example. Agoraphobia, in 
contrast, often follows the development of panic attacks beginning in adulthood.

Types of Phobic Disorders
The DSM recognizes three distinct phobic disorders: specific phobia, social anxiety disorder 
(social phobia), and agoraphobia.

SPeCiFiC PhOBiAS A  specific phobia is a persistent, excessive fear of a specific object 
or situation that is out of proportion to the actual danger these objects or situations pose. 
There are many types of specific phobias, including the following (APA, 2013):

•	 Fear of animals, such as fear of spiders, insects, and dogs

•	 Fear of natural environments, such as fear of heights (acrophobia), storms, or water

•	 Fear of blood-injection injury, such as fear of needles or invasive medical procedures

•	 Fear of specific situations, such as fear of enclosed spaces (claustrophobia), eleva-
tors, or airplanes

5.5 Describe the key features and 
specific types of phobic disorders 
and explain how phobias develop.

Carla Passes the Bar But Not the Courthouse Staircase:  
A Case of Specific Phobia
Passing the bar exam was a significant milestone in Carla’s life, but it left her terrified 
at the thought of entering the county courthouse. She wasn’t afraid of encountering 
a hostile judge or losing a case, but of climbing the stairs leading to a second floor 
promenade where the courtrooms were located. Carla, 27, suffered from acrophobia, 
or fear of heights. “It’s funny, you know,” Carla told her therapist. “I have no problem 
flying or looking out the window of a plane at 30,000 feet. But the escalator at the 
mall throws me into a tailspin. It’s just any situation where I could possibly fall, like 
over the side of a balcony or banister.”

People with anxiety disorders try to avoid situations or objects they fear. Carla 
scouted out the courthouse before she was scheduled to appear. She was relieved to 
find a service elevator in the rear of the building she could use instead of the stairs. She 
told her fellow attorneys with whom she was presenting the case that she suffered from 
a heart condition and couldn’t climb stairs. Not suspecting the real problem, one of the 
attorneys said, “This is great. I never knew this elevator existed. Thanks for finding it.”

From the Author’s Files

table 5.4 

Typical Age of Onset  
for various Phobias

Mean Age 
of Onset

Animal phobia 7

Blood phobia 9

injection phobia 8

Dental phobia 12

Social phobia 15

Claustrophobia 20

Agoraphobia 28

Source: Adapted from Grant et al., 2006c; 
Öst, 1987, 1992.
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The phobic person experiences high levels of fear and physiological arousal when 
encountering the phobic object, which prompts strong urges to avoid or escape the situa-
tion or to avoid the feared stimulus, as in the following case.

To rise to the level of a diagnosable disorder, the phobia must significantly affect the 
person’s lifestyle or functioning or cause significant distress. You may have a fear of snakes, 
but unless your fear interferes with your daily life or causes you  significant emotional dis-
tress, it would not warrant a diagnosis of phobic disorder.

Specific phobias often begin in childhood. Many children develop passing fears 
of specific objects or situations. Some, however, go on to develop chronic clinically sig-
nificant phobias. Claustrophobia seems to develop later than most other specific phobias, 
with a mean age of onset of 20 years (see Table 5.4).

Specific phobias are among the most common psychological disorders, affecting 
about 9% of the general population at some point in their lives (Conway et al., 2006). The 
fear, anxiety, and avoidance associated with specific phobias typically persist for six months 
or longer, and often for years or even decades unless the phobia is successfully treated.

Anxiety disorders in general and phobic disorders in particular are more com-
mon in women than in men (McLean & Anderson, 2009). Gender differences in 
development of phobias may reflect cultural influences that socialize women into more 
dependent roles in society, for example, to be timid rather than brave or adventurous. 
Examiners also need to be aware of cultural factors when making diagnostic judgments. 
Fears of magic or spirits are common in some cultures and should not be  considered a 
sign of a phobic disorder unless the fear is excessive for the culture in which it occurs 
and leads to significant emotional distress or impaired functioning.

People with specific phobias will often recognize that their fears are exaggerated 
or unfounded. But they still are afraid, as in the case of this young woman whose fear of 
medical injections almost prevented her from getting married. T / F

truth OR fiction

People with phobias believe their fears 
are well founded.

 FALSE. Actually, many people with 
phobias recognize that their fears are 
exaggerated or unfounded but remain 
fearful.

Three types of phobic disorder. The man in the photo directly above has a specific phobia for 
dogs, a common phobia that may have an evolutionary origin. The young woman in the top-right 
photo would like to join others but keeps to herself because of social anxiety, an intense fear of 
social criticism and rejection. The woman in the bottom-right photo has acrophobia, or a fear of 
heights, which makes her feel uncomfortable even on a second floor balcony.
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SOCiAL AnxieTy DiSOrDer (SOCiAL PhOBiA) It is not abnormal to experience 
some degree of fear or anxiety in social situations such as dating, attending parties or 
social gatherings, or giving a talk or presentation to a class or group. Yet people with 
social anxiety disorder  (also called social phobia) have such an intense fear of social situ-
ations that they may avoid them altogether or endure them only with great distress. The 
underlying problem is an excessive fear of negative evaluations from others—fear of being 
rejected, humiliated, or embarrassed.

Imagine what it’s like to have social anxiety disorder. You are always fearful of 
doing or saying something humiliating or embarrassing. You may feel as if a thousand 
eyes are scrutinizing your every move. You are probably your own harshest critic and are 
likely to become fixated on whether your performance measures up when interacting with 
others. Negative thoughts run through your mind: “Did I say the right thing? Do they 
think I’m stupid?” You may even experience a full-fledged panic attack in social   
situations. 

Stage fright, speech anxiety, and dating fears are common forms of social anxiety. 
People with social anxiety may find excuses for declining social invitations. They may eat 
lunch at their desks to avoid socializing with coworkers and avoid situations in which they 
might meet new people. Or they may find themselves in social situations and attempt a 
quick escape at the first sign of anxiety. Relief from anxiety negatively reinforces escape 
behavior, but escape prevents learning how to cope with fear-evoking situations. Leaving 
the scene while still feeling anxious only serves to strengthen the link between the social 
situation and anxiety. Some people with social anxiety are unable to order food in a res-
taurant for fear the server or their companions might make fun of the foods they order or 
how they pronounce them.

Social anxiety or fear can severely impair a person’s daily functioning and quality 
of life. Fear may prevent people from completing educational goals, advancing in their 

“I” “This Will Sound Crazy, But …”: A Case of Specific Phobia 
This will sound crazy, but I wouldn’t get married because I couldn’t stand the idea 
of getting the blood test. [Blood tests for syphilis were required at the time.] I finally 
worked up the courage to ask my doctor if he would put me out with ether or barbi-
turates—taken by pills—so that I could have the blood test. At first he was incredu-
lous. Then he became sort of sympathetic but said that he couldn’t risk putting me 
under any kind of general anesthesia just to draw some blood. I asked him if he would 
consider faking the report, but he said that administrative procedures made that 
impossible.

Then he got me really going. He said that getting tested for marriage was 
likely to be one of my small life problems. He told me about minor medical problems 
that could arise and make it necessary for blood to be drawn, or to have an IV in my 
arm, so his message was I should try to come to grips with my fear. I nearly fainted 
while he was talking about these things, so he gave it up.

The story has half a happy ending. We finally got married in [a state] where we 
found out they no longer insisted on blood tests. But if I develop one of those prob-
lems the doctor was talking about, or if I need a blood test for some other reason, 
even if it’s life-threatening, I really don’t know what I’ll do. But maybe if I faint when 
they’re going to [draw blood], I won’t know about it anyway, right?

People have me wrong, you know. They think I’m scared of the pain. I don’t 
like pain—I’m not a masochist—but pain has nothing to do with it. You could pinch 
my arm till I turned black and blue and I’d tolerate it. I wouldn’t like it, but I wouldn’t 
start shaking and sweating and faint on you. But even if I didn’t feel the needle at 
all—just the knowledge that it was in me is what I couldn’t take.

From the Author’s Files

 Watch the Video Steve: Social Phobia  
on MyPsychLab



Anxiety Disorders and Obsessive–Compulsive and Related Disorders  CHAPTER 5  171

careers, or even holding a job in which they need to interact with others. In some cases, 
social fears are limited to speaking or performing in front of others, such as in the case 
of “stage fright” or in public speaking situations. People with this form of social anxiety 
disorder do not fear nonperformance social situations, such as when meeting new people 
or interacting with others in social gatherings.

People with social anxiety often turn to tranquilizers or try to “medicate” them-
selves with alcohol when preparing for social interactions (see Figure 5.3). In extreme 
cases, they may become so fearful of interacting with others that they become essentially 
housebound.

Nationally representative surveys show that about 5% of U.S. adults are affected 
by social anxiety disorder at some point in their lives (Conway et al., 2006; Grant et al., 
2006c). The disorder is more common among women than men, perhaps because of the 
greater social or cultural pressures placed on young women to please others and earn their 
approval.

The average age of onset of social anxiety disorder is about 15 years (Grant 
et al., 2006c). About 80% of affected people develop the disorder by age 20 (Stein 
& Stein, 2008). Social anxiety is strongly associated with a history of childhood shy-
ness (Cox, MacPherson, & Enns, 2004). Consistent with the diathesis–stress model (see 
Chapter 2), shyness may represent a diathesis or predisposition that makes a person 
more vulnerable to developing social anxiety in the face of stressful experiences, such as 
traumatic social encounters (e.g., being embarrassed in front of others). Social anxiety 
tends to be a chronic, persistent disorder, lasting about 16 years on average (Grant et 
al., 2006c). Yet despite its early development and the many negative effects it has on 
social functioning, people with social anxiety first receive help at an average age of 27 
(Grant et al., 2006c).

AGOrAPhOBiA The word agoraphobia is derived from Greek words meaning “fear of 
the marketplace,” which suggests a fear of being out in open, busy areas. People with ago-
raphobia may fear shopping in crowded stores; walking through crowded streets; crossing 
a bridge; traveling by bus, train, or car; eating in restaurants; being in a movie theater; or 
even leaving the house. They may structure their lives around avoiding exposure to fearful 
situations and in some cases become housebound for months or even years, even to the 

figure 5.3 
Percentage of people with social anxiety reporting specific difficulties associated with their 
fears of social situations. More than 90% of people with social anxiety feel handicapped by 
anxiety in their jobs.

Source: Adapted from Turner & Beidel, 1989. 
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Thinking CRiTiCally about abnormal psychology

@Issue: Where Does Shyness End and Social Anxiety Disorder Begin?

We began this chapter by noting that anxiety is a common 
emotional experience that may be adaptive in situations 
involving a threat to our safety or well-being. It is com-

mon and may even be expected to feel anxious on a job interview 
or when taking an important test. Anxiety becomes maladaptive, 
however, when it is either inappropriate to the situation (no real 
threat or danger exists) or excessive (beyond expectable reac-
tions) and when it interferes significantly with a person’s social, 
occupational, or other areas of functioning (e.g., turning down 
a job on a high floors in an office building because of a fear of 
heights).

But what about shyness, a common personality trait? Many of us 
are shy, but where should we draw a line between ordinary shyness 
and social anxiety disorder? As Bernardo Carducci, a prominent 
shyness researcher at Indiana University, points out, “shyness is not 
a disease, a psychiatric disorder, a character flaw, or a personality 
defect that needs to be ‘cured’” (cited in Nevid & Rathus, 2013). 
Many famous people in history were reported to be shy, among 
them Charles Darwin, Albert Einstein, and Harry Potter creator, J. K.  
Rowling (Cain, 2011). Carducci speaks of shy people becoming 
successfully shy, not by changing who they are, but by accepting 
themselves and learning how to interact with others, such as by 
working in a volunteer organization, learning conversation starters, 

and expanding social networks. As Carducci notes, “Successfully 
shy individuals do not need to change who they are—remember, 
there is nothing wrong with being a shy person. Successfully shy 
individuals change the way they think and act. They think less 
about themselves and more about others and take actions that 
are more other-focused and less self-focused” (cited in Nevid & 
Rathus, 2013).

We should be careful not to pathologize normal variations in per-
sonality traits such as shyness or make people who are naturally shy 
think of themselves as suffering from a psychological disorder in 
need of treatment. In the DSM system, a diagnosis of an anxiety dis-
order must be based on evidence of significant impairment of func-
tioning or marked personal distress. Sometimes what the shy person 
needs is public speaking training, not psychotherapy or medication 
(Cain, 2011).

In thinking critically about the issue, answer the following 
 questions:

•	 Think of someone you know who is painfully shy, per-
haps even yourself? Does this person suffer from a 
diagnosable psychological disorder? Why or why not?

•	 What do you think it means to be successfully shy?

extent of being unable to venture outside to mail a letter. Agoraphobia has the potential to 
become the most incapacitating type of phobia.

People with agoraphobia develop a fear of places and situations from which it 
might be difficult or embarrassing to escape in the event of panicky symptoms or a full-
fledged panic attack or of situations in which help may be unavailable if such problems 
should occur. Elderly people with agoraphobia may avoid situations in which they fear 
they might fall and not have help available. T / F

Women are about as likely as men to develop agoraphobia (APA, 2013). Once 
agoraphobia develops, it tends to follow a persistent or chronic course. Frequently, 
it begins in late adolescence or early adulthood. It may occur either with or without 
accompanying panic disorder. Agoraphobia is often, but not always, associated with 
panic disorder. The person with panic disorder who develops agoraphobia may live in 
fear of recurrent attacks and avoid public places where attacks have occurred or might 
occur. Because panic attacks can seem to come out of nowhere, some people restrict 
their activities for fear of making public spectacles of themselves or finding themselves 
without help. Others venture outside only with a companion. Still others forge ahead 
despite intense anxiety.

People with agoraphobia who have no history of panic disorder may experience 
mild panicky symptoms, such as dizziness, that lead them to avoid  venturing away 
from places where they feel safe or secure. They, too, tend to become  dependent on 
others for support. The following case of agoraphobia without a history of panic 
 disorder  illustrates the  dependencies often associated with agoraphobia.

truth OR fiction

Some people are so fearful of leaving 
their homes that they are unable to 
venture outside even to mail a letter.

 TRUE. Some people with 
agoraphobia become literally 
housebound and unable to venture 
outside even to mail a letter.
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Theoretical Perspectives
Theoretical approaches to understanding the development of phobias have a long history 
in psychology, beginning with the psychodynamic perspective.

PSyChODynAMiC PerSPeCTiveS From the psychodynamic perspective, anxiety is a 
danger signal that threatening impulses of a sexual or aggressive (murderous or suicidal) 
nature are nearing the level of awareness. To fend off these threatening impulses, the ego 
mobilizes its defense mechanisms. In phobias, the Freudian defense mechanism of projec-
tion comes into play. A phobic reaction is a projection of the person’s own threatening 
impulses onto the phobic object. For instance, a fear of knives or other sharp instruments 
may represent the projection of one’s own destructive impulses onto the phobic object. The 
phobia serves a useful function. Avoiding contact with sharp instruments prevents these 
destructive wishes toward the self or others from becoming consciously realized or acted 
on. The threatening impulses remain safely repressed. Similarly, people with acrophobia 
may harbor unconscious wishes to jump that are controlled by avoiding heights. The pho-
bic object or situation symbolizes or represents these unconscious wishes or desires. The 
person is aware of the phobia, but not of the unconscious impulses it symbolizes.

LeArninG PerSPeCTiveS The classic learning perspective on phobias was offered by 
psychologist O. Hobart Mowrer (1960). Mowrer’s two-factor model incorporated roles 
for both classical and operant conditioning in the development of phobias. The fear com-
ponent of phobia is believed to be acquired through classical conditioning, as previously 
neutral objects and situations gain the capacity to evoke fear by being paired with noxious 
or aversive stimuli. A child who is frightened by a barking dog may acquire a phobia 
for dogs. A child who receives a painful injection may develop a phobia for hypodermic 
syringes. Many people with phobias had experiences in which the phobic object or situa-
tion was associated with aversive experiences (e.g., getting trapped on an elevator).

Consider the case of Phyllis, a 32-year-old writer and mother of two sons. Phyllis 
had not used an elevator in 16 years. Her life revolved around finding ways to avoid 
appointments and social events on high floors. She had suffered from a fear of elevators 

Helen: A Case of Agoraphobia 
Helen, a 59-year-old widow, became increasingly agoraphobic 3 years after the death 
of her husband. By the time she came for treatment, she was essentially housebound, 
refusing to leave her home except under the strongest urging of her daughter, Mary, 
age 32, and only if Mary accompanied her. Her daughter and 36-year-old son, Pete, 
did her shopping and took care of her other needs as best they could. However, the 
burden of caring for their mother, on top of their other responsibilities, was becom-
ing too great for them to bear. They insisted that Helen begin treatment, and Helen 
begrudgingly acceded to their demands.

Helen was accompanied to her evaluation session by Mary. She was a frail-
looking woman who entered the office clutching Mary’s arm and insisted that Mary 
stay throughout the interview. Helen recounted that she had lost her husband and 
mother within 3 months of one another; her father had died 20 years earlier. Although 
she had never experienced a panic attack, she always considered herself an insecure, 
fearful person. Even so, she had been able to function in meeting the needs of her 
family until the deaths of her husband and mother left her feeling abandoned and 
alone. She had now become afraid of “just about everything” and was terrified of 
being out on her own, lest something bad would happen and she wouldn’t be able 
to cope with it. Even at home, she was fearful that she might lose Mary and Pete. She 
needed continual reassurance from them that they too wouldn’t abandon her.

From the Author’s Files



174  CHAPTER 5 Anxiety Disorders and Obsessive-Compulsive and Related Disorders

since the age of 8, when she had been stuck between floors with her grandmother. In con-
ditioning terms, the unconditioned stimulus was the unpleasant experience of being stuck 
on the elevator and the conditioned stimulus was the elevator itself.

As Mowrer pointed out, the avoidance component of phobias is acquired and 
maintained by operant conditioning, specifically by negative reinforcement. That is, relief 
from anxiety negatively reinforces the avoidance of fearful stimuli, which thus serves to 
strengthen the avoidance response. Phyllis learned to relieve her anxiety over riding the 
elevator by opting for the stairs instead. Avoidance works to relieve anxiety, but at a 
significant cost. By avoiding the phobic stimulus (e.g., elevators), the fear may persist 
for years, even a lifetime. On the other hand, fear can be weakened and even eliminated 
by repeated, uneventful encounters with the phobic stimulus. In classical conditioning 
terms, extinction is the weakening of the conditioned response (e.g., the fear component 
of a phobia) when the conditioned stimulus (the phobic object or stimulus) is repeatedly 
presented in the absence of the unconditioned stimulus (an aversive or painful stimulus).

Conditioning accounts for some, but certainly not all, phobias. In many cases, 
perhaps even most, people with specific phobias can’t recall any aversive experiences with 
the objects they fear. Learning theorists might counter that memories of conditioning 
experiences may be blurred by the passage of time or that the experience occurred too 
early in life to be recalled verbally. But contemporary learning theorists highlight the 
role of another form of learning—observational learning—that does not require direct 
conditioning of fears. In this form of learning, observing parents or significant others 
model a fearful reaction to a stimulus can lead to the acquisition of a fearful response. 
In an illustrative study of 42 people with severe phobias for spiders, observational learn-
ing apparently played a more prominent role in fear acquisition than did conditioning 
(Merckelbach, Arnitz, & de Jong, 1991). Moreover, simply receiving information from 
others, such as hearing others speak about the dangers posed by a particular stimulus, spi-
ders, for example, can also lead to the development of phobias (Merckelbach et al., 1996).

Learning models help account for the development of phobias (Field, 2006). But 
why do some people seem to acquire fear responses more readily than others? The biologi-
cal and cognitive perspectives may offer some insights.

BiOLOGiCAL PerSPeCTiveS Genetic factors can predis-
pose individuals to develop anxiety disorders such as panic 
disorder and phobic disorder (Coryell et al., 2006; Kendler, 
2005; Smoller et al., 2008). But how do genes affect a per-
son’s likelihood of developing anxiety disorders?

For one thing, we’ve learned that people with varia-
tions of particular genes are more prone to develop fear 
responses and to have greater difficulty overcoming them 
(Lonsdorf et al., 2009). For example, people with a variation 
of a particular gene who are exposed to fearful stimuli show 
greater activation of a brain structure called the amygdala, 
an almond-shaped structure in the brain’s limbic system 
(Hariri et al., 2002). Located below the cerebral cortex, the 
limbic system comprises a group of interconnected struc-
tures involved in memory formation and processing emo-
tional responses.

The amygdala produces fear responses to trigger-
ing stimuli without conscious thought (Agren et al., 2012; 
Forgas, 2008). It works as a kind of “emotional computer” 
whenever we encounter a threat or danger (Coelho & Purkis, 
2009) (see Figure 5.4). Higher brain centers, especially the 
prefrontal cortex in the frontal lobes of the cerebral cortex, 
have the job of evaluating threatening stimuli more care-
fully. As noted in Chapter 2, the prefrontal cortex, which 

figure 5.4 
The amygdala and limbic system. The amygdala, the brain’s fear-
triggering center, is part of the brain’s limbic system, which comprises a 
group of interconnected structures located below the cerebral cortex, 
which also includes parts of the thalamus and hypothalamus and other 
nearby structures. The limbic system is involved in memory formation and 
emotional processing. Recent evidence links anxiety disorders to an overly 
excitable amygdala.
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lies directly under your forehead, is responsible for many 
higher mental functions, such as thinking, problem solving, 
reasoning, and decision making. So when you see an object 
in the road that resembles a snake, the amygdala bolts into 
action, inducing a fear response that makes you stop or jump 
backwards and sends quivers of fear racing through your body. 
But a few moments later, the prefrontal cortex sizes up the 
threat more carefully, allowing you to breathe a sigh of relief 
(“It’s only a stick. Relax.”).

In people with anxiety disorders, however, the amyg-
dala may become overly excitable, inducing fear in response to 
mildly threatening situations or environmental cues (Nitschke 
et al., 2009). Supporting this view, researchers find increased 
levels of activation of the amygdala in people with social anxi-
ety and in combat veterans with PTSD (Stein & Stein, 2008). 
In another recent study, anxious adolescents showed a greater 
amygdala response to faces with fearful expressions than did nonpatient controls (Beesdo 
et al., 2009). For people with anxiety disorders, the  amygdala may become overreactive to 
cues of threat, fear, and rejection.

In related research, investigators used functional magnetic resonance imaging 
(fMRI) to examine how the brain responds to negative social cues (Blair et al., 2008). 
Investigators compared brain responses of people with the generalized form of social 
anxiety and nonphobic controls to negative social comments about them (e.g., “You are 
ugly.”). The socially phobic individuals showed greater levels of activation in the amyg-
dala and in the some parts of the prefrontal cortex (see Figure 5.5). The amygdala may 
trigger the initial fear response to negative social cues like criticism, while the prefrontal 
cortex may be engaged processes relating to self-reflection about these cues (“Why did he 
say that about me? Am I really so ugly?”).

Investigators have also used experimental animals, such as laboratory rats, to 
explore how the brain responds to fearful stimuli. An influential study showed that a part 
of the prefrontal cortex in the rat’s brain sends a kind of “all-clear” signal to the amygdala, 
quelling fearful reactions (see Figure 5.6) (Milad & Quirk, 2002). The investigators first 
conditioned rats to respond with fear to a tone by repeatedly pairing the tone with shock. 
The rats froze whenever they heard the tone. The investigators then extinguished the 
fear response by presenting the tone repeatedly without the shock. Following extinction, 
neurons in the middle of the prefrontal cortex fired up whenever the tone was sounded, 
sending signals through neural pathways to the amygdala. The more of these neurons that 
fired, the less the rats froze (NIH, 2002). The discovery that the prefrontal cortex sends 
a safety signal to the amygdala may eventually lead to new treatments for people with 
phobias that work by turning on the brain’s all-clear signal.

Research on the biological underpinnings of fear is continuing. For example, inves-
tigators are targeting particular types of neurons involved in fear memories. Destroying 
these types of neurons in laboratory mice literally erased memories of earlier learned 
fear responses (Han et al., 2009). Although extending laboratory research with mice to 
helping people overcome phobic responses is a stretch, experimental work with animals 
may lead to the development of drugs that might selectively block or interfere with fear 
responses in humans.

Are humans genetically predisposed to acquire phobic responses to certain classes 
of stimuli ? People appear to be more likely to have fears of snakes and spiders than of 
rabbits, for example. This belief in a biological predisposition to acquire fears of certain 
types of objects or situations, called prepared conditioning, suggests that evolution favored 
the survival of human ancestors who were genetically predisposed to develop fears of 
potentially threatening objects, such as large animals, snakes, spiders, and other “creepy-
crawlies”; of heights; of enclosed spaces; and even of strangers. This model may explain 
why we are more likely to develop fears of spiders or heights than of objects that appeared 

figure 5.5 
Brain responses to criticism in people with generalized social 
anxiety. fMRI scans of the brain in response to criticism showed greater 
activity in the amygdala (left) and parts of the prefrontal cortex (circled in 
yellow, right) in people with generalized social anxiety.
Source: NIMH, 2008.
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figure 5.6 
The “all-clear” signal quells fear. Evidence 
from animal studies shows that all-clear 
signals from the prefrontal cortex to the 
amygdala inhibit fear responses. This 
discovery may lead to treatments that can 
help quell fear reactions in humans.

Source: Milad & Quirk, 2002. Figure 
reprinted from “Mimicking brain’s ‘all clear’ 
quells fear in rats,” NIH News Release,  
Posted November 6, 2002.
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much later on the evolutionary scene, such as guns or knives, although these later- 
appearing objects pose more direct threats to our survival today. T / F

COGniTive PerSPeCTiveS Recent research highlights the importance of cognitive 
factors in determining proneness to phobias, including factors such as oversensitivity to 
threatening cues, overpredictions of dangerousness, and self-defeating thoughts and irra-
tional beliefs (e.g., Armfield, 2006; Schultz & Heimberg, 2008; Wenzel et al., 2005):

1. Oversensitivity to threatening cues.  People with phobias tend to perceive danger in 
situations most people consider safe, such as riding on elevators or driving over 
bridges. Similarly, people with social anxiety tend to be overly sensitive to social 
cues of rejection or negative evaluation from others (Schmidt et al., 2009).

 We all possess an internal alarm system that is sensitive to cues of threat. The amyg-
dala in the brain’s limbic system plays a key role in this early warning system. This 
system may have had evolutionary advantages for ancestral humans by increasing 
the chances of survival in a hostile environment. Early humans who responded 
quickly to signs of threat, such as a rustling sound in the bush that may have indi-
cated a lurking predator about to pounce, may have been better prepared to take 
defensive action (to fight or flee) than those with less sensitive alarm systems.

 The emotion of fear is a key element in this alarm system and may have motivated 
our early ancestors to take defensive action, which in turn may have helped them 
survive. People today who have specific phobias and other anxiety disorders may 
have inherited an acutely sensitive internal alarm that leads them to become overly 
sensitive to threatening cues. They are always on high alert for threatening objects 
or stimuli. If there is a spider in the room, the spider phobic in the group will likely 
be the first to notice it and point it out (Purkis, Lester, & Field, 2011). Other 
research suggests that the more a person is afraid of spiders, the bigger he or she 
perceives them to be (Vasey et al., 2012). T / F

2. Overprediction of danger.  Phobic individuals tend to overpredict how much fear or 
anxiety they will experience in the fearful situation. The person with a snake phobia, 
for example, may expect to tremble when he or she encounters a snake in a cage. 
People with dental phobia may have exaggerated expectations of the pain they will 
experience during dental visits. Typically speaking, the actual fear or pain experienced 
during exposure to the phobic stimulus is a good deal less than what people expect. 
Yet the tendency to expect the worst encourages avoidance of feared situations, which 
in turn prevents the individual from learning to manage and overcome anxiety.

   Overprediction of dental pain and fear may also lead people to postpone or 
cancel regular dental visits, which can contribute to more serious dental prob-
lems down the road. But actual exposure to fearful situations may lead to 
more  accurate predictions of the person’s level of fear. A clinical implica-
tion is that with  repeated exposure, people with anxiety disorders may come 
to anticipate their responses to fear-inducing stimuli more accurately, lead-
ing to  reductions of fear expectancies. This in turn may reduce avoidance 
 tendencies.

3.   Self-defeating thoughts and irrational beliefs.  Self-defeating thoughts can height-
en and perpetuate anxiety and phobic disorders. When faced with fear-evoking 
stimuli, the person may think, “I’ve got to get out of here,” or “My heart is going 
to leap out of my chest.” Thoughts like these intensify autonomic arousal, dis-
rupt planning, magnify the aversiveness of stimuli, prompt avoidance behavior, 
and decrease self-efficacy expectancies concerning a person’s ability to control 
the situation. Similarly, people with social anxiety may think, “I’ll sound stu-
pid,” whenever they have an opportunity to speak in front of a group of people 
(Hoffmann et al., 2004). Such self-defeating thoughts may stifle social partici-
pation.

“it was as big as my head, i swear!” Investigators 
find that the more afraid people are of spiders, the 
larger they perceive them to be.

truth OR fiction

We may be genetically predisposed to 
acquire fears of objects that posed a 
danger to ancestral humans.

 TRUE. Some theorists believe 
that we are genetically predisposed to 
acquire certain fears, such as fears of 
large animals and snakes. The ability to 
readily acquire these fears may have had 
survival value to ancestral humans.
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People with phobias also display more irrational beliefs of the type cataloged by 
Albert Ellis (see Chapter 2) than do nonfearful people. These irrational beliefs may involve 
exaggerated needs to be approved of by everyone they meet and to avoid any situation in 
which negative appraisal from others might arise. Consider these beliefs: “What if I have 
an anxiety attack in front of other people? They might think I’m crazy. I couldn’t stand 
it if they looked at me that way.” The results of an early study may hit close to home: 
College men who believed it was awful (not just unfortunate) to be turned down when 
requesting a date showed more social anxiety than those who were less likely to catastro-
phize rejection (Gormally et al., 1981).

Before going on, you may wish to review Figure 5.7, which illustrates a conceptual 
model for understanding phobias in terms of roles of learning influences and vulnerability 
factors such as a genetic predisposition and cognitive factors.

truth OR fiction

If there is a spider in the room, the spider 
phobic in the group will likely be the first 
to notice it and point it out.

 TRUE. People with specific phobias 
tend to be on high alert for detecting 
fearful stimuli or objects.

Operant 
Conditioning

Avoidance behavior 
strengthened by 
negative 
reinforcement 
(anxiety relief)

Phobia

Observational 
Learning

Observing others 
react fearfully to a 
stimulus leads to 
acquisition of a 
phobic response to 
the stimulus

Classical
Conditioning

Previously neutral 
stimulus becomes 
paired with painful 
or aversive stimulus

Biological
Factors

• Genetic 
predisposition to 
more readily acquire 
fear responses

• Possible greater 
sensitivity of the 
amygdala in response 
to threatening cues

• Prepared conditioning

Cognitive
Biases

• Oversensitivity to 
threatening cues

• Overprediction of 
danger

• Self-defeating 
thoughts and 
irrational beliefs

Learning
In�uences

Vulnerability
Factors

Increased Risk 
Potential

figure 5.7 
A multifactorial model of phobia. Learning influences play a key role in the acquisition of many 
phobias. But whether these learning experiences lead to the development of phobias may also 
depend on vulnerability factors, such as a genetic predisposition and cognitive factors.
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Treatment Approaches
Traditional psychoanalysis fosters awareness of how clients’ fears symbolize their inner 
conflicts, so the ego can be freed from expending its energy on repression. Modern psy-
chodynamic therapies also foster clients’ awareness of inner sources of conflict. They 
focus to a greater extent than do traditional approaches on exploring sources of anxiety 
that arise from current rather than past relationships, however, and they encourage clients 
to develop more adaptive behaviors. Such therapies are briefer and more directed toward 
specific problems than traditional psychoanalysis. Although psychodynamic therapies 
may prove to be helpful in treating some cases of anxiety disorders, there is little compel-
ling empirical support documenting their overall effectiveness (USDHHS, 1999).

The major contemporary treatment approaches to specific phobias, as for other 
anxiety disorders, derive from the learning, cognitive, and biological perspectives.

LeArninG-BASeD APPrOACheS A substantial body of research demonstrates the 
effectiveness of learning-based approaches in treating a range of anxiety disorders. At 
the core of these approaches is the effort to help individuals cope more effectively with 
anxiety-provoking objects and situations. Examples of learning-based approaches include 
systematic desensitization, gradual exposure, and flooding.

Adam Learns to Overcome His Fear of Injections 
Adam has a phobia for receiving injections. His behavior therapist treats him as he 
reclines in a comfortable padded chair. In a state of deep muscle relaxation, Adam 
observes slides projected on a screen. A slide of a nurse holding a needle has just 
been shown three times, 30 seconds at a time. Each time Adam has shown no anxi-
ety. So now a slightly more discomforting slide is shown: one of the nurse aiming 
the needle toward someone’s bare arm. After 15 seconds, our armchair adventurer 
notices twinges of discomfort and raises a finger as a signal (speaking might disturb 
his relaxation). The projector operator turns off the light, and Adam spends 2 minutes 
imagining his “safe scene”—lying on a beach beneath the tropical sun. Then the slide 
is shown again. This time Adam views it for 30 seconds before feeling anxiety.

From Essentials of Psychology (6th ed.) by S. A. Rathus, p. 537.  
Copyright © 2001. Reprinted with permission of Brooks/Cole,  

an imprint of Wadsworth Group, a division of Thomson Learning.

Adam is undergoing systematic desensitization, a fear-reduction procedure 
originated by psychiatrist Joseph Wolpe (1958) in the 1950s. Systematic desensitization 
is a gradual process in which clients learn to handle progressively more disturbing stimuli 
while they remain relaxed. About 10 to 20 stimuli are arranged in a sequence or hierar-
chy—called a fear-stimulus hierarchy—according to their capacity to evoke anxiety. By 
using their imagination or by viewing photos, clients are exposed to the items in the hier-
archy, gradually imagining themselves approaching the target behavior—be it ability to 
receive an injection or remain in an enclosed room or elevator—without undue anxiety.

Systematic desensitization is based on the assumption that phobias are learned or 
conditioned responses that can be unlearned by substituting an incompatible response 
to anxiety in situations that usually elicit anxiety (Rachman, 2000). Muscle relaxation 
is generally used as the incompatible response, and Wolpe’s followers generally use the 
method of progressive relaxation (described in Chapter 6) to help clients acquire relax-
ation skills. For this reason, Adam’s therapist is teaching Adam to experience relaxation in 
the presence of (otherwise) anxiety-evoking slides of needles.

Systematic desensitization creates a set of conditions that can lead to extinction of 
fear responses. The technique fosters extinction by providing opportunities for repeated 
exposure to phobic stimuli in imagination without aversive consequences.

5.6 evaluate methods used 
to treat phobic disorders.
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Gradual exposure uses a stepwise approach in which phobic individuals gradu-
ally confront the objects or situations they fear. Repeated exposure to a phobic stimulus 
in the absence of any aversive event (“nothing bad happening”) can lead to extinction, 
or gradual weakening, of the phobic response, even to the point that it is eliminated. 
Gradual exposure also leads to cognitive changes. The person comes to perceive the pre-
viously feared object or situation as harmless and perceives him- or herself as capable of 
handling the situation more effectively.

Exposure therapy can take several forms, including imaginal exposure (imagining 
oneself in the fearful situation) and in vivo exposure (actual encounters with phobic stim-
uli in real life). In vivo exposure may be more effective than imaginal exposure, but both 
techniques are often used in therapy. The effectiveness of exposure therapy for phobias is 
well established, making it the treatment of choice for many phobias (e.g., Gloster et al., 
2011; Hofman, 2008; McEvoy, 2008).

Consider social anxiety, for example. In exposure therapy, socially phobic clients 
may be instructed to enter increasingly stressful social situations (e.g., eating and convers-
ing with coworkers in the cafeteria) and to remain in those situations until the anxiety and 
urge to escape lessen. The therapist may help guide them during exposure trials, gradually 
withdrawing direct support so that clients become capable of handling the situations on 
their own. Exposure therapy for agoraphobia generally follows a stepwise course in which 
the client is exposed to increasingly fearful stimulus situations, such as walking through 
congested streets or shopping in department stores. A trusted companion or perhaps the 
therapist may accompany the person during the exposure trials. The eventual goal is for 
the person to be able to handle each situation alone and without discomfort or an urge to 
escape. Gradual exposure was used in treating the following case of claustrophobia.

Gradual exposure. The client confronts 
fearful stimuli in real-life situations in a step-
by-step fashion and may be accompanied 
by a therapist or trusted companion serving 
in a supportive role. To encourage the 
person to accomplish the exposure tasks 
increasingly on his or her own, the therapist 
or companion gradually withdraws direct 
support. Gradual exposure is often 
combined with cognitive techniques that 
focus on helping the client replace anxiety-
producing thoughts and beliefs with 
calming, rational alternatives.

Kevin Combats His Fear of Elevators: A Case of Claustrophobia 
Claustrophobia (fear of enclosed spaces) is not very unusual, although Kevin’s case 
was. Kevin’s claustrophobia took the form of a fear of riding on elevators. What made 
the case so unusual was Kevin’s occupation: He worked as an elevator mechanic. 
Kevin spent his work days repairing elevators. Unless it was absolutely necessary, how-
ever, Kevin managed to complete the repairs without riding in the elevator. He would 
climb the stairs to the floor where an elevator was stuck, make repairs, and hit the 
down button. He would then race downstairs to see that the elevator had operated 
correctly. When his work required an elevator ride, panic would seize him as the doors 
closed. Kevin tried to cope by praying for divine intervention to prevent him from 
passing out before the doors opened.

Kevin related the origin of his phobia to an accident three years earlier in 
which he had been pinned in his overturned car for nearly an hour. He remembered 
feelings of helplessness and suffocation. Kevin developed claustrophobia—a fear of 
situations from which he could not escape, such as flying on an airplane, driving in a 
tunnel, taking public transportation, and of course, riding in an elevator. Kevin’s fear 
had become so incapacitating that he was seriously considering switching careers, 
although the change would require considerable financial sacrifice. Each night he lay 
awake wondering whether he would be able to cope the next day if he were required 
to test-ride an elevator.

Kevin’s therapy involved gradual exposure in which he followed a stepwise 
program of exposure to increasingly fearful stimuli. A typical anxiety hierarchy for 
helping people overcome a fear of riding on elevators might include the following 
steps:

1. Standing outside the elevator
2. Standing in the elevator with the door open
3. Standing in the elevator with the door closed
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Flooding is a form of exposure therapy in which subjects are exposed to high levels 
of fear-inducing stimuli either in imagination or in real-life situations. Why? The belief is 
that anxiety represents a conditioned response to a phobic stimulus and should dissipate 
if the individual remains in the phobic situation for a long enough period of time without 
harmful consequences. Most individuals with phobias avoid confronting phobic stimuli 
or beat a hasty retreat at the first opportunity if they cannot avoid them. Consequently, 
they lack the opportunity to unlearn the fear response. In flooding, the person purposely 
engages in a highly feared situation, such as in the case of a person with social anxiety sitting 
down at a lunch table where people have already gathered and remain for a long enough 
period of time for anxiety to dissipate. Flooding has been used effectively in treating vari-
ous anxiety disorders, including social anxiety and PTSD (Moulds & Nixon, 2006).

virTuAL TherAPy: The nexT BeST ThinG TO BeinG There In the movie The 
Matrix, the lead character played by Keanu Reeves comes to realize that the world he 
believes is real is merely an illusion, a complex virtual environment so lifelike that people 
cannot tell it isn’t real. The Matrix is science fiction, but the use of virtual reality as a 
therapeutic tool is science fact.

Virtual reality therapy (VRT) is a behavior therapy technique that uses computer-
generated simulated environments as therapeutic tools. By donning a specialized helmet 
and gloves that are connected to a computer, a person with a fear of heights, for example, 
can encounter frightening stimuli in this virtual world, such as riding a glass-enclosed 
elevator to the top floor of an imaginary hotel, peering over a railing on a balcony  

 4. Taking the elevator down one floor
 5. Taking the elevator up one floor
 6. Taking the elevator down two floors
 7. Taking the elevator up two floors
 8. Taking the elevator down two floors and then up two floors
 9. Taking the elevator down to the basement
10. Taking the elevator up to the highest floor
11. Taking the elevator all the way down and then all the way up

Clients begin at step 1 and do not progress to step 2 until they are able to 
remain calm on the first. If they become anxious, they remove themselves from the 
situation and regain calmness by practicing muscle relaxation or focusing on soothing 
mental imagery. The encounter is then repeated as often as necessary to reach and sus-
tain feelings of calmness. They then proceed to the next step, repeating the process.

Kevin was also trained to practice self-relaxation and to talk calmly and ratio-
nally to himself to help him remain calm during his exposure trials. Whenever he 
began to feel even slightly anxious, he would tell himself to calm down and relax. 
He was able to counter the disruptive belief that he was going to fall apart if he was 
trapped in an elevator with rational self-statements such as, “Just relax. I may expe-
rience some anxiety, but it’s nothing that I haven’t been through before. In a few 
moments I’ll feel relieved.”

Kevin slowly overcame his phobia but still occasionally experienced some anxi-
ety, which he interpreted as a reminder of his former phobia. He did not exaggerate 
the importance of these feelings. Now and then it dawned on him that an elevator he 
was servicing had once occasioned fear. One day following his treatment, Kevin was 
repairing an elevator, which serviced a bank vault 100 feet underground. The experi-
ence of moving deeper and deeper underground aroused fear, but Kevin did not 
panic. He repeated to himself, “It’s only a couple of seconds and I’ll be out.” By the 
time he took his second trip down, he was much calmer.

From the Author’s Files
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on the 20th floor, or crossing a virtual Golden Gate Bridge. 
By a process of exposure to a series of increasingly frighten-
ing virtual stimuli, while progressing only when fear at each 
step diminishes, people can learn to overcome fears in virtual 
reality in much the same way they would had they followed 
a program of gradual exposure in real-life situations. T / F

Virtual therapy has been used successfully in helping 
people overcome phobias, such as fear of heights and fear 
of flying (Coelho et al., 2009; Parsons & Rizzo, 2008). In 
one research study, virtual reality was just as effective as real-
life exposure in treating fear of flying, with both treatments 
showing better results than an untreated (waiting list) con-
trol condition (Rothbaum et al., 2002). Ninety-two percent 
of VRT participants succeeded in flying on a commercial 
airliner in the year following treatment. A recent review 
showed substantial treatment benefits for VRT in treating 
anxiety disorders; in fact, treatment effects for VRT were 
slightly larger than those for in vivo (actual) exposure treat-
ment (Powers & Emmelkamp, 2008).

Virtual reality therapy offers some advantages over traditional exposure-based 
treatments. For one thing, it is often difficult or impossible to arrange in real life the types 
of exposure experiences that can be simulated in virtual reality, such as repeated airplane 
takeoffs and landings. Virtual therapy also allows for greater control over the stimulus 
environment, as when the participant controls the intensity and range of stimuli used 
during virtual exposure sessions (Zimand et al., 2002). Individuals may also be more will-
ing to perform certain fearful tasks in virtual reality than in real life.

In order for virtual therapy to be effective, says psychologist Barbara Rothbaum, 
an early pioneer in the use of the technique, the person must become immersed in the 
experience and believe at some level that it is real and not like watching a videotape. 
“If the first person had put the helmet on and said, ‘This isn’t scary,’ it wouldn’t have 
worked,” Dr. Rothbaum said. “But you get the same physiological changes—the racing 
heart, the sweat—that you would in the actual place” (cited in Goleman, 1995b, p. C11). 
Today, with advances in virtual reality technology, the simulated virtual environment is 
convincing enough to evoke intense anxiety in fearful people (Lubell, 2004).

We have only begun to explore the potential therapeutic uses of virtual technol-
ogy. Therapists are using virtual therapy to treat many kinds of fears as well as other dis-
orders, including posttraumatic stress disorder, social anxiety disorder, and even autism 
spectrum disorders (DeAngelis, 2012b). Therapists are helping substance abusers work 
toward recovery by placing them in virtual bars and other simulated situations, like fam-
ily conflicts, that are linked to their addictive behaviors. Virtual therapy using simulated 
wartime scenes can help reduce combat-related PTSD symptoms in active duty soldiers 
and returning veterans (e.g., Reger et al., 2011). In other applications, virtual therapy 
may help clients work through unresolved conflicts with significant figures in their lives 
by allowing them to confront these “people” in a virtual environment.

COGniTive TherAPy Through rational emotive behavior therapy, Albert Ellis might 
have shown people with social anxiety how irrational needs for social approval and perfec-
tionism produce unnecessary anxiety in social interactions. Eliminating exaggerated needs 
for social approval is apparently a key therapeutic factor.

Cognitive therapists seek to identify and correct dysfunctional or distorted beliefs. 
For example, people with social anxiety might think no one at a party will want to talk with 
them and that they will wind up lonely and isolated for the rest of their lives. Cognitive 
therapists help clients recognize the logical flaws in their thinking and to view situations 
rationally. Clients may be asked to gather evidence to test their beliefs, which may lead 
them to alter beliefs they find are not grounded in reality. Therapists may encourage 

Overcoming fears with virtual reality. Virtual reality technology can be used 
to help people overcome phobias.

truth OR fiction

Therapists have used virtual reality to 
help people overcome phobias.

 TRUE. Virtual reality therapy has 
been used successfully in helping people 
overcome phobias, including fear of 
heights.
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 clients with social anxiety to test their beliefs that they are bound to be ignored, rejected, 
or ridiculed by others in social gatherings by attending a party, initiating conversations, 
and monitoring other people’s reactions. Therapists may also help clients develop social 
skills to improve their interpersonal effectiveness and teach them how to handle social 
rejection, if it should occur, without catastrophizing.

One example of a cognitive technique is cognitive restructuring, a method in 
which therapists help clients pinpoint self-defeating thoughts and generate rational alter-
natives they can use to cope with anxiety-provoking situations. For example, Kevin (see 
earlier case study) learned to replace self-defeating thoughts with rational alternatives and 
to practice speaking rationally and calmly to himself during his exposure trials.

Cognitive-behavioral therapy is the general term used to apply to therapeutic 
approaches that combine behavioral and cognitive therapy techniques. CBT practitioners 
incorporate behavioral techniques, such as exposure, along with techniques drawn from 
the cognitive therapies of Ellis, Beck, and others. For example, in treating social anxiety, 
therapists often combine exposure treatment with cognitive restructuring techniques that 
help clients replace anxiety-inducing thoughts with calming alternatives (Rapee, Gaston, 
& Abbott, 2009). Evidence supports the effectiveness of CBT in treating many types of 
phobia, including social anxiety and claustrophobia (e.g., Choy, Fyer, & Lipsitz, 2007; 
McEvoy et al., 2012; Rachman, 2009).

DruG TherAPy Evidence also supports the use of antidepressant drugs, including ser-
traline (Zoloft) and paroxetine (Paxil), in treating social anxiety (Liebowitz, Gelenberg, 
& Munjack, 2005; Schneier, 2006). A combination of psychotherapy and drug therapy 
in the form of antidepressant medication may be more effective in some cases than either 
treatment approach alone (Blanco et al., 2010).

Generalized Anxiety Disorder
Generalized anxiety disorder (GAD) is characterized by excessive anxiety and worry that 
is not limited to any one object, situation, or activity. Normally, anxiety can be an adap-
tive response, a kind of built-in bodily warning system to signal when something is threat-
ening and requires immediate attention. But for people with generalized anxiety disorder, 
anxiety becomes excessive, becomes difficult to control, and is accompanied by physical 
symptoms such as restlessness, jumpiness, and muscle tension (Donegan & Dugas, 2012; 
Torpy, Burke, & Golub, 2011).

The central feature of GAD is excessive worry (Newman & Llera, 2011;Starcevic et 
al., 2012). People with GAD tend to be chronic worriers—even lifelong worriers. They 
may worry about many things, including their health, their finances, the well-being of their 
children, and their social relationships. They tend to worry about everyday, minor things, 
such as getting stuck in traffic, and about unlikely future events, such as going bankrupt. 
They may avoid situations or events in which they expect that something “bad” might 
 happen. Or they might repeatedly seek reassurance from others that everything is okay. To 
reach a diagnostic level, GAD needs to be associated with either marked emotional distress 
or significant impairment in daily functioning. Children with generalized anxiety disorder 
tend to worry about academics, athletics, and social aspects of school life. 

The emotional distress associated with GAD interferes significantly with the per-
son’s daily life. GAD frequently occurs together with other disorders, including depres-
sion or other anxiety disorders such as agoraphobia and obsessive–compulsive disorder. 
Other related features include restlessness; feeling tense, keyed up, or on edge; becoming 
easily fatigued; having difficulty concentrating or finding one’s mind going blank; irrita-
bility; muscle tension; and disturbances of sleep, such as difficulty falling asleep, staying 
asleep, or having restless and unsatisfying sleep. 

GAD tends to be a stable disorder that initially arises in the mid-teens to mid-
20s and then typically follows a lifelong course. The lifetime prevalence of GAD in the 

5.7 Describe  the key 
features of  generalized 
anxiety disorder and ways of 
understanding and treating it.

 Watch the Video Philip: Generalized  Anxiety 
Disorder on MyPsychLab
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a ClOseR look

Take This Pill Before Seeing Your Therapist

The drug D-cycloserine (DSQ), an antibiotic used to treat 
tuberculosis, might one day be used for an entirely differ-
ent purpose—to boost the effects of psychotherapy. The 

drug acts on synaptic connections in the brain involved in processes 
of learning and memory, so investigators suspect that it might 
enhance the effects of learning-based treatments such as cognitive-
behavioral therapy. More about this in a moment, but first some 
background.

Experimental research with laboratory mice showed that 
DSQ boosted ability on tests of memory of particular objects 
seen earlier and places where these objects had been placed 
(Zlomuzica et al., 2007). Other research showed that DSQ sped 
up extinction of fear responses in rats (Davis et al., 2005). As 
you’ll recall, extinction is the process by which a conditioned 
fear response is weakened as a result of repeated exposure to 
the conditioned stimulus (i.e., the fearful object or situation) in 
the absence of the aversive unconditioned stimulus (i.e., a pain-
ful or unpleasant stimulus).

The drug acts on a particular receptor for the neurotransmitter glu-
tamate, a chemical in the brain that keeps the central nervous sys-
tem aroused and kicking. The drug caffeine also increases glutamate 
activity, which explains why many people start their morning with 
a cup of caffeine-rich coffee or tea to increase their level of arousal 
and alertness.

The underlying brain mechanism explaining the effective-
ness of DSQ in boosting extinction of fear responses remains 
unknown, but investigators suspect that the amygdala, the 
fear-triggering part of the brain, is involved (Davis et al., 2006). 
One  possibility is that DSQ acts on glutamate receptors in the 
amygdala to speed up the process of extinction (Britton et al., 
2007).

Might DSQ have similar effects on anxiety disorders in people? 
Evidence is building that DSQ can boost the effectiveness of expo-
sure therapy in treating PTSD, especially in more severe cases that 
require longer treatment (Cukor et al., 2009; de Kleine et al, 2012). It 
appears that DCS may jump-start exposure treatment, speeding up 
its effects (Chasson et al., 2010).

Other studies find booster effects of DSQ when it is combined with 
behavioral exposure therapy in treating social anxiety (Guastella  
et al., 2008; Hofmann et al., 2006). In another study, people with a 
fear of heights received either DSQ or a placebo drug before  
participating in exposure sessions using a virtual reality simulation of 
height situations (Davis et al., 2006). Participants who received the 
active drug showed greater improvement than those who received 
the placebo.

The use of drugs to boost psychological interventions is still in its 
infancy, but a day may come when popping a pill before seeing your 
behavior therapist becomes routine.

Can drugs boost the effects of behavior therapy? Investigators 
are exploring whether the drug D-cycloserine can boost the effects 
of behavior (learning-based) therapy of phobias and other anxiety 
disorders.

 general U.S. population is estimated to be around 4% overall, but is about twice as com-
mon in women as in men (Conway et al., 2006). About 2% of adults are affected by GAD 
in any given year (Grant et al., 2005). In the following case, we find a number of features 
of generalized anxiety disorder.

“Worrying About Worrying”: A Case of Generalized Anxiety Disorder 
Earl was a 52-year-old supervisor at the automobile plant. His hands trembled as he 
spoke. His cheeks were pale. His face was somewhat boyish, making his hair seem 
grayed with worry.

He was reasonably successful in his work, although he noted that he was 
not a “star.” His marriage of nearly three decades was in “reasonably good shape,” 
although sexual relations were “less than exciting—I shake so much that it isn’t easy 
to get involved.” The mortgage on the house was not a burden and would be paid 
off within five years, but “I don’t know what it is; I think about money all the time.” 
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Theoretical Perspectives
Freud characterized the type of anxiety we see in GAD as “free floating” because people 
seem to carry it from situation or situation. From a psychodynamic perspective, gen-
eralized anxiety represents the threatened leakage of unacceptable sexual or aggressive 
impulses or wishes into conscious awareness. The person is aware of the anxiety but 
not its underlying source. The problem with speculating about the unconscious origins 
of anxiety is that they lie beyond the reach of direct scientific tests. We cannot directly 
observe or measure unconscious impulses.

From a learning perspective, generalized anxiety is precisely that: generalization 
of anxiety across many situations. People concerned about broad life themes, such as 
finances, health, and family matters, are likely to experience apprehension or worry in 
a variety of settings. Anxiety would thus become connected with almost any environ-
ment or situation.

The cognitive perspective on GAD emphasizes the role of exag-
gerated or distorted thoughts and beliefs, especially beliefs that underlie 
worry. People with GAD tend to worry just about everything. They also 
tend to be overly attentive to threatening cues in the environment (Amir 
et al., 2009), perceiving danger and calamitous consequences at every 
turn. Consequently, they feel continually on edge, as their nervous sys-
tems respond to the perception of threat or danger with activation of the 
sympathetic nervous system, leading to increased states of bodily arousal 
and the accompanying feelings of anxiety.

The cognitive and biological perspectives converge in evidence 
showing irregularities in the functioning of the amygdala in GAD 
patients and in its connections to the brain’s thinking center, the pre-
frontal cortex (PFC) (Etkin et al., 2009) (see Figure 5.8). It appears that 

The three children were doing well. One was employed, one was in college, and one 
was in high school. But “with everything going on these days, how can you not worry 
about them? I’m up for hours worrying about them.”

“But it’s the strangest thing,” Earl shook his head. “I swear I’ll find myself 
worrying when there’s nothing in my head. I don’t know how to describe it. It’s like 
I’m worrying first and then there’s something in my head to worry about. It’s not like 
I start thinking about this or that and I see it’s bad and then I worry. And then the 
shakes come, and then, of course, I’m worrying about worrying, if you know what I 
mean. I want to run away; I don’t want anyone to see me. You can’t direct workers 
when you’re shaking.”

Going to work had become a major chore. “I can’t stand the noises of the 
assembly lines. I just feel jumpy all the time. It’s like I expect something awful to hap-
pen. When it gets bad like that I’ll be out of work for a day or two with shakes.”

Earl had been worked up “for everything; my doctor took blood, saliva, 
urine, you name it. He listened to everything, he put things inside me. He had other 
people look at me. He told me to stay away from coffee and alcohol. Then from tea. 
Then from chocolate and Coca-Cola, because there’s a little bit of caffeine [in them]. 
He gave me Valium [an antianxiety drug or minor tranquilizer] and I thought I was in 
heaven for a while. Then it stopped working, and he switched me to something else. 
Then that stopped working, and he switched me back. Then he said he was ‘out of 
chemical miracles’ and I better see a shrink or something. Maybe it was something 
from my childhood.”

From the Author’s Files

figure 5.8 The areas in red in the 
front part of this brain image show parts 
of the prefrontal cortex that have stronger 
connections to the amygdala in the 
brains of GAD patients than in the brains 
of nonpatient controls. These areas are 
involved in processes relating to distraction 
and worry.
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in people with GAD, the PFC may rely on worrying as a cognitive strategy for dealing 
with the fear generated by an overactive amygdala.

We also suspect irregularities in neurotransmitter activity in GAD. We mentioned 
earlier that antianxiety drugs such as the benzodiazepines diazepam (Valium) and alpra-
zolam (Xanax) increase the effects of GABA, an inhibitory neurotransmitter that tones 
down central nervous system arousal. Similarly, irregularities of the neurotransmitter 
serotonin are implicated in GAD on the basis of evidence that GAD responds favorably  
to the antidepressant drug paroxetine (Paxil), which specifically targets serotonin (Sheehan 
& Mao, 2003). Neurotransmitters work on brain structures that regulate emotional states 
such as anxiety, so it is possible that an overreactivity of these brain structures (the amyg-
dala, for example) is involved. 

Treatment Approaches
The major forms of treatment of generalized anxiety disorder are psychiatric drugs and cog-
nitive-behavioral therapy. Antidepressant drugs, such as sertraline (Zoloft) and paroxetine 
(Paxil), can help relieve anxiety symptoms (Allgulander et al., 2004; Liebowitz et al., 2002). 
Bear in mind, however, that although psychiatric drugs may help relieve anxiety, they do not 
cure the underlying problem. Once the drugs are discontinued, the symptoms often return.

Cognitive-behavioral therapists use a combination of techniques in treating GAD, 
including training in relaxation skills; learning to substitute calming, adaptive thoughts 
for intrusive, worrisome thoughts; and learning skills of decatastrophizing (e.g., avoiding 
tendencies to think the worst). Evidence from controlled studies shows substantial thera-
peutic benefits of cognitive-behavioral therapy in treating GAD (DiMauro et al., 2013; 
Donegan & Dugas, 2012; Newman et al., 2011). The effectiveness of CBT is comparable 
to that of drug therapy, but with lower dropout rates, which indicates that the psychologi-
cal treatment is better tolerated by patients (Mitte, 2005). In one illustrative study, the 
great majority of GAD patients treated with either behavioral or cognitive methods, or 
the combination of these methods, no longer met diagnostic criteria for the disorder fol-
lowing treatment (Borkovec et al., 2002).

Ethnic Differences in Anxiety Disorders
Although anxiety disorders have been the subject of extensive study, little attention has 
been directed toward examining ethnic differences in the prevalence of these disorders. 
Are anxiety disorders more common in certain racial or ethnic groups? We might think 
that stressors that African Americans in our society are more likely to encounter, such 
as racism and economic hardship, might contribute to a higher rate of anxiety disorders 
in this population group. On the other hand, an alternative argument is that African 
Americans, by dint of having to cope with these hardships in early life, develop resiliency 
in the face of stress that shields them from anxiety disorders. Evidence from large epide-
miological surveys lends support to this alternative argument.

According to the best available evidence drawn from a large national survey, the 
National Comorbidity Survey Replication (NCS-R), showed that African Americans (or 
non-Hispanic Blacks) and Latinos have lower rates of social anxiety disorder and general-
ized anxiety disorder than do European Americans (non-Hispanic Whites) (Breslau et al., 
2006). We have evidence from yet another large national survey showing higher lifetime 
rates of panic disorder in European Americans than in Latinos, African Americans, or 
Asian Americans (Grant et al., 2006b).

Let’s also note that anxiety disorders are not unique to our culture. Panic disorder, 
for example, is known to occur in many countries, perhaps even universally. However, the 
specific features of panic attacks, such as shortness of breath or fear of dying, may vary 
from culture to culture. Some culture-bound syndromes have features similar to panic 
attacks, such as ataque de nervios (see Table 3.2 in Chapter 3).

5.8 evaluate ethnic differences 
in rates of anxiety disorders.

 Watch the Video Christy: Generalized  Anxiety 
Disorder with Insomnia  
in MyPsychLab
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Tying it together

Many psychologists believe that the origins of anxiety 
disorders involve a complex interplay of environmental, 
physiological, and psychological factors. Complicating 

matters further is that different causal pathways may be at work 
in different cases. Given that multiple causes are at work, it is 
not surprising that different approaches to treating anxiety dis-
orders have emerged.

To illustrate, let’s offer a possible causal pathway for panic disorder. 
Some people may inherit a genetic predisposition, or diathesis, that 
makes them overly sensitive to minor changes in bodily sensations. 
Cognitive factors may also be involved. Physical sensations associ-
ated with changing carbon dioxide levels, such as dizziness, tingling, 
or numbness, may be misconstrued as signs of an impending disas-
ter—suffocation, heart attack, or loss of control. This in turn may 
lead, like dominoes falling in line, to an anxiety reaction that quickly 
spirals into a full-fledged panic attack.

Whether this happens may depend on another vulnerability fac-
tor, the individual’s level of anxiety sensitivity. People with high 
levels of anxiety sensitivity may be more likely to panic in response 
to changes in their physical sensations. In some cases, a person’s 
anxiety sensitivity may be so high that panic ensues, even without 
a genetic predisposition. Over time, panic attacks may come to 
be triggered by exposure to internal or external cues (conditioned 
stimuli) that have been associated with panic attacks in the past, 
such as heart palpitations or boarding a train or elevator. As we saw 
in the case of Michael at the beginning of the chapter, changes in 
physical sensations may be misconstrued as signs of an impending 
heart attack, setting the stage for a cycle of physiological responses 
and catastrophic thinking that can result in a full-blown panic attack. 
Helping panic sufferers develop more effective coping skills for han-
dling anxiety symptoms without catastrophizing can help break this 
vicious cycle.

Obsessive–Compulsive and  
 Related Disorders
The DSM-5 category of Obsessive–Compulsive and Related Disorders  contains a hodge-
podge of disorders that have in common a pattern of compulsive or driven repetitive 
behaviors that are associated with significant personal distress or impaired functioning in 
meeting demands of daily life (see Table 5.5). In the following sections we focus on three 
major disorders in this category: obsessive–compulsive disorder, body dysmorphic disorder, 
and hoarding disorder. Two other related disorders, trichotillomania (hair pulling disorder) 
and excoriation (skin picking) disorder, are described in Table 5.5.

Obsessive–Compulsive Disorder
People with obsessive–compulsive disorder (OCD) are troubled by recurrent obsessions 
or compulsions, or both obsessions and compulsions, that are time-consuming, such as 
lasting more than an hour a day, or causing significant distress or interference with a per-
son’s normal routines or occupational or social functioning (APA, 2013; Parmet, Lynm, 
& Golub, 2011). An obsession is a recurrent, persistent, and unwanted thought, urge, or 
mental image that seems beyond the person’s ability to control. Obsessions can be potent 
and persistent enough to interfere with daily life and can engender significant distress and 
anxiety. One may wonder endlessly whether one has locked the doors and shut the win-
dows, for example. One may be obsessed with the urge to do harm to one’s spouse. One 
can have intrusive mental images or fantasies, such as the recurrent fantasy of a young 
mother that her children had been run over by traffic on the way home from school. 
Obsessions generally cause anxiety or distress, but not in all cases (APA, 2013). 

A compulsion is a repetitive behavior (e.g., hand washing or checking door locks) 
or mental act (e.g., praying, repeating certain words, or counting) that the person feels 
compelled or driven to perform (APA, 2013). Compulsions typically occur in response 
to obsessional thoughts and are frequent and forceful enough to interfere with daily life 
or cause significant distress. Table 5.6 shows some relatively common obsessions and 

5.9 Describe the key features 
of obsessive–compulsive 
disorder and ways of 
understanding and treating it.

 Watch the Video Dave: Obsessive  
Compulsive Disorder (OCD) on MyPsychLab
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table 5.5 

Overview of Obsessive-Compulsive and Related Disorders

Type of Disorder
Approximate Lifetime 
Prevalence in Population Description Associated Features

Obsessive–
Compulsive Disorder

About 2% to 3% Recurrent obsessions 
(recurrent, intrusive thoughts) 
and/or compulsions 
(repetitive behaviors the 
person feels compelled to 
perform)

•	 	Obsessions	generate	anxiety	that	may	be	at	least	
partially	relieved	by	performance	of	the	compulsive	
rituals

Body Dysmorphic 
Disorder

Unknown Preoccupation with an 
imagined	or	exaggerated	
physical	defect

•	 	Person	may	believe	that	others	think	less	of	him	or	
her as a person because of the perceived defect

•	 	Person	may	engage	in	compulsive	behaviors,	such	
as	excessive	grooming,	that	aim	to	correct	the	
perceived defect

Hoarding Disorder 
(compulsive 
hoarding)

2% to 5% Strong need to accumulate 
possessions, regardless of 
their value, and persistent 
difficulty	or	distress	
associated with discarding 
them

•	 	Leads	to	cluttering	the	home	with	piles	of	collected	
materials, such as books, clothing, household items, 
and even junk mail

•	 	Can	have	a	range	of	harmful	effects	including	
difficulty	using	the	living	space	and	conflicts	with	
needs	of	family	members	and	others

•	 	The	person	may	feel	a	sense	of	security	from	
accumulating and retaining otherwise useless or 
unnecessary	stuff

•	 	The	person	may	fail	to	recognize	that	the	hoarding	
behavior is a problem, despite the obvious 
evidence

Trichotillomania  
(Hair-Pulling 
Disorder)

Unknown Compulsive	or	repetitive	hair	
pulling resulting in hair loss 

•	 	Hair	pulling	may	involve	the	scalp	or	other	parts	of	
the	body	and	may	result	in	noticeable	bald	spots

•	 	Hair	pulling	may	have	self-soothing	effects	and	be	
used as a coping response in dealing with stress or 
anxiety

Excoriation  
(Skin-Picking) 
Disorder 

1.4% or higher (in adults) Compulsive	or	repetitive	
picking of the skin, resulting 
in skin lesions or sores that 
may	never	completely	heal	
because of repeated picking 
at scabs 

•	 	Skin	picking	may	involve	scratching,	picking,	
rubbing, or digging into the skin

•	 	Skin	picking	may	be	an	attempt	to	remove	slight	
imperfections or irregularities in the skin or used as 
a	coping	response	to	stress	or	anxiety

Sources:		Prevalence	rates	derived	from	APA,	2013,	Mataix-Cols	et	al.,	2010,	and	other	sources.

 compulsions. In the following first-person account, a man describes his obsessive concerns 
about having caused harm to other people (and even insects) as the result of his actions.

“I” “Tormenting Thoughts and Secret Rituals” 
My	compulsions	are	caused	by	fears	of	hurting	someone	through	my	negligence.	It’s	
always	the	same	mental	rigmarole.	Making	sure	the	doors	are	latched	and	the	gas	jets	
are	off.	Making	sure	I	switch	off	the	light	with	just	the	right	amount	of	pressure,	so	I	
don’t	cause	an	electrical	problem.	Making	sure	I	shift	the	car’s	gears	cleanly,	so	I	don’t	
damage	the	machinery…	.

I	fantasize	about	finding	an	island	in	the	South	Pacific	and	living	alone.	That	
would	take	the	pressure	off;	if	I	would	harm	anyone	it	would	just	be	me.	Yet	even	
if	I	were	alone,	I’d	still	have	my	worries,	because	even	insects	can	be	a	problem.	
Sometimes	when	I	take	the	garbage	out,	I’m	afraid	that	I’ve	stepped	on	an	ant.	I	stare	
down	to	see	if	there	is	an	ant	kicking	and	writhing	in	agony.	I	took	a	walk	last	week	by	
a	pond,	but	I	couldn’t	enjoy	it	because	I	remembered	it	was	spawning	season,	and	I	
worried	that	I	might	be	stepping	on	the	eggs	of	bass	or	bluegill.



188  CHAPTER 5 Anxiety Disorders and Obsessive-Compulsive and Related Disorders

Most compulsions fall into two categories: cleaning rituals and checking rituals. 
Rituals can become the focal point of life. A compulsive hand washer, Corinne, engaged in 
elaborate hand-washing rituals. She spent 3 to 4 hours daily at the sink and complained, 
“My hands look like lobster claws.” Some people literally take hours checking and recheck-
ing that all the appliances are off before they leave home, and still remain in doubt.

Another woman with a checking compulsion described an elaborate ritual she 
insisted her husband perform to complete the simple act of taking out the garbage (Colas, 
1998). The couple lived in an apartment and deposited their garbage in a common 
dumpster. The ritual was intended to keep the neighbors’ germs out of her apartment. 
She insisted that after her husband tossed the garbage without ever touching the dump-
ster, he then needed to take his shoes off when returning to the apartment and wash his 
hands, using his clean hand to pump the soap dispenser so that it would not become con-
taminated. Her husband then needed to repeat the process 20 times, one time for each of 
20 sealed bags of garbage. If she noticed a stain on his shirt, say a brown liquid stain, she 
insisted he go into the dumpster and find the bag matching the stain in order to identify 
the liquid. If he refused, she would hound him for hours until he relented.

Compulsions often accompany obsessions and may at least partially relieve the 
anxiety created by obsessional thinking. By washing their hands 40 or 50 times in a 
row each time they touch a public doorknob, compulsive hand washers may experience 
some relief from the anxiety engendered by the obsessive thought that germs or dirt 
still linger in the folds of skin. They may believe that the compulsive ritual will help 
prevent a dreaded event, such as germ contamination. However, the repetitive nature 
of the compulsive behavior far exceeds any reasonable steps one can take as a precau-
tion. In effect, the solution (i.e., performing the compulsive ritual) becomes the problem 
(Salkovskis et al., 2003). The person becomes trapped in a vicious pattern of worrisome 
intrusive thoughts leading to compulsive rituals. People with OCD generally recognize 
that their obsessive concerns are excessive or irrational, but feel incapable of stopping 
them (Belkin, 2005).

Obsessive–compulsive disorder affects between 2% and 3% of the general popula-
tion at some point in their lives (Keeley et al., 2008). It usually begins in adolescence or 
early adulthood, but may emerge in childhood, even in early childhood  (Parmet, Lynm, &  

table 5.6 

examples of Obsessive Thoughts and Compulsive 
Behaviors

Obsessive Thought Patterns Compulsive Behavior Patterns

Thinking that one’s hands remain dirty 
despite repeated washing

Rechecking one’s work time and time again

Rechecking the doors or gas jets before 
leaving home

Constantly washing one’s hands to keep 
them clean and germ free

Difficulty shaking the thought that a loved 
one has been hurt or killed

Repeatedly thinking that one has left the 
door to the house unlocked

Worrying constantly that the gas jets in the 
house were not turned off 

Repeatedly thinking that one has done 
terrible things to loved ones

I realize that other people don’t do these things. Mainly, it’s that I don’t want 
to go through the guilt of having hurt anything. It’s selfish in that sense. I don’t care 
about them as much as I do about not feeling the guilt.

From Osborn, 1998
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Golub, 2011). A Swedish study found that although most OCD patients eventually 
showed some improvement, most also continued to have some symptoms of the  disorder 
through the course of their lives (Skoog & Skoog, 1999). The disorder occurs about 
equally often in men and women. The nearby case example of Jack illustrates a checking 
compulsion.

TheoreTical PersPecTives Within the psychodynamic tradition, obsessions rep-
resent leakage of unconscious urges or impulses into consciousness, and compulsions are 
acts that help keep these impulses repressed. Obsessive thoughts about contamination by 
dirt or germs may represent the threatened emergence of unconscious infantile wishes to 
soil oneself and play with feces. The compulsion (in this case, cleanliness rituals) helps 
keep such wishes at bay. The psychodynamic model remains largely speculative, in large 
part because of the difficulty (some would say impossibility) of arranging scientific tests to 
determine the existence of unconscious impulses and conflicts.

Vulnerability to OCD is in part determined by genetic factors (Taylor, 2011; 
Taylor & Jang, 2011). Just what genes are involved in OCD remains under study, but 
research evidence points to a possible role for a gene that works to tone down the actions 
of a particular neurotransmitter, glutamate, at least in some cases of the disorder (Arnold 
et al., 2006; Dickel et al., 2006). On a related note, many people with OCD, especially 
those who developed the disorder during childhood, have a history of tic disorders, leading 
investigators to believe there is a genetic link between tic disorders and OCD (Eichstedt 
& Arnold, 2001; Stewart et al., 2007). 

Another possibility is that the actions of particular genes affect chemical balances 
in the brain that lead to overarousal of a network of neurons called a worry circuit, a 
neural network that signals danger in response to perceived threats. In OCD, the brain 
may be continually sending messages through this “worry circuit” or neural circuit that 
something is wrong and requires immediate attention, leading to obsessional, worrisome 
thoughts and repetitive, compulsive behaviors. These signals may emanate from the 
brain’s fear-triggering center, the amygdala, which is part of the limbic system. Normally, 
the prefrontal cortex modulates input from the amygdala and other lower brain struc-
tures. However, in people with OCD and other anxiety disorders, this process may break 
down as the prefrontal cortex fails to control excess neural activity emanating from the 
amygdala, leading to anxiety and worry (Harrison et al., 2009; Monk et al., 2008).

Let’s consider other intriguing possibilities regarding the biological underpinnings 
of OCD. One possibility requiring further study is that compulsive aspects of OCD result 
from abnormalities in brain circuits that normally serve to constrain repetitive behav-
iors. As a result, people with OCD may feel compelled to perform repetitive behaviors as 
though they were “stuck in gear” (Leocani et al., 2001).

The frontal lobes in the cerebral cortex regulate brain centers in the lower brain 
that control bodily movements. Brain imaging studies implicate abnormal patterns of 
activation of brain circuits involving the frontal lobes in OCD patients (Harrison et al., 
2009; Szeszko et al., 2008). Perhaps a disruption in these neural pathways explains the 
failure of people with compulsive behavior to inhibit repetitive, ritualistic behaviors. 
Changes in patterns of frontal lobe activation are also found among patients who respond 
favorably to cognitive-behavioral treatment, which suggests that CBT may directly affect 
parts of the brain implicated in OCD (Ingram & Siegle, 2001).

Other parts of the brain, including the basal ganglia, may also be involved in 
OCD (Baxter, 2003). The basal ganglia are involved in controlling body movements, so it 
is conceivable that a dysfunction in this region might help explain the ritualistic behaviors 
seen in OCD patients.

Psychological models of OCD emphasize cognitive and learning-based factors. 
People with OCD tend to be overly focused on their thoughts (Taylor & Jang, 2011). 
They can’t seem to break the mental loop in which the same intrusive, negative thoughts 
keep reverberating in their minds. They also tend to exaggerate the risk that unfortunate 
events will occur. Because they expect terrible things to happen, people with OCD engage 

an obsessive thought? One type of 
obsession involves recurrent, intrusive images 
of a calamity occurring as the result of one’s 
own carelessness. For example, a person may 
not be able to shake the image of his or her 
house catching fire because of an electrical 
short in an appliance inadvertently left on.
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in rituals to prevent them. An accountant who imagines awful consequences for slight 
mistakes on a client’s tax forms may feel compelled to repeatedly check her or his work. 
Rituals may provide an illusion of control over stressful events (Reuven-Magril, Dar, & 
Liberman, 2008).

Another cognitive factor linked to the development of OCD is perfectionism, or 
belief that one must perform flawlessly (Moretz & McKay, 2009; Taylor & Jang, 2011). 
People who hold perfectionist beliefs exaggerate the consequences of turning in less-than-
perfect work and may feel compelled to redo their efforts until every detail is flawless.

From a learning perspective, we can view compulsive behaviors as operant 
responses that are negatively reinforced by relief from anxiety triggered by obsessional 
thoughts. Put simply, “obsessions give rise to anxiety/distress and compulsions reduce it” 
(Franklin et al., 2002, p. 283). If a person obsesses that dirt or foreign bodies contaminate 
other people’s hands, shaking hands or turning a doorknob may evoke powerful anxiety. 
Compulsive hand washing following exposure to a perceived contaminant provides some 
degree of relief from anxiety. Reinforcement, whether positive or negative, strengthens 
the behavior that precedes it. Thus, the person becomes more likely to repeat the com-
pulsive ritual the next time he or she is exposed to anxiety-evoking cues, such as shaking 
hands or touching doorknobs. T / F

The question remains why some people develop obsessive thoughts 
whereas others do not. Perhaps those who develop obsessive–compulsive dis-
order are physiologically sensitized to overreact to minor cues of danger. Along 
these lines, we can speculate that the brain’s worry circuit may be unusually sen-
sitive to cues of danger. Deficits in memory may also play a role. For example, 
compulsive checkers may have difficulty remembering whether they have com-
pleted the task correctly, such as turning off the toaster oven before leaving for 
the day. The hypothesis that impaired memory contributes to compulsive check-
ing remains to be more fully tested, however (Cuttler & Grafa, 2009; Harkin & 
Kessler, 2011).

TreATMenT APPrOACheS Behavior therapists have achieved impressive results 
in treating obsessive–compulsive disorder with the technique of exposure with 
response prevention (ERP) (e.g., Franklin & Foa, 2011). The exposure component 
involves exposure to situations that evoke obsessive thoughts. For many people, 
such situations are hard to avoid. Leaving the house, for example, may trigger 

Jack’s “Little Behavioral Quirks”: A Case of  
Obsessive–Compulsive Disorder 
Jack, a successful chemical engineer, was urged by his wife, Mary, a pharmacist, to 
seek help for “his little behavioral quirks,” which she had found increasingly annoy-
ing. Jack was a compulsive checker. When they left the apartment, he would insist on 
returning to check that the lights or gas jets were off or that the refrigerator doors 
were shut. Sometimes he would apologize at the elevator and return to the apartment 
to carry out his rituals. Sometimes the compulsion to check struck him in the garage. 
He would return to the apartment, leaving Mary fuming. Going on vacation was espe-
cially difficult for Jack. The rituals occupied the better part of the morning of their 
departure. Even then, he remained plagued by doubts.

Mary had also tried to adjust to Jack’s nightly routine of bolting out of bed 
to recheck the doors and windows. Her patience was running thin. Jack realized that 
his behavior was impairing their relationship as well as causing him distress. Yet he 
was reluctant to enter treatment. He gave lip service to wanting to be rid of his com-
pulsive habits, but he also feared that surrendering his compulsions would leave him 
defenseless against the anxieties they helped to ease.

From the Author’s Files

exposure with response prevention. In 
exposure with response prevention, the 
therapist assists the client in breaking the 
obsessive–compulsive disorder cycle by 
confronting stimuli, such as dirt, that evoke 
obsessive thoughts but without performing 
the compulsive ritual.

truth OR fiction

Obsessive thinking helps relieve anxiety.

 FALSE. Obsessive thinking actually 
engenders anxiety. However, performing 
compulsive rituals may partially reduce 
the anxiety associated with obsessive 
thinking, thereby creating a cycle in 
which obsessive thinking prompts 
ritualistic behavior, which is reinforced by 
anxiety relief.
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obsessive thoughts about whether the gas jets are turned off or the windows and doors 
are locked. Or clients may be instructed to purposely induce obsessive thoughts by leav-
ing the house messy or rubbing their hands in dirt. The response prevention component 
involves preventing the compulsive behavior from occurring. Clients who rub their hands 
in dirt must avoid washing them for a designated period of time. The compulsive lock 
checker must avoid checking to see that the door was locked.

Through exposure with response prevention, people with OCD learn to toler-
ate the anxiety triggered by their obsessive thoughts while they are prevented from per-
forming their compulsive rituals. With repeated exposure trials, the anxiety eventually 
subsides, and the person feels less compelled to perform the accompanying rituals. The 
underlying principle, yet again, is extinction. When cues that trigger obsessive thoughts 
and accompanying anxiety are repeatedly presented but the person sees that nothing bad 
happens, the bonds between these cues and the anxiety response should weaken.

Cognitive techniques are often combined with ERP within a cognitive-behavioral 
treatment program (Abramowitz, 2008; Hassija & Gray, 2010). The cognitive component 
involves correcting distorted ways of thinking (cognitive distortions), such as tendencies 
to overestimate the likelihood and severity of feared consequences (Whittal et al., 2008).

SSRI antidepresssants (selective serotonin reuptake inhibitors; discussed in  
Chapter 2) also have therapeutic benefits in treating OCD (Pampaloni et al., 2009; 
Simpson et al., 2008). This class of drugs includes fluoxetine (Prozac), paroxetine (Paxil), 
and clomipramine (Anafranil). These drugs increase the availability of the neurotransmit-
ter serotonin in the brain. The effectiveness of these drugs suggests that problems with 
serotonin transmission play an important role in the development of OCD, at least in 
some cases. Bear in mind, however, that most people treated with SSRIs continue to expe-
rience significant OCD symptoms and some fail to respond at all (Simpson et al., 2008). 
We should also note that many patients fail to respond fully to cognitive-behavioral  
therapy (Fisher & Wells, 2005).

CBT produces at least as much benefit as drug treatment with SSRIs and may lead 
to more lasting results in treating OCD (Franklin & Foa, 2011). As with other forms of 
anxiety disorder, some people with OCD may benefit from a combination of psychologi-
cal and drug treatment (Simpson et al., 2008). The Closer Look section in the following  
page explores an experimental treatment for OCD and other psychological disorders 
involving electrical stimulation of structures deep within the brain.

Body Dysmorphic Disorder
People with body dysmorphic disorder (BDD) are preoccupied with an 
imagined or exaggerated physical defect in their appearance, such as skin 
blemishes, wrinkling or swelling of the face, body moles or spots, or facial 
swelling, causing them to feel they are ugly or even disfigured (Buhlmann, 
Marques, & Wilhelm, 2012; Marques et al., 2011). They fear others will 
judge them negatively on the basis of their perceived defect or flaw (Anson, 
Veale, & de Silva, 2012). They may spend hours examining themselves in 
the mirror and go to extreme measures to correct the perceived defect, even 
undergoing invasive or unpleasant medical procedures, including unneces-
sary plastic surgery. Some people with BDD remove all the mirrors from their 
homes so as not to be reminded of the “glaring flaw” in their appearance. 
People with BDD may believe that others view them as ugly or deformed 
and treat them negatively because of their physical flaws.

BDD is classified within the obsessive–compulsive spectrum because 
people with the disorder often become obsessed with their perceived defect 
and often feel compelled to check themselves in the mirror or engage in 
compulsive behaviors aimed at fixing, covering, or modifying the perceived 
defect. In the following case example of BDD, compulsive behavior takes the 
form of repetitive grooming, washing, and styling hair. 

5.10 Describe the key features 
of body dysmorphic disorder and 
hoarding disorder and explain why 
these disorders are classified within 
the obsessive–compulsive spectrum.

Can’t you see it? A person with body dysmorphic disorder 
may spend hours in front of a mirror obsessing about an 
imagined or exaggerated physical defect in appearance.
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 a ClOseR look

A Pacemaker for the Brain?

Although psychosurgery remains an experimental and 
controversial treatment, emerging evidence points to 
a possible role for a surgical technique involving deep 

brain stimulation (DBS) in treating people with severe obsessive–
compulsive disorder (Denys et al., 2010). DBS targets particular 
brain circuits linked to specific disorders, such as OCD (Beck, 
2012) (see Figure 5.9). In deep brain stimulation, electrodes are 
surgically implanted in specific areas of the brain and attached 
to a small battery placed in the chest wall. When stimulated by a 
pacemaker-like device, the electrodes transmit electrical signals 
directly into surrounding brain tissue. Neuroscientists can’t say 
exactly how DBS works, but it may involve interrupting aberrant 
brain signals (Beck, 2012).

One unanswered question in using deep brain stimulation is where 
to place the electrodes. As psychiatrist Wayne Goodman of the 
National Institute of Mental Health points out, “We’re still not 
exactly sure where the sweet spot is in the brain to reduce the 
symptoms of OCD. Even if you think you’re in the right neighbor-
hood, you may be one block off. And one block off in the brain may 
be just 1 millimeter” (quoted in “Pacemaker for Brain,” 2008).

Though deep brain stimulation remains an experimental treatment, 
recent research points to its potential use in treating other disor-
ders in addition to OCD. Investigators find encouraging results in 
using DBS to treat severely depressed people who fail to respond 
to other treatments (e.g., Blomsted et al., 2011; Hirschfeld, 2011b; 
Holtzheimer et al., 2012; Kennedy et al., 2011; Keshtkar et al., 2012).

It is not too fanciful to conjecture that someday, perhaps someday 
soon, people with severe OCD, depression, or other psychological 

disorders may be able to self-administer bursts of electricity to pre-
cise areas of the brain to control their troublesome symptoms. On a 
related note, investigators are also evaluating whether brain stimu-
lation from an MRI device might yield a therapeutic benefit similar 
to DBS. Preliminary results from this form of brain stimulation are 
promising, showing a reduction in depression in people with major 
depression (Vaziri-Bozorg et al., 2012).

“I” “When My Hair Isn’t Right … I’m Not Right” 
For Claudia, a 24-year-old legal secretary, virtually every day was a “bad hair day.” 
She explained to her therapist, “When my hair isn’t right, which is like every day, I’m 
not right.” “Can’t you see it?” she went on to explain. “It’s so uneven. This piece 
should be shorter and this one just lies there. People think I’m crazy but I can’t stand 
looking like this. It makes me look like I’m deformed. It doesn’t matter if people 
can’t see what I’m talking about. I see it. That’s what counts.” Several months earlier 
Claudia had a haircut she described as a disaster. Shortly thereafter, she had thoughts 
of killing herself: “I wanted to stab myself in the heart. I just couldn’t stand looking at 
myself.”

Claudia checked her hair in the mirror innumerable times during the day. She 
would spend two hours every morning doing her hair and still wouldn’t be satisfied. 
Her constant pruning and checking had become a compulsive ritual. As she told her 
therapist, “I want to stop pulling and checking it, but I just can’t help myself.”

Having a bad hair day for Claudia meant that she would not go out with her 
friends and would spend every second examining herself in the mirror and fixing 

figure 5.9 
Deep brain stimulation for obsessive–compulsive disorder. This 
illustration shows the placement of the two electrodes inserted 
into nuclei of cell bodies that lie under the thalamus and used to 
stimulate the brain in patients with obsessive–compulsive disorder.

Source: “Pacemaker for Brain,” 2008.
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her hair. Occasionally she would cut pieces of her hair herself in an attempt to correct 
the mistakes of her last haircut. But cutting it herself inevitably made it even worse, 
in her view. Claudia was forever searching for the perfect haircut that would correct 
defects only she could perceive. Several years earlier she had what she described as 
a perfect haircut. “It was just right. I was on top of the world. But it began to look 
crooked when it grew in.” Forever in search of the perfect haircut, Claudia had obtained 
a hard-to-get appointment with a world-renowned hair stylist in Manhattan, whose 
clientele included many celebrities. “People wouldn’t understand paying this guy $375 
for a haircut, especially on my salary, but they don’t realize how important it is to me. I’d 
pay any amount I could.” Unfortunately, even this celebrated hair  stylist disappointed 
her: “My $25 haircut from my old stylist on Long Island was better than this.”

Claudia reported other fixations about her appearance earlier in life: “In high 
school, I felt my face was like a plate. It was just too flat. I didn’t want any pictures 
taken of me. I couldn’t help thinking what people thought of me. They won’t tell you, 
you know. Even if they say there’s nothing wrong, it doesn’t mean anything. They 
were just lying to be polite.” Claudia related that she was taught to equate physical 
beauty with happiness: “I was told that to be successful you had to be beautiful. How 
can I be happy if I look this way?”

From the Author’s Files

Although BDD is believed to be relatively common, we don’t have specific data 
on the rates of the disorder because many people with the disorder fail to seek help or 
try to keep their symptoms a secret (Cororve & Gleaves, 2001; Phillips et al., 2006). We 
should not underplay the emotional distress associated with BDD, as evidence shows 
high rates of suicidal thinking and suicide attempts among people with the disorder 
(Buhlmann, Marques, & Wilhelm, 2012; Phillips & Menard, 2006). More encourag-
ing is recent evidence based on a small group of people with BDD that showed most 
patients eventually recovered, although it often took five years or longer (Bjornsson  
et al., 2011). T / F

Exposure therapy with response prevention is often used in treating body dysmor-
phic disorder. Exposure can take the form of intentionally revealing the perceived defect 
in public, rather than concealing it with makeup or clothing. Response prevention may 
involve efforts to avoid mirror checking (e.g., by covering mirrors at home) and excessive 
grooming. ERP is generally combined with cognitive restructuring, in which therapists 
help clients challenge their distorted beliefs about their physical appearance and evaluate 
them in light of evidence (Phillips & Rogers, 2011).

hoarding Disorder
Compulsive hoarding, which is classified by DSM-5 as a newly recognized disorder called 
hoarding disorder, is characterized by the accumulation of and need to retain stacks 
of unnecessary and seemingly useless possessions, causing personal distress or making it 
difficult to maintain a safe, habitable living space. The piles of objects can become a fire 
hazard or render most of the living space effectively unusable. Visitors must carefully 
navigate around mounds of clutter. People who hoard cling to their possessions, leading 
to conflicts with family members and others who press them to discard the useless junk. 
According to recent estimates, hoarding disorder affects an estimated 2% to 5% of the 
general population (Mataix-Cols et al., 2010).

Hoarding disorder has an important emotional component characterized by the 
need to accumulate and retain possessions in order to feel a sense of security. People who 
hoard become unusually attached to their possessions and fearful of losing them, often 
because of the misfounded belief that they are somehow valuable or important. Typically, 
the person who hoards fails to recognize hoarding as a problem, as in the following case 
example.

truth OR fiction

Having skin blemishes leads some 
people to consider suicide.

 TRUE. People with BDD may 
become so consumed by their self-
perceived flaws—even minor skin 
blemishes—that they think seriously of 
ending it all.
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The Neighbors Complain: A Case of Compulsive Hoarding 
The 55-year-old divorced man did not regard his hoarding as a problem, but felt pres-
sured to come for treatment because of complaints filed by neighbors who were con-
cerned about a fire hazard (his house was one of a series of attached row houses). A 
home visit revealed the extent of the problem. The rooms were filled with all kinds of 
useless objects, including out-of-date food cans, piles of newspapers and magazines, 
and stacks of papers and even pieces of cloth. Most of the furniture was completely 
hidden by the clutter. A narrow path around the clutter led to the bathroom and to 
the man’s bed. The kitchen was so cluttered that none of the appliances was acces-
sible. The man reported that he hadn’t used the kitchen in quite a while and routinely 
went out for his meals. There was a pervasive stale and dusty smell throughout the 
house. When asked why he had kept all this stuff, he replied he felt fearful of discard-
ing “important papers” and “things he might need.” But the observers were at a loss 
to explain how any of these objects could be important or needed.

Source: Adapted from Rachman & DeSilva, 2009

Hoarding disorder bears a close relationship to obsessive–compulsive disorder (Frost, 
Steketee, & Tolin, 2012). The obsessional features of hoarding disorder may involve recur-
ring thoughts about acquiring objects and fears over losing them. The  compulsive features 

a ClOseR look

“Don’t They See What I See?” Visual Processing of Faces in People with Body  
Dysmorphic Disorder

Findings from a brain imaging study resonate with impres-
sions many clinicians have about people with body dys-
morphic disorder. In the study, fMRI scans of people with 

BDD and non-BDD (control) participants were taken during a 
facial matching task (Feusner et al., 2007) (see Figure 5.10). 
Participants were shown a series of male and female faces and 
asked to match each face with one of three comparison faces 
shown directly below the target face. Brain scans during the 
matching task showed different patterns of brain activation 
between BDD and control participants.

The major difference was that participants with body dysmorphic 
disorder showed more activation in the left cerebral hemisphere 
than did control group members. For most people, the left 
hemisphere is dominant for tasks requiring analytic, evaluative 
processing, whereas the right hemisphere is dominant for holis-
tic processing—the type of processing involved in recognizing 
faces. We typically perceive faces by holistic processing (i.e., 
recognizing faces as whole patterns) rather than by piecing 
together the component parts of the face in a piecemeal fashion.

Among people with BDD, visual processing in the brain involves 
greater left hemisphere activation consistent with detailed or 
piecemeal analysis, in contrast to the more global or contex-
tual processing of the control group. In other words, the BDD 
group was more prone to overattend to visual details in piecing 

together parts of the face rather than recognizing faces as whole 
patterns. This tendency to hone in on details of physical appear-
ance is a key clinical feature of BDD. People with BDD may 
wrongly assume that other people are as detail-oriented in their 
perception of physical appearance as they are. This may help 
explain why they often assume that other people will notice the 
minor blemishes or physical defects that stand out so clearly in 
their perceptions of their own faces.

figure 5.10 Brain activation patterns of people with 
dysmorphic disorder. These are brain scans showing activation 
of parts of the brain (shown by areas of red) in body dysmorphic 
disorder patients (top row) and controls (bottom row) in response 
to facial stimuli. BDD patients show activation in both the left and 
right prefrontal regions (top part of images) whereas controls show 
activation only in the right prefrontal regions.

Source: Image provided courtesy of Dr. Jamie Feusner.
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may involve repeatedly rearranging stacks of possessions and 
stubbornly refusing to avoid discarding them, even in the face 
of strong protests from other people. Despite the similarities to 
OCD, hoarding disorder in the DSM-5  is a distinct disorder, 
not a subtype of OCD. There are important shades of differ-
ence between hoarding disorder and OCD (Frost, Steketee, &  
Tolin, 2012). For one, obsessional thinking in hoarding 
disorder does not have the character of intrusive, unwanted 
thoughts that it does in OCD. These thoughts in people who 
hoard are typically experienced as a part of the normal stream 
of thoughts (Mataix-Cols et al., 2010). Moreover, people who 
hoard do not experience an urge to perform rituals to control 
disturbing thoughts. Distress associated with hoarding is not a 
result of intrusive, obsessive thinking, but is the result of dif-
ficulty adjusting to living amidst all the clutter and conflicts 
with other people about the clutter. Another difference with 
OCD is that people who hoard typically experience pleasure 
or enjoyment from collecting possessions and thinking about 
them, which is unlike the anxiety associated with obsessional 
thinking in OCD.

Underlying causal factors in hoarding behavior continue to be studied, but recent 
research has probed its neurological basis. When thinking about acquiring and discarding 
possessions, people who hoard show abnormal patterns of activation in parts of the brain 
involved in such processes as decision making and self-regulation (Tolin et al., 2012). 
Further research along these lines may help us better understand the difficulties people 
with this disorder face in making decisions to accumulate objects and avoiding getting rid 
of them. Although hoarding has been difficult to treat, recent evidence shows promising 
results from cognitive-behavior therapy focused on helping the person change maladap-
tive beliefs about the need to accumulate and retain possessions and working on strategies 
to discard them (Steketee et al., 2010).

hoarding. People who hoard compulsively 
acquire and retain piles of useless or 
unneeded possessions. They become 
emotionally attached to their possessions and 
fearful of parting with them.
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Overview of Anxiety Disorders
5.1 Describe the physical, behavioral, and cognitive features 
of anxiety disorders.
Anxiety disorders are characterized by disturbed patterns of behavior 
in which anxiety is the most prominent feature. They are characterized 
by physical symptoms such as jumpiness, sweaty palms, and a pound-
ing or racing heart; by behavioral features such as avoidance behavior, 
clinging or dependent behavior, and agitated behavior; and by cogni-
tive features, such as worry or a sense of dread or apprehension about 
the future and fear of losing control.

Panic Disorder
5.2 Describe the key features of panic disorder.
Panic disorder is characterized by often immobilizing, repeated panic 
attacks, which involve intense physical features, notably cardiovas-
cular symptoms, that may be accompanied by sheer terror and fears 
of losing control, losing one’s mind, or dying. Panic attack sufferers 
often limit their outside activities for fear of recurrent attacks. This 
can lead to agoraphobia, the fear of venturing into public places.

5.3 Describe the leading conceptual model of panic disorder.
The predominant model conceptualizes panic disorder in terms of a 
combination of cognitive factors (e.g., catastrophic misinterpretation 
of bodily sensations, anxiety sensitivity) and biological factors (e.g., 
genetic proneness, increased sensitivity to bodily cues). In this view, 
panic disorder involves physiological and psychological factors inter-
acting in a vicious cycle that can spiral into full-blown panic attacks.

5.4 evaluate methods used to treat panic disorder.
The most effective methods of treating are cognitive-behavioral 
therapy and drug therapy. CBT for panic disorder incorporates 
techniques such as self-monitoring, controlled exposure to panic-
related cues, including bodily sensations, and development of coping 
responses for handling panic attacks without catastrophic misinter-
pretations of bodily cues. Biomedical approaches incorporate use of 
antidepressant drugs, which have antianxiety and antipanic effects as 
well as antidepressant effects.

Phobic Disorders
5.5 Describe the key features and specific types of phobic 
disorders and explain how phobias develop.
Phobias are excessive irrational fears of specific objects or situations. 
Phobias involve a behavioral component—the avoidance of the pho-
bic stimulus—as well as physical and cognitive features of anxiety 
associated with exposure to the phobic stimulus. Specific phobias 
are excessive fears of particular objects or situations, such as mice, 

 spiders, tight places, or heights. Social anxiety involves an intense fear 
of being judged negatively by others. Agoraphobia involves fears of 
venturing into public places. Agoraphobia may occur with, or in the 
absence of, panic disorder.

Learning theorists explain phobias as learned behaviors that are 
acquired on the basis of the principle of conditioning and observa-
tional learning. Mowrer’s two-factor model incorporates classical 
and operant conditioning in the explanation of phobias. Phobias 
appear to be moderated by cognitive factors, such as oversensitivity to 
threatening cues, overprediction of dangerousness, and self-defeating 
thoughts and irrational beliefs. Genetic factors also appear to increase 
proneness to development of phobias. Some investigators believe we 
are genetically predisposed to acquire certain types of phobias that 
may have had survival value for our prehistoric ancestors.

5.6 evaluate methods used to treat phobic disorders.
The most effective methods of treatment are learning-based 
approaches, such as systematic desensitization and gradual exposure, 
as well as cognitive therapy and drug therapy, such as the use of anti-
depressants (e.g., Zoloft, Paxil) for treating social anxiety.

Generalized Anxiety Disorder
5.7 Describe the key features of generalized anxiety disorder 
and ways of understanding and treating it.
Generalized anxiety disorder is a type of anxiety disorder involving 
persistent anxiety that seems to be free floating or not tied to spe-
cific situations. Psychodynamic theorists view anxiety disorders as 
attempts by the ego to control the conscious emergence of threat-
ening impulses. Feelings of anxiety are seen as warning signals that 
threatening impulses are nearing awareness. Learning-based models 
focus on the generalization of anxiety across stimulus situations. 
Cognitive theorists seek to account for generalized anxiety in terms 
of faulty thoughts or beliefs that underlie worry. Biological models 
focus on irregularities in neurotransmitter functioning in the brain. 
The two major treatment approaches are cognitive-behavioral ther-
apy and drug therapy (typically paroxetine).

ethnic Differences in Anxiety Disorders
5.8 evaluate ethnic differences in rates of anxiety disorders.
Evidence from nationally representative samples of U.S. adults 
showed generally lower rates of some anxiety disorders among ethnic 
minorities as compared to (non-Hispanic) White Americans.

Obsessive–Compulsive and related Disorders
5.9 Describe the key features of obsessive–compulsive disor-
der and ways of understanding and treating it.
Obsessive–compulsive disorder involves recurrent patterns of obses-
sions or compulsions, or a combination of the two. Obsessions are 
nagging, persistent thoughts that create anxiety and seem beyond 
the person’s ability to control. Compulsions are apparently irresist-
ible repetitious urges to perform certain behaviors, such as repeated 
elaborate washing after using the bathroom.

Within the psychodynamic tradition, obsessions represent 
leakage of unconscious urges or impulses into consciousness, 

summing up5
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and  compulsions are acts that help keep these impulses repressed. 
Research on biological factors highlights roles for genetics and for 
brain mechanisms involved in signaling danger and controlling 
repetitive behaviors. Research shows roles for cognitive factors, such 
as overfocusing on one’s thoughts, exaggerated perceptions of risk of 
unfortunate events, and perfectionism. Learning theorists view com-
pulsive behaviors as operant responses that are negatively reinforced 
by relief from anxiety produced by obsessional thinking.

The major contemporary treatment approaches include learn-
ing-based models (exposure with response prevention), cognitive 
therapy (correction of cognitive distortions), and use of SSRI-type 
antidepressants.

5.10 Describe the key features of body dysmorphic disorder 
and hoarding disorder and explain why these disorders are 
classified within the obsessive–compulsive spectrum.

In body dysmorphic disorder, people are preoccupied with an 
imagined or exaggerated defect in their physical appearance. It is clas-

sified within the OCD spectrum because people with BDD typically 
experience obsessive thoughts related to their physical appearance 
and show compulsive checking behaviors and attempts to correct or 
cover up the problem. Hoarding disorder is characterized by exces-
sive accumulation and retention of possessions to a point of causing 
personal distress or significantly interfering with the person’s ability 
to maintain a safe and habitable living space. People who hoard have 
a strong attachment to objects they accumulate and have difficulty 
discarding them. Hoarding disorder shares characteristics with obses-
sive–compulsive disorder, such as obsessive thinking about acquiring 
objects and fears over losing them as well as compulsive behaviors 
involving rearranging possessions and rigidly resisting efforts to dis-
card them.

On the basis of your reading of this chapter, answer the following 
questions:

•	 Anxiety may be a normal emotional reaction in some situations 
but not in others. Think of a situation in which anxiety would 
be a normal reaction and one in which it would be a maladaptive 
reaction. What are the differences? What criteria would you use to 
distinguish between normal and abnormal anxiety reactions?

•	 Do you have any specific phobias, such as fears of small animals, 
insects, heights, or enclosed spaces? What factors may have con-
tributed to the development of the phobia (or phobias)? How has 
the phobia affected your life? How have you coped with it?

•	 John has been experiencing sudden panic attacks on and off for 
the past few months. During the attacks, he has difficulty breath-
ing and fears that his heart is racing out of control. His physician 
checked him out and told him the problem is with his nerves, not 
his heart. What treatment alternatives are available to John that 
might help him deal with this problem?

•	 Do you know anyone who has received treatment for an anxiety 
disorder or OCD? What was the outcome? What other treatment 
alternatives might be available? Which approach to treatment 
would you seek if you suffered from a similar problem?
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learning objectives
6.1 

Describe the key features of these major 
types of dissociative disorders: dissociative 
identity disorder, dissociative amnesia, and 
depersonalization/derealization disorder.

6.2 
Explain why the concept of dissociative 

identity disorder is controversial.

6.3 
Describe different theoretical 

perspectives on dissociative disorders.

6.4 
Describe the treatment of 

dissociative identity disorder.

6.5 
Describe the key features of these 

types of somatic symptom and related 
disorders: somatic symptom disorder, 

illness anxiety disorder, conversion 
disorder, and factitious disorder.

6.6 
Explain the difference between 

malingering and factitious disorder. 

6.7 
Describe the key features of 
koro and dhat syndromes.

6.8 
Describe the theoretical understandings of 

somatic symptom and related disorders.

6.9 
Describe methods used to treat somatic 

symptom and related disorders.

6.10 
Describe the role of psychological 
factors in physical health problems 
such as headaches, cardiovascular 
disease, asthma, cancer, and AIDS.

6

This is a first-hand description of a personality so fractured because of severe childhood 
abuse that it splinters into many pieces. Some of the pieces bear memories of the abuse, 
whereas others go about their business unaware of the pain and trauma. Now imagine 
that these separate parts develop their own unique characteristics. Imagine, too, that these 
alter personalities become so compartmentalized that they don’t know of each other’s 
existence. Even the core personality may not know of the existence of the others.

“I”“We Share a Single Body”
Elaina is a licensed clinical therapist. Connie is a nurse. Sydney is a delightful little girl 
who likes to collect bugs in an old mayonnaise jar. Lynn is shy and has trouble say-
ing her ls, and Heather—Heather is a teenager trying hard to be grown-up. We are 
many different people, but we have one very important thing in common: We share a 
single body. . . .

We have dozens of different people living inside us, each with our own mem-
ories, talents, dreams, and fears. Some of us “come out” to work or play or cook or 
sleep. Some of us only watch from inside. Some of us are still lost in the past, a tor-
tured past full of incest and abuse. And there are many who were so damaged by this 
past and who have fled so deep inside, we fear we may never reach them. . . .

Many of our Alter personalities were born of abuse. Some came because they 
were needed, others came to protect.

Leah came whenever she heard our father say, “Come lay awhile with me.” 
If she came, none of our other Alters would have to do those things he wanted. She 
could do them for us, and protect us from that part of our childhood.

Source: From “Quiet Storm,” a pseudonym used by a woman who claims to have several 

 personalities residing within her.

truth OR fiction

T  F   The term split personality refers to schizophrenia. (p. 201)

T  F   People with multiple personalities typically have two different  personalities.  
(p. 204)

T  F   Very few of us have episodes in which we feel strangely detached from our own 
bodies or thought processes. (p. 210)

T  F   Most people with multiple personalities had normal and uneventful childhoods. 
(p. 214)

T  F   Some people lose all feeling in their hands or legs, although nothing is medi-
cally wrong with them. (p. 222)

T  F   Some men have a psychological disorder characterized by fear of the penis 
shrinking and retracting into the body. (p. 225)

T  F   The term hysteria derives from the Greek word for testicle. (p. 225)

T  F   People can relieve the pain of migraine headaches by raising the temperature 
in a finger. (p. 230)

T  F   Deaths from coronary heart disease are rising in the United States, largely the 
result of increased rates of smoking. (p. 236)
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This is a description of dissociative identity disorder, known popularly as “multiple 
personality,” perhaps the most perplexing and intriguing of all psychological  disorders. 
The diagnosis is officially recognized in the DSM system, although it remains con-
troversial, with many professionals doubting its existence or ascribing it to a form of 
 role- playing. Dissociative identity disorder is classified as a type of dissociative disorder, a 
grouping of psychological disorders characterized by changes or disturbances in the func-
tions of self—identity, memory, or consciousness—that make the personality whole.

Normally speaking, we know who we are. We may not be certain of ourselves in 
an existential, philosophical sense, but we know our names, where we live, and what we 
do for a living. We also tend to remember the salient events of our lives. We may not 
recall every detail, and we may confuse what we had for dinner on Tuesday with what 
we had on Monday, but we generally know what we have been doing for the past days, 
weeks, and years. Normally speaking, there is a unity to consciousness that gives rise to 
a sense of self. We perceive ourselves as progressing through space and time. In people 
with dissociative disorders, one or more of these aspects of daily living is disturbed— 
sometimes bizarrely so.

In this chapter, we explore the dissociative disorders as well as another class of 
puzzling disorders, somatic symptom and related disorders. People with these may have 
physical complaints that defy medical explanation and so are believed to involve underly-
ing psychological conflicts or issues. People with these disorders may report blindness or 
numbness, although no organic basis can be detected. In other cases, people with somatic 
symptom and related disorders hold exaggerated beliefs about the seriousness of their 
physical symptoms, such as taking them as signs of life-threatening illnesses despite medi-
cal reassurances to the contrary.

In earlier versions of the DSM, dissociative and somatic symptom and related dis-
orders were classified with the anxiety disorders under the general category of “neurosis.” 
This grouping was based on the psychodynamic model, which holds that dissociative 
and somatic symptom and related disorders, as well as the anxiety disorders discussed in 
Chapter 5, involve maladaptive ways of managing anxiety. With anxiety disorders, dis-
turbing levels of anxiety are expressed directly in behavior, such as the avoidance shown 
by a person with a phobic disorder toward the feared object or situation. By contrast, the 
role of anxiety in dissociative and somatic symptom and related disorders is inferred rather 
than directly observed in behavior. People with dissociative disorders have psychological 
problems, such as loss of memory or changes in identity, but don’t typically show obvi-
ous signs of anxiety. From the psychodynamic model, we infer that dissociative symp-
toms serve a psychological purpose of shielding the self from the anxiety that would arise 
from conscious awareness of disturbing internal conflicts over sexual or aggressive wishes 
or impulses. Likewise, some people with conversion disorder, which is classified in the 
category of  somatic symptom and related disorders, may show a strange indifference to 
their physical problems, such as loss of vision, that would greatly concern most of us. 
Here, too, we can theorize that the “symptoms” mask unconscious sources of anxiety. 
Some theorists interpret indifference to symptoms to mean that those symptoms have an 
underlying benefit; that is, they help prevent anxiety from intruding into consciousness.

The DSM-5 separates the anxiety disorders from the other classical categories of 
neuroses—the dissociative and somatic symptom and related disorders—with which they 
were historically linked. Yet many practitioners continue to use the broad conceptualiza-
tion of neuroses as a useful framework for grouping together anxiety disorders, dissociative 
disorders, and somatic symptom and related disorders.

Dissociative Disorders
The major dissociative disorders include dissociative identity disorder, dissociative amne-
sia, and depersonalization/derealization disorder. In each case, there is a disruption or 
 dissociation (“splitting off”) of the functions of identity, memory, or consciousness that 

6.1  Describe the key 
features of these major types of 
dissociative disorders: dissociative 
identity disorder, dissociative 
amnesia, and depersonalization/
derealization disorder.
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normally make us whole. Table 6.1 presents an overview of the dissociative disorders 
discussed in the text.

Dissociative Identity Disorder
The Ohio State campus dwelled in terror as four college women were seized, coerced 
to cash checks or get money from automatic teller machines, and then raped. A cryptic 
phone call led to the capture of Billy Milligan, a 23-year-old drifter who had been dishon-
orably discharged from the Navy.

Billy was diagnosed with multiple personality disorder, which is now called 
 dissociative identity disorder (DID). In dissociative identity disorder, two or more per-
sonalities—each with its own distinctive traits, memories, mannerisms, and even style of 
speech—“occupy” one person. Dissociative identity disorder, which is often called multi-
ple personality or split personality by laypeople, should not be confused with schizophrenia. 
Schizophrenia (which comes from Greek roots meaning “split mind” ) occurs much more 
commonly than multiple personality and involves the “splitting” of cognition, affect, and 
behavior. In a person with schizophrenia, there may be little agreement between thoughts 
and emotions, or between perceptions of reality and what is truly happening. The person 
with schizophrenia may become giddy when told of disturbing events or may experience 
hallucinations or delusions (see Chapter 11). In people with multiple personality, the per-
sonality apparently divides into two or more personalities, but each of them usually shows 
more integrated functioning on cognitive, affective, and behavioral levels than is true of 
people with schizophrenia. T / F

Celebrated cases of multiple personality have been depicted in the popular media. 
One became the subject of the 1950s film The Three Faces of Eve. In the film, Eve White 
is a timid housewife who harbors two other personalities: Eve Black, a sexually provoca-
tive, antisocial personality, and Jane, a balanced, developing personality who could bal-
ance her sexual needs with the demands of social acceptability. The three faces eventually 
merged into one—Jane—providing a “happy ending.” The real-life Eve, whose name was 
Chris Sizemore, failed to maintain this integrated personality. Her personality reportedly 
split into 22 subsequent personalities.

truth OR fiction

The term split personality refers to 
schizophrenia.

 FALSE The term split personality 
refers to multiple personality, not 
schizophrenia.

table 6.1 

Overview of Dissociative Disorders

Type of Disorder

Approximate 
Lifetime 
Prevalence  
in Population Description Associated Features

Dissociative Identity 
Disorder

Unknown Emergence of two or more distinct 
personalities

•  Alternates may vie for control
•   May represent a psychological defense against severe 

childhood abuse or trauma

Dissociative 
Amnesia

Unknown Inability to recall important 
personal material that cannot be 
accounted for by medical causes

•   Information lost to memory is usually of traumatic or 
stressful experiences

•   Subtypes include localized amnesia, selective amnesia, 
and generalized amnesia

•   May be associated with dissociative fugue, a rare 
condition in which the person may travel to a new 
location and start a new life under a different identity

Depersonalization/
Derealization 
Disorder

2% Episodes of feeling detached from 
one’s self or one’s body or having 
a sense of unreality about one’s 
surroundings (derealization)

•   Person may feel as if he or she were living in a dream or 
acting like a robot

•   Episodes of depersonalization are persistent or recurrent 
and cause significant distress

Source: Prevalence rates derived from APA, 2013.



 

202  CHAPTER 6 Dissociative Disorders, Somatic Symptom and Related Disorders

CLInICAL FeATures DID is characterized by the emergence of two or more distinct 
personalities that may vie for control of the person. There may be one dominant or core 
personality and several subordinate personalities. The sudden transformation of one per-
sonality into another may be experienced as a form of possession. The more common 
alter personalities include children of various ages, adolescents of the opposite gender, 
prostitutes, and gay males and lesbians. Some of the personalities may show psychotic 
symptoms—a break with reality expressed in the form of hallucinations and delusional 
thinking.

In some cases, the host (main) personality is unaware of the existence of the other 
identities, whereas the other identities are aware of the existence of the host. In other 
cases, the different personalities are completely unaware of one another. In some isolated 
cases, alternate personalities (also called alter personalities) may even have different eye-
glass prescriptions, different allergic reactions, and different responses to medication (e.g., 
Birnbaum, Martin, & Thomann, 1996; Spiegel, 2009). The person with DID may also 
have memory gaps, including events experienced by other alters and ordinary life events 
as well as important personal information (e.g., where the person attended high school or 
college) or prior traumatic experiences (APA, 2013).

Not the Boy Next Door: A Case of Dissociative Identity Disorder
Billy wasn’t quite the boy next door. He tried twice to commit suicide while he was 
awaiting trial, so his lawyers requested a psychiatric evaluation. The psychologists 
and psychiatrists who examined Billy deduced that ten personalities dwelled inside of 
him. Eight were male and two were female. Billy’s personality had been fractured by 
a brutal childhood. The personalities displayed diverse facial expressions, memories, 
and vocal patterns. They performed in dissimilar ways on personality and intelligence 
tests.

Arthur, a sensible but phlegmatic personality, conversed with a British 
accent. Danny, 14, was a painter of still lifes. Christopher, 13, was normal enough, 
but somewhat anxious. A 3-year-old English girl went by the name of Christine. 
Tommy, a 16-year-old, was an antisocial personality and escape artist. It was 
Tommy who had enlisted in the Navy. Allen was an 18-year-old con artist. Allen 
also smoked. Adelena was a 19-year-old introverted lesbian. It was she who had 
 committed the rapes. It was probably David who had made the mysterious phone 
call. David was an anxious 9-year-old who wore the anguish of early childhood 
trauma on his sleeve. After his second suicide attempt, Billy had been placed in a 
straitjacket. When the guards checked his cell, however, he was sleeping with the 
straitjacket as a pillow. Tommy later explained that he was responsible for Billy’s 
escape.

The defense argued that Billy was afflicted with multiple personality disorder. 
Several alternate personalities resided within him. The alternate personalities knew 
about Billy, but Billy was unaware of them. Billy, the core or dominant personality, had 
learned as a child that he could sleep as a way of avoiding the sexual and physical 
abuse of his father. A psychiatrist claimed that Billy had likewise been “asleep”—in 
a sort of “psychological coma”—when the crimes were committed. Therefore, Billy 
should be judged innocent by reason of insanity.

Billy was decreed not guilty by reason of insanity. He was committed to a men-
tal institution. In the institution, 14 additional personalities emerged. Thirteen were 
rebellious and labeled “undesirables” by Arthur. The fourteenth was the “Teacher,” 
who was competent and supposedly represented the integration of all the other 
 personalities. Billy was released 6 years later.

Adapted from Keyes, 1982
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All in all, the clusters of alter personalities serve as a microcosm of conflicting 
urges and cultural themes. Themes of sexual ambivalence (sexual openness vs. restric-
tiveness) and shifting sexual orientations are particularly common. It is as if conflicting 
internal impulses cannot coexist or achieve dominance. As a result, each is expressed as 
the cardinal or steering trait of an alternate personality. The clinician can sometimes elicit 
alternate personalities by inviting them to make themselves known, as in asking, “Is there 
another part of you that wants to say something to me?”

In many cases, the dominant personality remains unaware of the existence of 
the alter personalities. It thus seems that unconscious processes control the underlying 
mechanism that results in dissociation, or splitting off of awareness. There may even 
be “interpersonality rivalry,” in which one personality aspires to do away with another, 
usually in ignorance of the fact that murdering an alternate would result in the death 
of all.

Although dissociative identity disorder is diagnosed more frequently in women, 
it is not clear whether there are gender differences in the prevalence of the disorder in 
the general population. Cases of dissociative identity disorder typically present with 
several alter personalities, and sometimes with 20 or more alters. The key features of 
dissociative identity disorder are listed in Table 6.2. T / F

Dissociative identity disorder. In dissociative 
identity disorder, multiple personalities 
emerge from within the same person, with 
each having its own well-defined traits and 
memories.

truth OR fiction

People with multiple personalities 
typically have two different personalities.

 FALSE Most report having several 
alters, sometimes even 20 or more alters.
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COnTrOversIes Although multiple personality is generally considered rare, the very 
existence of the disorder continues to arouse debate. Many professionals continue to have 
doubts about the legitimacy of the diagnosis.

Only a handful of cases worldwide were reported from 1920 to 1970, but since 
then, the number of reported cases has skyrocketed into the thousands (Spanos, 1994). 
This may indicate that multiple personality is more common than was earlier believed. 
However, it is also possible that the disorder has been overdiagnosed in highly suggest-
ible people who might simply be following suggestions that they might have the disorder. 
Increased public attention paid to the disorder in recent years may also account for the 
perception that its prevalence is greater than was commonly believed.

The disorder does appear to be culture-bound and largely restricted to North 
America (Spanos, 1994). Relatively few cases have been reported elsewhere, even in 
Western countries such as Great Britain and France. A recent survey in Japan failed to 
find even one case, and in Switzerland, 90% of the psychiatrists polled had never seen a 
case of the disorder (Modestin, 1992; Spanos, 1994). Even in North America, few psy-
chologists and psychiatrists have ever encountered a case of multiple personality. Most 
cases are reported by a relatively small number of investigators and clinicians who strongly 
believe in the existence of the disorder. Critics wonder if they may be helping to manufac-
ture that which they are seeking.

Some leading authorities, such as the late psychologist Nicholas Spanos, believe 
so. Spanos and others have challenged the existence of dissociative identity disorder 
(Reisner, 1994; Spanos, 1994). To Spanos, dissociative identity is not a distinct disorder, 
but a form of role-playing in which individuals first come to construe themselves as hav-
ing multiple selves and then begin to act in ways that are consistent with their concep-
tion of the disorder. Eventually their role-playing becomes so ingrained that it becomes a 
reality to them. Perhaps their therapists or counselors unintentionally planted the idea in 
their minds that their confusing welter of emotions and behaviors may represent different 
personalities at work. Impressionable people may have learned how to enact the role of 
persons with the disorder by watching others on television and in the movies. Films such 
as The Three Faces of Eve and Sybil have given detailed examples of the behaviors that 
characterize multiple personalities. Or perhaps therapists provided cues about the features 
of multiple personality.

Once the role is established, it may be maintained through social reinforcement, 
such as attention from others and avoidance of accountability for unacceptable behavior. 
This is not to suggest that people with multiple personalities are “faking,” any more than 
you are faking when you perform different daily roles as student, spouse, or worker. 
You may enact the role of a student (e.g., sitting attentively in class, raising your hand 
when you wish to talk) because you have learned to organize your behavior according 
to the nature of the role and because you have been rewarded for doing so. People with 

table 6.2 

Key Features of Dissociative Identity Disorder  
(Formerly Multiple Personality Disorder)

•  Two or more distinct personalities exist within the person.

•   Alter personalities may represent different ages, genders, interests, and ways of 
relating to others.

•   Two or more alter personalities repeatedly take full control of the individual’s  
behavior.

•   Forgetfulness about ordinary life events and important personal information that 
cannot be explained by ordinary forgetfulness.

•   The main or dominant personality may or may not know of the existence of the alter 
personalities.

6.2  explain why the concept 
of dissociative identity 
disorder is controversial.



Dissociative Disorders, Somatic Symptom and Related Disorders  CHAPTER 6  205

multiple personalities may have come to identify so closely with the role that it becomes 
real for them.

Relatively few cases of multiple personality involve criminal behavior, so the incen-
tives for enacting a multiple personality role do not often relieve individuals of criminal 
responsibility for their behavior. But there still may be perceived benefits to enacting the 
role of a multiple personality, such as a therapist’s expression of interest and excitement 
at discovering a multiple personality. People with multiple personalities were often highly 
imaginative during childhood. Accustomed to playing games of “make believe,” they may 
readily adopt alternate identities, especially if they learn how to enact the multiple per-
sonality role and there are external sources of validation, such as a clinician’s interest and 
concern.

The social reinforcement model may help to explain why some clinicians seem 
to “discover” many more cases of multiple personality than others. These clinicians may 
unknowingly cue clients to enact the role of a multiple personality and then reinforce the 
performance with extra attention and concern. With the right set of cues, certain clients 
may adopt the role of a multiple personality to please their clinicians. Some authorities 
have challenged the role-playing model (e.g., Gleaves, 1996), and it remains to be seen 
how many cases of the disorder in clinical practice the model can explain. Whether dis-
sociative identity disorder is a real phenomenon or a form of role-playing, there is no 
question that people who display this behavior have serious emotional and behavioral 
difficulties.

We have personally noted a tendency for claims of multiple personality to spread 
on inpatient units. In one case, Susan, a prostitute admitted for depression and suicidal 
thoughts, claimed that she could exchange sex for money only when “another person” 
inside her emerged and took control. Upon hearing this, another woman, Ginny—a child 
abuser who had been admitted for depression after her daughter had been removed from 
her home by social services—claimed that she abused her daughter only when another 
person inside of her assumed control of her personality. Susan’s chart recommended that 
she be evaluated further for multiple personality disorder (the term used at the time to 
refer to the disorder), but Ginny was diagnosed with a depressive disorder and a personal-
ity disorder, not with multiple personality disorder.

Dissociative disorders are associated with an increased risk of suicide attempts, 
including multiple suicide attempts (Foote et al., 2008). Suicide attempts are especially com-
mon among people with multiple personalities. In one Canadian study, 72% of multiple 
personality patients had attempted suicide, and about 2% had succeeded (Ross et al., 1989).

Dissociative Amnesia
Dissociative amnesia is believed to be the most common type of dissociative disorder 
(Maldonado, Butler, & Spiegel, 1998). Amnesia derives from the Greek roots a-, mean-
ing “not,” and mnasthai, meaning “to remember.” In dissociative amnesia (formerly 
called psychogenic amnesia), the person becomes unable to recall important personal 
information, usually involving traumatic or stressful experiences, in a way that cannot 
be accounted for by simple forgetfulness. Nor can the memory loss be attributed to a 
particular organic cause, such as a blow to the head or a particular medical condition,  
or to the direct effects of drugs or alcohol. Unlike some progressive forms of memory 
impairment (such as dementia associated with Alzheimer’s disease; see Chapter 14), the 
memory loss in dissociative amnesia is reversible, although it may last for days, weeks, 
or even years. Recall of dissociated memories may happen gradually but often occurs  
suddenly and spontaneously, as when the soldier who has no recall of a battle for several 
days afterward suddenly remembers being transported to a hospital away from the  
battlefield. 

Memories of childhood sexual abuse are sometimes recovered during the course 
of psychotherapy or hypnosis. The sudden emergence of such memories has become a 
source of major controversy within the field and the general community, as we explore in 
the Thinking Critically About Abnormal Psychology section on page 210.

  Watch the Video  
Sharon: Dissociative Amnesia  
on MyPsychLab
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Amnesia is not ordinary forgetfulness, such as forgetting someone’s name or 
where you left your car keys. Memory loss in amnesia is more profound or wide ranging. 
Dissociative amnesia is divided into five distinct types of memory problems.

1. Localized amnesia. Most cases take the form of localized amnesia in which events 
occurring during a specific time period are lost to memory. For example, the per-
son cannot recall events for a number of hours or days after a stressful or traumatic 
incident, such as a battle or a car accident.

2. Selective amnesia. In selective amnesia, people forget only the disturbing particulars 
that take place during a certain period of time. A person may recall the period of 
life during which he conducted an extramarital affair, but not the guilt-arousing 
affair itself. A soldier may recall most of a battle, but not the death of his buddy.

3. Generalized amnesia. In generalized amnesia, people forget their entire lives—who 
they are, what they do, where they live, whom they live with. This form of amne-
sia is very rare, although you wouldn’t think so if you watch daytime soap operas. 
People with generalized amnesia cannot recall personal information, but they tend 
to retain their habits, tastes, and skills. If you had generalized amnesia, you would 
still know how to read, although you would not recall your elementary school 
teachers. You would still prefer French fries to baked potatoes—or vice versa.

4. Continuous amnesia. In this form of amnesia, the person forgets everything that 
occurred from a particular point in time up to and including the present.

5. Systematized amnesia. In systematized amnesia, the memory loss is specific to a par-
ticular category of information, such as memory about one’s family or particular 
people in one’s life.

People with dissociative amnesia usually forget events or periods of life that were 
traumatic—that generated strong negative emotions, such as horror or guilt. Consider the 
case of Rutger.

“Does Anybody Know Me”? Diagnosed 
with dissociative amnesia, 40-year old 
Jeffrey Ingram searched for more than a 
month for anyone who could tell him who 
he was. He was finally recognized by a 
family member who saw him on a TV news 
program. Even after returning home, he 
lacked any memory of his identity, but said 
that it felt like home to him. According to 
his mother, he had suffered earlier incidents 
of memory loss and had never fully 
recovered his memory.

Rutger: A Case of Dissociative Amnesia
He was brought to the emergency room of a hospital by a stranger. He was dazed 
and claimed not to know who he was or where he lived, and the stranger had found 
him wandering in the streets. Despite his confusion, it did not appear that he had 
been drinking or abusing drugs or that his amnesia could be attributed to physical 
trauma. After staying in the hospital for a few days, he awoke in distress. His memory 
had returned. His name was Rutger and he had urgent business to attend to. He 
wanted to know why he had been hospitalized and demanded to leave. At the time 
of admission, Rutger appeared to be suffering from generalized amnesia: He could 
not recall his identity or the personal events of his life. But now that he was request-
ing discharge, Rutger showed localized amnesia for the period between entering the 
emergency room and the morning he regained his memory for prior events.

Rutger provided information about the events prior to his hospitalization that 
was confirmed by the police. On the day when his amnesia began, Rutger had killed a 
pedestrian with his automobile. There had been witnesses, and the police had voiced 
the opinion that Rutger—although emotionally devastated—was blameless in the 
incident. Rutger was instructed, however, to fill out an accident report and to appear 
at the inquest. Still nonplussed, Rutger filled out the form at a friend’s home. He acci-
dentally left his wallet and his identification there. After placing the form in a mailbox, 
Rutger became dazed and lost his memory.

Although Rutger was not responsible for the accident, he felt awful about the 
pedestrian’s death. His amnesia was probably connected with feelings of guilt, the 
stress of the accident, and concerns about the inquest.

Adapted from Cameron, 1963, pp. 355–356. Personality  
development and psychopathology: A dynamic approach.
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The Lady in the Water: A Case of Dissociative Amnesia 
The captain of the Staten Island Ferry caught sight of the bobbing head in the treach-
erous waters about a mile off the southern tip of Manhattan. It was a woman floating 
face down in the water, and incredibly, she was alive. The crew rescued her from the 
river and she was taken to the hospital where she was treated for hypothermia and 
dehydration. Stories likes these seldom end well: A young woman mysteriously disap-
pears. A body is found floating in the water. The body matches the description of the 
missing woman. Police suspect foul play or suicide. But this case was different, very 
different.

This was the case of a 23-year-old schoolteacher in New York City, Hannah 
Emily Upp, who one day went out jogging and three weeks later ended up being res-
cued from the river. What happened during the three weeks in which she was missing 
remains a mystery. Her doctors supplied an explanation: dissociative fugue, a subtype 
of dissociative amnesia in in which individuals suddenly lose their memory of their 
identity and may travel to other places, sometimes establishing whole new identities. 
The loss of personal memory may last for hours, days, or even years.

Hannah Emly Upp, months after her rescue, in the park near where which she went jogging the 
night she disappeared.

How did Hannah end up in the river? As best as we can tell, she hadn’t jumped 
off a pier in an attempt to end her life; nor was she pushed. In a confused state, and 
suffering from a large blister on her foot from having walked around Manhattan for 
several weeks, she apparently sought relief by wading into the river on that warm 
August night. Hannah later reflected, “They think that just as I was wandering on land, 
I wandered in the water. . . . I don’t think I had a purpose. But I had that really big 
blister, so maybe I just didn’t want my shoes on anymore” (cited in Marx & Didziulis, 
2009, p. CY7).

So many questions, so few answers. How had she survived for several weeks 
without any money or identification? (Her wallet, cell phone, and ID were found at 
her apartment.) Hannah herself could supply few answers. In her first interview some 

People sometimes claim they cannot recall certain events of their lives, such as 
criminal acts, promises made to others, and so forth. Falsely claiming amnesia as a way of 
escaping responsibility is called malingering, which refers to faking symptoms or making 
false claims for personal gain (such as avoiding work). Clinicians don’t have any guaran-
teed methods for distinguishing people with dissociative amnesia from malingerers. But 
experienced clinicians can make reasonably well-educated guesses.
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A rare subtype of dissociative amnesia is characterized by fugue, or “amnesia on the 
run.” The word fugue derives from the Latin fugere, meaning “flight.” (The word fugitive 
has the same origin.) In dissociative fugue, the person may travel suddenly and unexpect-
edly from his or her home or place of work. The travels may either be purposeful, lead-
ing to a particular location, or involve bewildered wandering. During a fugue state, the 
person may be unable to recall past personal information and becomes confused about his 
or her identity or assumes a new identity (either partially or completely). Despite these 
odd behaviors, the person may appear “normal” and show no other signs of mental distur-
bance (Maldonado, Butler, & Spiegel, 1998). The person may not think about the past, 
or may report a past filled with false memories without recognizing them as false.

Whereas people with amnesia appear to wander aimlessly, people in a fugue state 
act more purposefully. Some stick close to home. They spend the afternoon in the park 
or in a theater, or they spend the night at a hotel under another name, usually avoiding 
contact with others. But the new identity is incomplete and fleeting, and the individual’s 
former sense of self returns in a matter of hours or a few days. Less common is a pattern 
in which dissociative fugue lasts for months or years and involves travel to distant places 
and assumption of a new identity. These individuals may assume an identity that is more 
spontaneous and sociable than their former selves, which were typically “quiet” and “ordi-
nary.” They may establish new families and successful businesses. Although these events 
sound rather bizarre, the fugue state is not considered psychotic because people with the 
disorder can think and behave quite normally—in their new lives, that is. Then one day, 
quite suddenly, awareness of their past identity returns to them, and they are flooded with 

months after her rescue, she talked about her sense of responsibility for her disap-
pearance: “How do you feel guilty for something you didn’t even know you did? 
It’s not your fault, but it’s still somehow you. So it’s definitely made me reconsider 
everything. Who was I before? Who was I then—is that part of me? Who am I now?” 
(cited in Marx & Didziulis, 2009, p. CY7). Months later, Hannah was reconnecting with 
friends and family, filling in the pieces of her past life and trying to come to terms with 
who she was.

Depersonalization. Episodes of 
depersonalization are characterized by 
feelings of detachment from oneself. It may 
feel as if one were walking through a dream 
or observing the environment or oneself from 
outside one’s body.
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old memories. Now they typically do not recall the events that occurred during the fugue 
state. The new identity, the new life—including all its involvements and responsibilities— 
vanish from memory.

Dissociative amnesia is relatively uncommon, but is  most likely to occur in 
wartime or in the wake of another kind of disaster or extremely stressful event. The 
underlying notion is that dissociation protects the person from traumatic memories 
or other sources of emotionally painful experiences or conflict (Maldonado, Butler, &  
Spiegel, 1998).

Dissociative amnesia can also be difficult to distinguish from malingering. That 
is, people who were dissatisfied with their former lives could claim to have amnesia when 
they are discovered in their new locations and new identities. Let’s consider a case that 
could lead to varying interpretations (Spitzer et al., 1989).

Burt or Gene? A Case of Dissociative Fugue?
A 42-year-old man had gotten into a fight at the diner where he worked. The police 
were called and the man, who carried no ID, identified himself as Burt Tate. He said 
he had arrived in town a few weeks earlier, but could not remember where he had 
lived or worked before arriving in town. Although no charges were pressed against 
him, the police prevailed upon him to come to the emergency room for evaluation. 
“Burt” knew the town he was in and the current date and recognized that it was 
somewhat unusual that he couldn’t remember his past, but he didn’t seem concerned 
about it. There was no evidence of any physical injuries, head trauma, or drug or 
alcohol abuse. The police made some inquiries and discovered that Burt fit the pro-
file of a missing person, Gene Saunders, who had disappeared a month earlier from 
a city some 2,000 miles away. Mrs. Saunders was called in and confirmed that Burt 
was indeed her husband. She reported that her husband, who had worked in middle-
level management in a manufacturing company, had been having difficulty at work 
before his disappearance. He was passed over for promotion and his supervisor was 
highly critical of his work. The job stress apparently affected his behavior at home. 
Once easygoing and sociable, he withdrew into himself and began to criticize his wife 
and children. Then, just before his disappearance, he had a violent argument with his 
18-year-old son. His son called him a “failure” and bolted out the door. Two days later, 
the man disappeared. When he came face to face with his wife again, he claimed he 
didn’t recognize her, but appeared visibly nervous.

Adapted from Spitzer  et al., 1994, pp. 254–255

Although the presenting evidence supported a diagnosis of dissociative fugue, cli-
nicians can find it difficult to distinguish true amnesia from amnesia that is faked to allow 
a person to start a new life.

Depersonalization/Derealization Disorder
Depersonalization is a temporary loss or change in the usual sense of our own reality. In 
a state of depersonalization, people feel detached from themselves and their surroundings. 
They may feel as if they are dreaming or acting like a robot (Sierra et al., 2006).

Derealization—a sense of unreality about the external world involving odd 
changes in the perception of one’s surroundings or in the passage of time—may also be 
present. People and objects may seem to change in size or shape and sounds may seem 
different. All these feelings can be associated with feelings of anxiety, including dizziness 
and fears of going insane, or with depression.

Although these sensations are strange, people with depersonalization/derealization 
disorder maintain contact with reality. They can distinguish reality from unreality, even 
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during the depersonalization episode. In contrast to generalized amnesia and fugue, they 
know who they are. Their memories are intact and they know where they are—even if 
they do not like their present state. Feelings of depersonalization usually come on sud-
denly and fade gradually.

Note that we have thus far described only normal feelings of depersonalization. 
Healthy people frequently experience transient episodes of depersonalization and dereal-
ization (Hunter et al., 2003). According to DSM-5, about half of all adults have experi-
enced at least one episode of depersonalization/derealization at some point in their lives 
(APA, 2013). T / F

Given the commonness of occasional dissociative symptoms, Richie’s experience, 
described in the following case study, is not atypical.

Thinking CRiTiCally about abnormal psychology

@Issue: Are Recovered Memories Credible?

A high-level business executive’s comfortable life fell 
apart one day when his 19-year-old daughter accused 
him of having repeatedly molested her throughout 

her childhood. The executive lost his marriage as well as his 
$400,000-a-year job. But he fought back against the allegations, 
which he insisted were untrue. He sued his daughter’s therapists, 
who had helped her recover these memories. A jury sided with 
the businessman, awarding him $500,000 in damages from the 
two therapists.

This case is but one of many involving adults who claim to have only 
recently become aware of memories of childhood sexual abuse. 
Hundreds of people across the country have been brought to trial 
on the basis of recovered memories of childhood abuse, with many 
of these cases resulting in convictions and long jail sentences, even 
in the absence of corroborating evidence. Recovered memories 
often occur following suggestive probing by a therapist or hypnotist. 
The issue of recovered memories continues to be hotly debated in 
psychology and the broader community. At the heart of the debate 
is the question, “Are recovered memories believable?” No one 
doubts that childhood sexual abuse is a major problem confronting 
our society. But should recovered memories be taken at face value?

Several lines of evidence lead us to question the validity of recov-
ered memories. Experimental evidence shows that false memories 
can be created, especially under the influence of leading or sugges-
tive questioning during hypnosis or psychotherapy (Gleaves et al., 
2004; McNally & Garaerts, 2009). Memory for events that never 
happened may actually be created and seem just as genuine as 
memories of real events (Bernstein & Loftus, 2009). If anything, gen-
uine traumatic events are highly memorable, even if people may be 
a little sketchy about the details (McNally & Garaerts, 2009). A leading  

memory expert, psychologist Elizabeth Loftus (1996, p. 356), writes 
of the dangers of taking recovered memories at face value:

After developing false memories, innumerable “patients” 
have torn their families apart, and more than a few innocent 
people have been sent to prison. This is not to say that 
people cannot forget horrible things that have happened 
to them; most certainly they can. But there is virtually no 
support for the idea that clients presenting for therapy rou-
tinely have extensive histories of abuse of which they are 
completely unaware, and that they can be helped only if the 
alleged abuse is resurrected from their unconscious.

Should we conclude, then, that recovered memories are bogus? 
Not necessarily. Both false memories and recovered true memories 
may exist (Gleaves et al., 2004). In all likelihood, some recovered 
memories are genuine, whereas others are undoubtedly false 
(Erdleyi, 2010).

In sum, we shouldn’t think of the brain as a kind of mental camera 
that stores snapshots of events as they actually happened in the 
form of memories. Memory is more of a reconstructive process 
in which bits of information are pieced together in ways that can 
sometimes lead to a distorted recollection of events, although the 
person may be convinced the memory is accurate. Unfortunately, 
scientists don’t have the tools needed to reliably distinguish true 
memories from false ones.

In thinking critically about the issue, answer the following questions:

1. Why should we not accept claims of recovered memories at 
face value?

2. How does human memory work differently than a camera in 
recording events and experiences?

truth OR fiction

Very few of us have episodes in which we 
feel strangely detached from our own 
bodies or thought processes.

 FALSE About half of all adults at 
some time experience an episode of 
depersonalization in which they feel 
detached from their own bodies or 
mental processes.

Richie’s Experience of Depersonalization/Derealization at Disney World
We went to Orlando with the children after school let out. I had also been driving 
myself hard, and it was time to let go. We spent three days “doing” Disney World, 
and it got to the point where we were all wearing shirts with mice and ducks on them 
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and singing Disney songs. On the third day I began to feel unreal and ill at ease while 
we were watching these middle-American Ivory-soap teenagers singing and danc-
ing in front of Cinderella’s Castle. The day was finally cooling down, but I broke into 
a sweat. I became shaky and dizzy and sat down on the cement next to the 4-year-
old’s stroller without giving [my wife] an explanation. There were strollers and kids 
and [adults’] legs all around me, and for some strange reason I became fixated on 
the pieces of popcorn strewn on the ground. All of a sudden it was like the people 
around me were all silly mechanical creatures, like the dolls in the “It’s a Small World” 
[exhibit] or the animals on the “Jungle Cruise.” Things sort of seemed to slow down, 
the way they do when you’ve smoked marijuana, and there was this invisible wall of 
cotton between me and everyone else.

Then the concert was over and my wife was like “What’s the matter?” and 
did I want to stay for the Electrical Parade and the fireworks or was I sick? Now 
I was beginning to wonder if I was going crazy and I said I was sick, that my wife 
would have to take me by the hand and drive us back to the Sonesta Village [motel]. 
Somehow we got back to the monorail and turned in the strollers. I waited in the herd 
[of people] at the station like a dead person, my eyes glazed over, looking out over 
kids with Mickey Mouse ears and Mickey Mouse balloons. The mechanical voice on 
the monorail almost did me in and I got really shaky.

I refused to go back to the Magic Kingdom. I went with the family to Sea 
World, and on another day I dropped [my wife] and the kids off at the Magic Kingdom 
and picked them up that night. My wife thought I was goldbricking or something, and 
we had a helluva fight about it, but we had a life to get back to and my sanity had to 
come first.

From the Author’s Files

elizabeth Loftus. Research by Loftus 
and others has demonstrated that false 
memories of events that never actually 
occurred can be induced experimentally. 
This research calls into question the 
credibility of reports of recovered 
memories.

Richie’s depersonalization experience was limited to the one episode and would 
not qualify for a diagnosis of depersonalization/derealization disorder. The disorder is 
diagnosed only when these experiences become persistent or recurrent and cause signifi-
cant distress or impairment in daily functioning. Depersonalization/derealization disorder 
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can become a chronic or long-lasting problem. The DSM diagnoses depersonalization-
derealization disorder according to the criteria shown in Table 6.3. Note the following 
case example.

table 6.3 

Key Features of Depersonalization/Derealization Disorder

•  Repeated episodes of either or both depersonalization and derealization.

•   Episodes are characterized by feelings of detachment from one’s thoughts, feelings, or 
sensations (depersonalization) or from one’s surroundings (derealization).

•  Episodes may have the quality of seeming to be an outside observer of oneself.

•  Episodes may have a dreamlike quality.

•  During these episodes, the person can still distinguish reality from unreality.

A Case of Depersonalization/Derealization Disorder
A 20-year-old college student feared he was going insane. For two years, he had 
increasingly frequent experiences of feeling “outside” himself. During these episodes, 
he experienced a sense of “deadness” in his body, and felt wobbly, frequently bump-
ing into furniture. He was more apt to lose his balance when he was out in public, 
especially when he felt anxious. During these episodes, his thoughts seemed “foggy,” 
which reminded him of his state of mind when he was given shots of a pain-killing 
drug for an appendectomy five years earlier. He tried to fight off these episodes 
when they occurred, by saying “stop” to himself and by shaking his head. This would 
temporarily clear his head, but the feeling of being outside himself and the sense of 
deadness would shortly return. The disturbing feelings would gradually fade away 
over a period of hours. By the time he sought treatment, he was experiencing these 
episodes about twice a week, each one lasting from three to four hours. His grades 
remained unimpaired, and had even improved in the past several months, because he 
was spending more time studying. However, his girlfriend, in whom he had confided 
his problem, felt that he had become totally absorbed in himself and threatened to 
break off their relationship if he didn’t change. She had also begun dating other men.

Adapted from Spitzer et al., 1994, pp. 270–271

In terms of observable behavior and associated features, depersonalization and 
derealization may be more closely related to anxiety disorders such as phobias and panic 
disorder than to dissociative disorders. Unlike other forms of dissociative disorders that 
seem to protect the self from anxiety, depersonalization and derealization can lead to anxi-
ety and in turn to avoidance behavior, as we saw in the case of Richie.

Cultural influences have an important bearing on the development and expression 
of abnormal behavior patterns, including dissociative syndromes such as depersonalization/ 
derealization disorder. For example, evidence suggests that depersonalization and dere-
alization experiences may be more common in individualistic cultures that emphasize 
individualism or self-identity, such as in the United States, than in collectivistic cultures, 
which emphasize group identity and responsibility to one’s social roles and obligations 
(Sierra et al., 2006). As we explore next, dissociative disorders may also take very different 
forms in different cultures.

Culture-Bound Dissociative syndromes
Similarities exist between the Western concept of dissociative disorder and certain 
culture-bound syndromes found in other parts of the world. For example, amok is a  
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questionnaire

An Inventory of Dissociative Experiences

Brief dissociative experiences, such as momentary feelings of 
depersonalization, are quite common in the general popula-
tion (Bernstein & Putnam, 1986; Michal et al., 2009). Many 

of us experience them from time to time. Fleeting dissociative 
experiences may be quite common, but those reported by people 
with dissociative disorders are more frequent and problematic than 
those experienced by the general population (Waller & Ross, 1997). 
Dissociative disorders involve persistent and severe dissociative 
experiences.

The following is a sampling of dissociative experiences similar to 
those experienced by many people in the general population.  Bear 
in mind that transient experiences like these are reported in varying 
frequencies by both normal and abnormal groups. Let’s us suggest, 
however, that if these experiences become persistent or common-
place or cause you concern or distress, then it might be worthwhile 
to discuss them with a professional.

Have You ever experienced the Following?

 1. Had a sense that objects or people around you seemed unreal.

 2. Felt as if you were walking through a fog or a dream.

 3. Weren’t sure whether you were asleep or awake.

 4. Not recognized yourself in a mirror.

 5. Found yourself walking somewhere and not remembering 
where you were going or what you were doing.

 6. Felt like you were watching yourself from a distance.

 7. Felt detached or disconnected from yourself.

 8. Didn’t know who you were, or where you were, at a particular 
moment.

 9. Felt distant or detached from what was happening around you.

10. Were in a familiar place that seemed unfamiliar or strange.

11. Finding yourself in a place but having no memory of how you 
got there.

12. Having such a vivid fantasy or daydream that it seemed like it 
was really happening at the moment.

13. Having a memory of an event that seemed like you were reliving 
it in the moment.

14. Felt like you were watching yourself doing something as if you 
were watching another person.

15. Spacing out when talking to someone and not knowing all or 
part of what the person was saying.

16. Becoming confused as to whether you had just done something  
or had just thought about doing it, such as wondering whether  
you had actually mailed or letter or just thought about mailing  
a letter.

culture-bound syndrome occurring primarily in southeast Asian and Pacific Island cul-
tures that involves a trancelike state in which a person suddenly becomes highly excited 
and violently attacks other people or destroys objects (see Table 3.2 in Chapter 3). People 
who “run amuck” may later claim to have no memory of the episode or recall feeling as if 
they were acting like a robot. Another example is zar, a term used in countries in North 
Africa and the Middle East to describe spirit possession in people who experience disso-
ciative states. During these states, individuals engage in unusual behavior, ranging from 
shouting to banging their heads against the wall.

Theoretical Perspectives
Dissociative disorders are fascinating and perplexing phenomena. How can one’s 
sense of personal identity become so distorted that one develops multiple personali-
ties, blots out large chunks of personal memory, or develops a new identity? Although 
these disorders remain in many ways mysterious, some clues provide insights into 
their origins.

PsYCHODYnAMIC vIews To psychodynamic theorists, dissociative disorders involve 
the massive use of repression, resulting in the splitting off from consciousness of unac-
ceptable impulses and painful memories, typically involving parental abuse (Ross & 
Ness, 2010). Dissociative amnesia may serve an adaptive function of disconnecting or 

6.3  Describe different 
theoretical perspectives on 
dissociative disorders.
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 dissociating one’s conscious self from awareness of traumatic experiences or other sources 
of psychological pain or conflict. In dissociative amnesia and fugue, the ego protects itself 
from anxiety by blotting out disturbing memories or by dissociating threatening impulses 
of a sexual or aggressive nature. In dissociative identity disorder, people may express these 
unacceptable impulses through the development of alternate personalities. In deperson-
alization, people stand outside themselves—safely distanced from the emotional turmoil 
within.

sOCIAL-COgnITIve THeOrY From the standpoint of social-cognitive theory, we can 
conceptualize dissociation in the form of dissociative amnesia and fugue as a learned 
response involving the behavior of psychologically distancing oneself from disturbing 
memories or emotions. The habit of psychologically distancing oneself from these mat-
ters, such as by splitting them off from consciousness, is negatively reinforced by relief 
from anxiety or removal of feelings of guilt or shame. For example, shielding oneself from 
memories or emotions associated with past physical or sexual abuse by disconnecting (dis-
sociating) them from ordinary consciousness is a way to avoid the anxiety or misplaced 
guilt these experiences may engender.

Some social-cognitive theorists, such as the late Nicholas Spanos, believe that dis-
sociative identity disorder is a form of role-playing acquired through observational learn-
ing and reinforcement. This is not quite the same as pretending or malingering; people 
can honestly come to organize their behavior patterns according to particular roles they 
have observed. They might also become so absorbed in role-playing that they “forget” 
they are enacting a role.

BrAIn DYsFunCTIOn Might dissociative behaviors be connected with underlying brain 
dysfunction? Research along these lines is still in its infancy, but preliminary evidence 
shows structural differences in brain areas involved in memory and emotion between 
patients with dissociative identity disorder and healthy controls (Vermetten et al., 2006). 
Although intriguing, the significance of these differences in explaining DID remains to be 
determined. Another study showed differences in brain metabolic activity between people 
with depersonalization/derealization disorder and healthy subjects (Simeon et al., 2000). 
These findings, which point to a possible dysfunction in parts of the brain involved in 
body perception, may help account for the feeling of being disconnected from one’s body 
that is characteristic of depersonalization.

Recent evidence also points to another irregularity in brain functioning during 
sleep. Investigators suggest that disruption in the normal sleep-wake cycle may result in 
intrusions of dream-like experiences in the waking state that result in dissociative experi-
ences, such as feeling detached from one’s body (van der Kloet et al., 2012). Regulating 
the sleep-wake cycle may thus help prevent or treat dissociative experiences.

DIATHesIs–sTress MODeL Despite widespread evidence of severe physical or sexual 
abuse in childhood in the great majority of people with dissociative identity disorder 
(Dale et al., 2009; Foote et al., 2005; Spiegel, 2006), very few children who experience 
extreme trauma eventually develop multiple personalities. Consistent with the diathesis–
stress model, people who are prone to fantasize, are highly hypnotizable, and are open 
to altered states of consciousness, may be more likely than others to develop dissociative 
experiences in the face of traumatic abuse. (See Tying It Together on page 218.) These 
personality traits in themselves do not lead to dissociative disorders. They are actually 
quite common in the population. However, they may increase the risk that people who 
experience severe trauma will develop dissociative phenomena as a survival mechanism 
(Butler et al., 1996). Investigators continue to debate the role of fantasy proneness as  
a risk factor for dissociation in response to trauma (Dalenberg et al., 2012). Yet one pos-
sibility is that people who are not prone to fantasize will experience anxious, intrusive 

Imaginary friends. It is normal for children 
to play games of make-believe and even 
to have imaginary playmates. In the case of 
multiple personalities, however, games of 
make-believe and the invention of imaginary 
playmates may be used as psychological 
defenses against abuse. Research indicates 
that most people with multiple personalities 
were abused as children.

truth OR fiction

Most people with multiple personalities 
had normal and uneventful childhoods.

 FALSE The great majority of people 
with multiple personalities report 
experiencing severe physical or sexual 
abuse during childhood.
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thoughts associated with posttraumatic stress disorder (PTSD) following traumatic stress, 
rather than dissociative disorders (Dale et al., 2009).

Perhaps most of us can divide our consciousness so that we become unaware of—
at least temporarily—those events we normally focus on. Perhaps most of us can thrust 
the unpleasant from our minds and enact various roles—parent, child, lover, business-
person, and soldier—that help us meet the requirements of our situations. Perhaps the 
marvel is not that attention can be splintered, but that human consciousness is normally 
integrated into a meaningful whole.

Treatment of Dissociative Disorders
Dissociative amnesia and fugue are usually fleeting experiences that end abruptly. 
Episodes of depersonalization can be recurrent and persistent, and they are most likely to 
occur when people are undergoing periods of mild anxiety or depression. In such cases, 
clinicians usually focus on managing the anxiety or depression. Though research is lim-
ited, the available evidence shows that treating dissociative disorders does help reduce 
symptoms of dissociation, depression, and feelings of distress (Brand et al., 2009, 2012a).

Much of the research interest on treating dissociative identity disorder focuses on 
integrating the alter personalities into a cohesive personality structure. To accomplish 
this end, therapists seek to help patients uncover and work through memories of early 
childhood trauma. In doing so, they often recommend establishing connections with the 
dominant and alter personalities (Chu, 2011b; Howell, 2011). The therapist may ask 
the client to close his or her eyes and wait for the alter personalities to emerge (Krakauer, 
2001). Wilbur (1986) points out that the analyst can work with whatever personality 
dominates the therapy session. The therapist asks any and all personalities that come out 
to talk about their troubling memories and dreams and assures them that the therapist 
will help them make sense of their anxieties, safely “relive” traumatic experiences, and 
make them conscious. The disclosure of abuse is considered essential to the therapeutic 
process (Krakauer, 2001). Wilbur notes that anxiety experienced during a therapy session 
may lead to a switch in personalities, because alter personalities were presumably devel-
oped as a means of coping with intense anxiety. But if therapy is successful, the person 
will be able to work through the traumatic memories and will no longer need to escape 
into alternate “selves” to avoid the anxiety associated with the trauma. Thus, reintegration 
of the personality becomes possible.

Through the process of integration, the disparate elements, or alters, are woven 
into a cohesive self. Here, a patient speaks about this process of “making mine” those 
parts of the self that had been splintered off.

6.4 Describe the treatment of 
dissociative identity disorder.

“I” “Everybody’s Still Here”
Integration made me feel alive for the first time. When I feel things now, I know I 
feel them. I’m slowly learning it’s okay to feel all feelings, even unpleasant ones. The 
bonus is, I get to feel pleasurable feelings as well. I also don’t worry about my sanity 
anymore.

It’s difficult to explain even to people who try to understand what integration 
means to someone who has been “in parts” for a lifetime. I still talk in a “we” way 
sometimes. Some of my “before integration” friends assume I can now just get back 
to being “me”—whatever that is. They don’t realize integration is like being three 
all over again. I don’t know how to act in certain situations because “I” never did it 
before. Or I only know how to respond in fragmented ways. What does “sadness” 
mean to someone who doesn’t feel it continually? I don’t know sometimes when I feel 
sad if I really should. It’s confusing and scary being responsible for me all by myself 
now.
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Wilbur describes the formation of another treatment goal in the case of a woman 
with dissociative identity disorder.

Does therapy for dissociative identity disorder work? We don’t yet have sufficient 
empirical evidence to support any general conclusions (Brand, 2012b). In an early work, 
Coons (1986) followed 20 “multiples” aged between 14 and 47 at time of intake for an 
average of 31⁄4 years. Only five of the subjects showed a complete reintegration of their 
personalities. Yet other therapists report significant improvement in measures of dissocia-
tive symptoms and depressive symptoms in treated patients, even in those who failed to 
achieve integration. However, greater symptom improvement is also reported for those 
who achieved integration (Ellason & Ross, 1997).

Reports of the effectiveness of psychodynamic and other forms of therapy, such as 
behavior therapy, rely on uncontrolled case studies. Controlled studies of treatments of 
dissociative identity disorder or other forms of dissociative disorder are yet to be reported. 
The relative infrequency of the disorder has hampered efforts to conduct controlled 
experiments that compare different forms of treatments with each other and with  control 
groups. Nor do scientists have evidence showing psychiatric drugs or other biological 
approaches are effective in bringing about integration of various alternate personali-
ties. Though psychiatric drugs such as the antidepressant Prozac have been used to treat  
depersonalization/derealization disorder, there is a lack of evidence that they are any more 
effective than placebos (Simeon et al., 2004; Sierra et al., 2012). This lack of responsive-
ness suggests that depersonalization/derealization disorder may not be a secondary feature 
of depression.

The most comforting aspect of integration for me, and what I especially want 
other multiples to know is [this:] Nobody died. Everybody’s still here inside me, in 
their correct place without controlling my body independently. There was not a scene 
where everybody left except one. I am a remarkably different “brand new” person. 
I’ve spent months learning how to access my alters’ skills and emotions—and they 
are mine now. I have balance and perspective that never existed before. I’m happy 
and content. This isn’t about dying. It’s about celebrating living to the fullest extent 
 possible.

From Olson, 1997

The “Children” Should Not Feel Ashamed
A 45-year-old woman had suffered from dissociative identity disorder throughout 
her life. Her dominant personality was timid and self-conscious, rather  reticent 
about herself. But soon after she entered treatment, a group of “little ones” 
emerged, who cried profusely. The therapist asked to speak with someone in the 
personality system who could clarify the personalities that were present. It turned 
out that they included several children, all of whom were under 9 years of age and 
had suffered severe, painful sexual abuse at the hands of an uncle, a great-aunt, and 
a grandmother. The great-aunt was a lesbian with several voyeuristic lesbian friends. 
They would watch the sexual abuse, generating fear, pain, rage, humiliation, and 
shame.

It was essential in therapy for the “children” to come to understand that they 
should not feel ashamed because they had been helpless to resist the abuse.

Adapted from Wilbur, C. B. (1 986). Psychoanalysis and multiple personality disorder. 
In B. G. Braun (Ed.), Treatment of multiple personality disorder. Washington, DC: 
American Psychiatric Association.
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The Three Faces of eve. In the classic 
film The Three Faces of Eve, the actress 
Joanne Woodward (pictured here) won 
an Academy Award for playing Eve’s 
three personalities: Eve White (left), a 
timid housewife, who harbors two alter 
personalities—Eve Black (middle), a 
libidinous and antisocial personality, and 
Jane (right), an integrated personality who 
can accept her sexual and aggressive urges 
but still engage in socially appropriate 
behavior. In the film, the therapist 
succeeded in helping Eve integrate her 
three personalities. In real life, however, 
Joanne Woodward reportedly split into 
22 personalities later on.

Somatic Symptom and Related Disorders
The word somatic derives from the Greek soma, meaning “body.” People with somatic 
symptom and related disorders (formerly called somatoform disorders) may have physi-
cal (“somatic”) symptoms without an identifiable physical cause or have excessive con-
cerns about the nature or meaning of their symptoms. The symptoms significantly inter-
fere with the people’s lives and often lead them to go “doctor shopping” in the hope of 
finding a medical practitioner who can explain and treat their ailments (Rief & Sharpe, 
2004). Or they may hold the belief that they are gravely ill, despite reassurances from 
their doctors to the contrary. Some individuals fake or manufacture physical symptoms 
for no apparent reason other than to receive medical treatment. 

The concept of somatic symptom and related disorders presumes that psychologi-
cal processes affect physical functioning. For example, some people complain of problems 
in breathing or swallowing, or a “lump in the throat.” Such problems can reflect overac-
tivity of the sympathetic branch of the autonomic nervous system, which might result 
from anxiety. All in all, at least 20% of doctor visits involve complaints that cannot be 
explained medically (Rief & Sharpe, 2004).

There are several types of somatic symptom and related disorders. Here we con-
sider the following major types: somatic symptom disorder, illness anxiety disorder, conver-
sion disorder, and factitious disorder. Table 6.4 provides an overview of these disorders.

somatic symptom Disorder
Most people have physical symptoms somewhere along life’s course. It is normal to feel 
concerned about one’s physical symptoms and to seek medical attention. However, peo-
ple with somatic symptom disorder (SSD) not only have troubling physical symptoms, 
but they are excessively concerned about their symptoms to the extent that it affects their 
thoughts, feelings, and behaviors in daily life. Thus, the diagnosis emphasizes the psy-
chological features of physical symptoms, not whether the underlying cause or causes of 

6.5  Describe the key features of 
these types of somatic symptom 
and related disorders: somatic 
symptom disorder, illness anxiety 
disorder, conversion disorder, 
and factitious disorder. 
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Tying it together

Although scientists have different conceptualizations of 
 dissociative phenomena, evidence points to a history of 
childhood abuse in a great many cases. The most widely 

held view of dissociative identity disorder is that it represents a 
means of coping with and surviving severe, repetitive childhood 
abuse, generally beginning before the age of 5 (Burton & Lane, 
2001; Foote, 2005). The severely abused child may retreat into alter 
personalities as a psychological defense against unbearable abuse. 
The construction of these alter personalities allows these children 
to psychologically escape or distance themselves from their suffer-
ing. In the case example in the opening of the chapter, one alter 
personality, Leah, bore the worst of the abuse for all the others. 
Dissociation may offer a means of escape when no other means is 
available. In the face of continued abuse, these alter personalities 
may become stabilized, making it difficult for the person to maintain 
a unified personality. In adulthood, people with multiple personali-
ties may use their alter personalities to block out traumatic child-
hood memories and their emotional reactions to them, thus wiping 
the slate clean and beginning life anew in the guise of alter person-
alities. The alter identities or personalities may also help the person 
cope with stressful situations or express deep-seated resentments 
that the individual is unable to integrate within his or her primary 
personality. The diathesis–stress model, as represented in Figure 6.1, 

offers a conceptual framework for understanding the development 
of dissociative identity disorder on the basis of the combination of 
predisposing factors (a diathesis) and traumatic stress.

Compelling evidence indicates that exposure to childhood trauma, 
usually by a relative or caretaker, is involved in the development 
of dissociative disorders, especially dissociative identity disorder. 
Dissociative identity disorder is strongly linked to a history of sexual 
or physical abuse in childhood. In some samples, rates of reported 
childhood physical or sexual abuse have ranged from 76% to 95% 
(Ross et al., 1990; Scroppo et al., 1998). Evidence of cross-cultural 
similarity comes from a study in Turkey, which showed that the great 
majority of dissociative identity disorder patients in one research 
sample reported sexual or physical abuse in childhood (Sar, Yargic, & 
Tutkun, 1996). Childhood abuse is also linked to dissociative amne-
sia (Chu, 2011a).

Childhood abuse is not the only source of trauma linked to dissocia-
tive disorders. Trauma of warfare in both civilians and soldiers plays 
a part in some cases of dissociative amnesia. Significant life stress, 
such as severe financial problems and the wish to avoid punishment 
for socially unacceptable behavior, may precipitate episodes of dis-
sociative amnesia or depersonalization.

figure 6.1 
Diathesis–stress model of dissociative identity disorder. In this model, exposure to severe, recurrent trauma (stress), together with 
certain predisposing factors (diathesis), leads in some cases to the development of alter personalities, which over time become stabilized and 
strengthened by social reinforcement and blocking out of disturbing memories.

Exposure to Severe
Recurrent Trauma

    Predisposing Factors
• Proneness to fantasy
• Hypnotizability
• Openness to altered states 
 of consciousness

A Psychological Escape
Escaping into alter 
personalities may be the 
only available means of 
shielding the self from 
unbearable abuse.

     Stabilization
Over time, alters become 
more distinct, making it 
difficult to maintain a 
coherent self.

Blocking Out Painful 
Memories

In adulthood, alter 
personalities continue to 
function as a means of 
blocking awareness of 
childhood trauma and 
splintering off parts of the self 
that are not integrated within 
the primary personality.

Social 
Reinforcement

Enactment of alter 
personalities is 
strengthened by 
positive
reinforcement in the 
form of attention 
from therapists 
and others.

Diathesis Stress
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the symptoms can be medically explained. The diagnosis of SSD requires that physical 
symptoms be persistent, lasting typically for a period of six months or longer (though any 
one symptom may not be continuously present) and that they are associated with either 
significant personal distress or interference with daily functioning. The symptoms may 
include such complaints as gastric (stomach) distress and various aches and pains.

People with SSD may have excessive concerns about the seriousness of their symp-
toms. Or they may be bothered by nagging anxiety about what their symptoms might 
mean and spend a great deal of time running from doctor to doctor seeking a cure or 
confirmation that their worries are valid. Their concerns may last for years and become a 
source of continuing frustration for themselves, as well as for their families and physicians 
(Holder-Perkins & Wise, 2002). A study that tracked use of medical care by patients 
with excessive somatic concerns found them to be heavy users of medical services (Barsky, 
Orav, & Bates, 2005).

Previous versions of the DSM included a disorder called hypochondriasis, which 
applied to people with physical complaints who believed their symptoms were due to a 
serious, undetected illness, such as cancer or heart disease, despite medical reassurance to 
the contrary. For example, a person suffering from headaches may fear that they are a sign 
of a brain tumor and believe doctors are wrong when they say these fears are groundless. 
At the core of hypochondriasis is health anxiety, a preoccupation that one’s physical symp-
toms are signs of something terribly wrong with one’s health (Abramowitz & Braddock,  
2011; Skritskaya et al., 2012). Hypochondriasis is believed to affect about 1% to 5% of 
the general population and about 5% of patients seeking medical care (Abramowitz & 
Braddock, 2011; Barsky & Ahern, 2004). 

The term hypochondriasis is still in widespread use, but is no longer a distinct 
diagnosis in DSM-5. The great majority of cases previously diagnosed as hypochondriasis, 

table 6.4 

Overview of Major somatic symptom and related Disorders

Type of Disorder

Approximate Lifetime 
Prevalence in 
Population Description Associated Features

somatic symptom 
Disorder 

Unknown, but may affect 
5% to 7% of the general 
adult population 

A pattern of abnormal behaviors, 
thoughts, or feelings relating to physical 
symptoms

•   Symptoms prompt frequent medical 
visits or cause significant impairment of 
functioning

Illness Anxiety 
Disorder 

Unknown Preoccupation with the belief that one is 
seriously ill

•   Fear of illness persists despite medical 
reassurance to the contrary

•   Tendency to interpret physical 
sensations or minor aches and pains as 
signs of serious illness

Conversion 
Disorder (Functional 
neurological 
symptom Disorder)

Unknown, but reported 
in 5% of patients referred 
to neurology clinics 

Change in or loss of a physical function 
without medical cause

•   Emerges in context of conflicts or 
stressful experiences, which lends 
credence to its psychological origins

•   May be associated with la belle 
indifférence (indifference to symptoms)

Factitious Disorder Unknown, but an 
estimated 1% of medical 
patients in hospital 
settings may qualify for 
the diagnosis 

Faking or manufacturing physical or 
psychological symptoms without any 
apparent motive

•   Unlike malingering, the symptoms do 
not result in any obvious gain

•   There are two major types, factitious 
disorder imposed on self (fabricating or 
inducing symptoms in oneself, generally 
called Münchausen syndrome) and 
factitious disorder imposed on another 
(fabricating or inducing symptoms in 
others)

Source: Prevalence rates derived from APA, 2013.

 Watch the Video Henry:  
Hypochondriasis in MyPsychLab
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perhaps as many as three fourths, would now be diagnosed as somatic symptom disorder 
(APA, 2013).

People with hypochondriasis do not consciously fake their symptoms. They feel 
real physical discomfort, often involving their digestive system or an assortment of aches 
and pains throughout the body. They may be overly sensitive to benign changes in physi-
cal sensations, such as slight changes in heartbeat and minor aches and pains (Barsky  
et al., 2001).

Anxiety about physical symptoms can produce its own physical sensations, 
 however—for example, heavy sweating and dizziness, even fainting. Thus, a vicious cycle 
may ensue. Patients may become resentful when their doctors tell them that their own 
fears may be causing their physical symptoms. They frequently go doctor shopping in 
the hope that a competent and sympathetic physician will heed them before it is too late. 
Physicians, too, can develop hypochondriasis, as we see in the following case example.

what to take? Hypochondriasis is a 
persistent concern or fear that one is 
seriously ill, although no organic basis can 
be found to account for one’s physical 
complaints. People with this disorder 
frequently medicate themselves with over-
the-counter medications and find little if 
any reassurance in doctors’ assertions that 
their health is not in jeopardy.

The Doctor Feels Sick: A Case of Hypochondriasis
Robert, a 38-year-old radiologist, had just returned from a 10-day stay at a famous 
diagnostic center where he has undergone extensive testing of his entire gastroin-
testinal tract. The evaluation proved negative for any significant physical illness, but 
rather than feel relieved, he appeared resentful and disappointed with the findings. 
He had been bothered for several months with a variety of physical symptoms, includ-
ing mild abdominal pain, feelings of “fullness,” “bowel rumblings,” and a feeling of 
a “firm abdominal mass.” He had become convinced that his symptoms were due 
to colon cancer and began testing his stool for blood on a weekly basis and care-
fully palpating his abdomen for “masses” every few days while lying in bed. He also 
secretly performed X-ray studies on himself. There was a history of a heart murmur 
that was discovered when he was 13, and his younger brother had died of congenital 
heart disease in early childhood. Although the evaluation of his murmur showed it 
to be benign, he began worrying that something might have been overlooked. He 
developed a fear that something was terribly wrong with his heart, and while the fear 
eventually subsided, it never entirely left him. In medical school he worried about 
diseases he learned about in pathology. Since graduating, he repeatedly experienced 
concerns about his health that followed a typical pattern: noticing certain symptoms, 
becoming preoccupied with what the symptoms might mean, and undergoing physi-
cal evaluations that proved negative. His decision to seek a psychiatric consultation 
was prompted by an incident with his 9-year-old son. His son accidentally walked in 
on him while he was palpating his abdomen and asked, “What do you think it is this 
time, Dad?” He became tearful as he described this incident and reported feeling 
shame and anger—mostly at himself.

Adapted from Spitzer et al., 1994, pp. 88–90

People with hypochondriasis often report having been sick as children, having 
missed school because of health reasons, and having experienced childhood trauma, such 
as sexual abuse or physical violence (Barsky et al., 1994). Hypochondriasis and other 
forms of somatic symptom disorder can last for years and often occurs together with other 
psychological disorders, especially major depression and anxiety disorders.

About one in four people with hypochrondriasis complain of relatively minor or 
mild symptoms that they take to be signs of a serious undiagnosed illness. Because of 
the mildness of their symptoms, the diagnosis of somatic symptom disorder would not 
apply (APA, 2013). However, these individuals express such a high level of health anxiety 
or concern about their medical condition that they would likely receive a diagnosis of a 
newly recognized disorder in DSM-5 called illness anxiety disorder.
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Illness Anxiety Disorder
A common misconception is that physical symptoms in people with hypochondriasis are 
“made-up” or “all in their heads.” However, in the great majority of cases, people with 
hypochondriasis have real symptoms that cause real distress and so would warrant a diag-
nosis of somatic symptom disorder (SSD). But there is a subgroup of people with hypo-
chondriasis who complain of relatively minor or mild symptoms they take to be signs of a 
serious undiagnosed illness. The DSM-5 introduced a new diagnostic category of illness 
anxiety disorder (IAD) to apply to this subgroup, with the emphasis placed on the anxi-
ety associated with illness rather than the distress the symptoms cause. For these patients, 
it’s not the symptoms they find so troubling—symptoms such as vague aches and pains or 
a passing feeling of tightness in the abdomen or chest. Rather, it’s the fear of what these 
symptoms might mean. In some cases, there are no reported symptoms at all, but the per-
son still expresses serious concerns about having a serious undiagnosed illness.

In some cases of illness anxiety disorder, the person has a family history of a seri-
ous disease (e.g., Alzheimer’s disease) but becomes preoccupied with an exaggerated con-
cern that he or she is suffering from the disease or is slowly developing it. The person may 
become preoccupied with checking his or her body for signs of the feared disease.

There are two general subtypes of the disorder. One subtype, the care-avoidant 
subtype, applies to people who postpone or avoid medical visits or lab tests because of high 
levels of anxiety about what might be discovered. The second subtype, called the care-
seeking subtype, describes people who go doctor shopping, basically jumping from doctor 
to doctor in the hope of finding the one medical professional who might confirm their 
worst fears. These individuals may get angry at doctors who try to convince them that 
their fears are unwarranted.

Conversion Disorder
Conversion disorder (called functional neurological symptom disorder in DSM-5) is char-
acterized by symptoms or deficits that affect the ability to control voluntary movements 
(inability to walk or move an arm, for example) or that impair sensory functions, such 
as an inability to see, hear, or feel tactile stimulation (touch, pressure, warmth, or pain). 
What qualifies these problems as a psychological disorder is that the loss or impairment of 
physical functions is either inconsistent or incompatible with known medical conditions 
or diseases. Consequently, conversion disorder is believed to involve the conversion or 
transformation of emotional distress into significant symptoms in the motor or sensory 
domain (Becker et al., 2013; Reynolds, 2012). In some cases, however, what appears to be 
conversion disorder actually turns out to be intentional fabrication or faking of symptoms 
for some external gain (malingering). Unfortunately, clinicians lack the ability to reliably 
determine that someone is faking.

The physical symptoms in conversion disorder usually come on suddenly in 
 stressful situations. A soldier’s hand may become “paralyzed” during intense combat, 
for example. The fact that conversion symptoms first appear in the context of, or are 
 aggravated by, conflicts or stressors suggests a psychological connection. The prevalence 
of the disorder in the general population remains unknown, but the diagnosis is reported 
in about of 5% of patients referred to neurology clinics (APA, 2013). Like dissociative 
 identity disorder, conversion disorder is linked in many cases to a history of childhood 
trauma or abuse (Sobot et al., 2012).

Conversion disorder is so named because of the psychodynamic belief that it 
represents the channeling, or conversion, of repressed sexual or aggressive energies into 
 physical symptoms. Conversion disorder was formerly called hysteria or hysterical neurosis, 
and it played an important role in Freud’s development of psychoanalysis (see Chapter 2).  
Hysterical or conversion disorders seem to have been much more common in Freud’s day 
than they are today.

According to the DSM, conversion symptoms mimic neurological or general 
medical conditions involving problems with voluntary motor (movement) or sensory 
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 functions. Some classic symptom patterns take the form of paralysis, epilepsy, problems 
in coordination, blindness and tunnel vision, loss of the sense of hearing or of smell, or 
loss of feeling in a limb (anesthesia). The bodily symptoms found in conversion disor-
ders often do not match the medical conditions they suggest. For example, conversion 
epileptics, unlike true epileptic patients, may maintain control over their bladders during 
an attack. People whose vision is supposedly impaired may walk through the physician’s 
office without bumping into the furniture. People who become “incapable” of standing 
or walking may nevertheless perform other leg movements normally. Nonetheless, hyste-
ria and conversion symptoms are sometimes incorrectly diagnosed in people who turn out 
to have underlying medical conditions (Stone et al., 2005).

If you suddenly lost your vision, or if you could no longer move your legs, you 
would probably show understandable concern. But some people with conversion disor-
ders, like those with dissociative amnesia, show a remarkable indifference to their symp-
toms, a phenomenon termed la belle indifférence (“the beautiful indifference”) (Stone 
et al., 2006). The DSM advises against relying on indifference to symptoms as a factor 
in making the diagnosis, however, because many people cope with real physical disor-
ders by denying or minimizing their pain or concerns, which relieves anxieties—at least 
 temporarily.

Factitious Disorder
Factitious disorder is a puzzlement. People with this disorder fake or manufacture physi-
cal or psychological symptoms, but without any apparent motive. Sometimes they are 
outright faking, claiming they cannot move an arm or a leg or claiming a pain that doesn’t 
exist. Sometimes they injure themselves or take medication that causes troubling, even 
life-threatening symptoms. The puzzlement involves the lack of a motive for these deceit-
ful behaviors. Factitious disorder is not the same as malingering. Because malingering is 
motivated by external rewards or incentives, it is not considered a mental disorder within 
the DSM framework. People may feign physical illness to avoid work or to qualify for dis-
ability benefits. They may be deceitful and even dishonest, but they are not deemed to be 
suffering from a psychological disorder.

But in factitious disorder, the symptoms do not bring about obvious gains or exter-
nal rewards. Thus, factitious disorder serves an underlying psychological need involved in 
assuming a sick role; hence, it is classified as a type of mental or psychological disorder.

The two major subtypes of factitious disorder are (1) factitious disorder on self 
(characterized by faking or inducing symptoms in oneself) and (2) factitious disorder 
imposed on another (characterized by inducing symptoms in others).

Factitious disorder imposed on onseself is the most common form of the disor-
der and is popularly referred to as Münchausen syndrome. The syndrome is a form of 
feigned illness in which the person either fakes being ill or makes him- or herself ill (by 
ingesting toxic substances, for example). Although people with somatic symptom disorder 
may reap some benefits from having physical symptoms (e.g., drawing sympathy from 
others), they do not purposefully produce them. They do not set out to deceive others. 
But Münchausen syndrome is a type of factitious disorder in which there is deliberate 
fabrication or inducement of seemingly plausible physical complaints for no obvious gain, 
apart from assuming the role of a medical patient and receiving sympathy and support 
from others.

Münchausen syndrome was named after Baron Karl von Münchausen, one of his-
tory’s great fibbers. The good baron, an 18th-century German army officer, entertained 
friends with tales of outrageous adventures. In the vernacular, Münchausenism refers to 
tellers of tall tales. In clinical terms, Münchausen syndrome refers to patients who tell tall 
tales or outrageous lies to their doctors. People who have Münchausen syndrome usually 
suffer deep anguish as they bounce from hospital to hospital and subject themselves to 
unnecessary, painful, and sometimes risky medical treatments, even surgery. “A Closer 
Look” explores this curious disorder in more depth.

truth OR fiction

Some people lose all feeling in their 
hands or legs, although nothing is 
medically wrong with them.

 TRUE Some people with conversion 
disorder have lost sensory or motor 
functions even though there is nothing 
medically wrong with them. (However, 
some people who are assumed to have 
conversion disorders may actually have 
medical problems that go unrecognized.)

6.6 explain the difference 
between malingering and 
factitious disorder. 
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a ClOseR look

Münchausen Syndrome

A woman staggered into the emergency room of a New 
York City hospital bleeding from the mouth, clutching her 
stomach, and wailing with pain (Lear, 1988). Even in that 

setting, forever serving bleeders and clutchers and wailers, there 
was something about her, some terrible star quality that held cen-
ter stage. The story she told was one of horrible abuse and trauma. 
There was a man who had seduced her and then tied her, beaten 
her, and forced her to turn over her money and jewelry. She had 
other physical symptoms, including pain in her lower body and an 
intense headache. After she was admitted to the hospital, tests 
were run but to no avail. No physical cause of her bleeding and 
pain could be found. But a hospital aide noticed some objects on 
her bedside table, including a syringe and a blood thinner. Yes, she 
had injected herself before entering the hospital with the blood 
thinner, causing the bleeding. She denied it all, claiming the items 
on the bedside table were not hers. Someone had planted them 
on the table, she claimed. But finding no one who believed her, 
she soon checked herself out the hospital, claiming she would find 
other doctors who really cared. Later it was discovered that she 
had recently been admitted to two other hospitals, reporting the 
same symptoms.

Münchausen patients may go to great lengths to seek a confirma-
tory diagnosis, such as agreeing to exploratory surgery, even though 
they know there is nothing wrong with them. Some inject them-
selves with drugs to produce symptoms such as skin rashes. When 
confronted with evidence of their deception, they may turn nasty 
and stick to their guns. They are also skillful-enough actors to con-
vince others that their complaints are genuine.

Why do patients with Münchausen syndrome fake illness or put 
themselves at risk by making themselves out to be sick or injured? 

Perhaps enacting the sick role in the protected hospital environment 
provides a sense of security that was lacking in childhood. Perhaps 
the hospital becomes a stage on which they can act out resent-
ments against doctors and parents that have been brewing since 
childhood. Perhaps they are trying to identify with a parent who was 
often sick. Or perhaps they learned to enact a sick role in childhood 
to escape from repeated sexual abuse or other traumatic experi-
ences and continue to enact the role to escape stressors in their 
adult lives. No one is really sure, and the disorder remains one of the 
more puzzling forms of abnormal behavior.

Is this patient really sick? Münchausen syndrome is 
characterized by the fabrication of medical complaints for no 
other apparent purpose than to gain admission to hospitals. 
Some Münchausen patients may produce life-threatening 
symptoms in their attempts to deceive doctors.

“I” Sickened: Factitious Disorder Imposed on Another
In her memoir entitled Sickened, Julie Gregory recounts how she was subjected to 
numerous X-rays and operations as a child, not because there was anything wrong 
with her, but to find the cause of an illness that existed only in her mother’s mind 
(Gregory, 2003). At age 13, Julie underwent an invasive medical procedure, a heart 
catheterization, because of her mother’s insistence to “… get to the bottom of this 
thing.” When the cardiologist informed Julie’s mother that the test results were within 
normal limits, her mother argued for an even more invasive test involving open-heart 
surgery. When the doctor refused, Julie’s mother confronted him in Julie’s  
presence:

“I can’t believe it! I cannot believe this! You’re not going to dig into this 
and do the open-heart? I thought we had agreed to follow this through to the end, 
Michael. I thought you said you were committed to me on this.”

“I’m committed to finding Julie’s illness, Ms. Gregory, but Julie doesn’t need 
heart surgery. Usually parents are thrilled to—”
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Julie’s case highlights a most pernicious form of child maltreatment called 
Münchausen syndrome by proxy, which in the DSM-5 is now called factitious disorder 
imposed on another. People with this disorder intentionally falsify or induce physical or 
emotional illness or injury in another person, typically (and shockingly) a child or depen-
dent person (Feldman, 2003).

Parents or caregivers who induce illness in their children may be trying to gain 
sympathy or experience the sense of control made possible by attending to a sick child. 
The disorder is controversial and remains under study by the psychiatric community. 
The controversy arises in large part because it appears to put a diagnostic label on abu-
sive behavior. What is clear is that the disorder is linked to heinous crimes against chil-
dren (Mart, 2003). In one sample case, a mother was suspected of purposely causing her 
3-year-old’s repeated bouts of diarrhea (Schreier & Ricci, 2002). Sadly, the child died 
before authorities could intervene. In another case, a foster mother is alleged to have 
brought about the deaths of three children by giving them overdoses of medicines con-
taining potassium and sodium. The chemicals induced suffocation or heart attacks.

A review of 451 cases of Münchausen syndrome by proxy reported in the scientific 
literature showed that 6% of the victims died (Sheridan, 2003). Typical victims were 
4 years of age or below. Mothers were perpetrators in three out of four cases. Cases of 
Münchausen syndrome by proxy often involve mysterious high fevers in children, sei-
zures of unknown cause, and similar symptoms. Doctors typically find the illnesses to be 
unusual, prolonged, and unexplained. They require some medical sophistication on the 
part of the perpetrator.

Koro and Dhat syndromes: Far eastern somatic symptom 
Disorders?
In the United States, it is common for people who develop hypochondriasis to be trou-
bled by the idea that they have serious illnesses, such as cancer. The koro and dhat syn-
dromes of the Far East share some clinical features with hypochondriasis. Although these 
syndromes may seem foreign to North American readers, each is connected with the folk-
lore of its own culture.

KOrO sYnDrOMe A culture-bound syndrome found primarily in China and some 
other Far Eastern countries, people with koro syndrome fear that their genitals are 
shrinking and retracting into their bodies, which they believe will result in death (Bhatia, 
Jhanjee, & Kumar, 2011). Koro is classified as a culture-bound syndrome, although 
some cases have been reported outside China and the Far East (e.g., Alvarez et al., 2012; 
Ntouros et al., 2010). The syndrome has been identified mainly in young men, although 
some cases have also been reported in women. Koro syndrome tends to be short-lived and 
to involve episodes of acute anxiety that one’s genitals are retracting. Physiological signs 

“Oh, that’s just it? That’s all you’re going to do? Just drop me like a hot 
potato? I mean, for crying out loud, why can’t I just have a normal kid like other 
 mothers? I mean I’m a good mom . . . .”

I’m standing behind my mother’s left leg, my eyes glued to the doctor, boring 
an SOS into his eyes: “Don’t make me go, don’t let her take me.”

“Ms. Gregory, I didn’t say you weren’t a good mother. But I can’t do anything 
else here. You need to drop the heart procedures. Period.” And with that he turned 
on his heels.

“Well, you’re the one who’s going to be sorry,” Mom screeches, “when this kid 
dies on you. That’s what. Cause you’re going to get sued out the yin-yang for being 
such an incompetent idiot. Can’t even find out what’s wrong with a thirteen-year-old 
girl! You are insane! This kid is sick, you hear me? She’s sick!”

Source: Gregory, 2003.

6.7  Describe the key features 
of koro and dhat syndromes.
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of anxiety that approach panic are common, including profuse sweating, breathlessness, 
and heart palpitations. Men who suffer from koro have been known to use mechanical 
devices, such as chopsticks, to try to prevent the penis from retracting into the body 
(Devan, 1987).

Koro syndrome has been traced within Chinese culture as far back as 3000 b.c.e. 
Epidemics involving hundreds or thousands of people have been reported in China, 
Singapore, Thailand, and India (Tseng et al., 1992). In Guangdong Province in China, 
an epidemic of koro involving more than 2,000 people occurred during the 1980s (Tseng 
et al., 1992). Guangdong residents who developed koro tended to be more superstitious, 
lower in intelligence, and more accepting of koro-related folk beliefs (such as the belief 
that shrinkage of the penis will be lethal) than those who did not fall victim to the epi-
demic (Tseng et al., 1992). Medical reassurance that such fears are unfounded often quells 
koro episodes (Devan, 1987). Koro episodes among those who do not receive corrective 
information tend to pass with time but may recur. T / F

DHAT sYnDrOMe Found among young Asian Indian males, dhat syndrome involves 
excessive fears over the loss of seminal fluid in nocturnal emissions, in urine, or through 
masturbation (Bhatia, Jhanjee, & Kumar, 2011; Mehta, De, & Balachandran, 2009). 
Some men with this syndrome also believe (incorrectly) that semen mixes with urine 
and is excreted through urination. Men with dhat syndrome may roam from physician 
to physician seeking help to prevent nocturnal emissions or the (imagined) loss of semen 
mixed with excreted urine. There is a widespread belief within Indian culture (and other 
Near and Far Eastern cultures) that the loss of semen is harmful because it depletes the 
body of physical and mental energy. Like other culture-bound syndromes, dhat must be 
understood within its cultural context (Akhtar, 1988, p. 71):

In India, attitudes toward semen and its loss constitute an organized, deep-
seated belief system that can be traced back to the scriptures of the land … 
[even as far back as the classic Indian sex manual, the Kama Sutra, which 
was believed to be written by the sage Vatsayana between the third and 
fifth centuries a.d.]. . . . Semen is considered to be the elixir of life, in both 
a physical and mystical sense. Its preservation is supposed to guarantee 
health and longevity.

It is a commonly held Hindu belief that it takes “forty meals to form one drop of 
blood; forty drops of blood to fuse and form one drop of bone marrow, and forty drops 
of this to produce one drop of semen” (Akhtar, 1988, p. 71). On the basis of the cultural 
belief in the life-preserving nature of semen, it is not surprising that some Indian males 
experience extreme anxiety over the involuntary loss of the fluid through nocturnal emis-
sions (Akhtar, 1988). Dhat syndrome has also been associated with difficulty in achieving 
or maintaining erection, apparently due to excessive concern about loss of seminal fluid 
through ejaculation (Singh, 1985).

Theoretical Perspectives
Conversion disorder, or “hysteria,” was known to the great physician of ancient Greece, 
Hippocrates, who attributed the strange bodily symptoms to a wandering uterus (hystera 
in Greek), creating internal chaos. Hippocrates noticed that these complaints were less 
common among married than unmarried women. He prescribed marriage as a “cure” 
on the basis of these observations and also on the theoretical assumption that pregnancy 
would satisfy uterine needs and fix the organ in place. Pregnancy fosters hormonal and 
structural changes that are of benefit to some women with menstrual complaints, but 
Hippocrates’s mistaken belief in the “wandering uterus” has contributed throughout the 
centuries to degrading interpretations of women’s complaints of physical problems. Despite 
Hippocrates’s belief that hysteria is exclusively a female concern, it also occurs in men. T / F

truth OR fiction

Some men have a psychological disorder 
characterized by fear of the penis 
shrinking and retracting into the body.

 TRUE  This culture-bound syndrome 
found in the Far East may have existed in 
China for at least 5,000 years.

truth OR fiction

The term hysteria derives from the Greek 
word for testicle.

 FALSE  The term is derived from 
hystera, the Greek word for uterus.

6.8  Describe the theoretical 
understandings of somatic 
symptom and related disorders.
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Not much is known about the biological underpinnings of somatic symp-
tom and related disorders. Brain imaging studies of patients with hysterical paraly-
sis (a limb the person claims to be unable to move, despite healthy muscles and 
nerves) points to possible disruptions occurring in brain circuitry responsible for 
controlling movement and emotional responses (Kinetz, 2006). These imaging 
studies suggest that normal control of movement may be inhibited by activation 
of brain circuits involved in processing emotions. We should caution that scien-
tists are only at the beginning stages of understanding the biological bases of con-
version disorder and much remains unknown. Like the dissociative disorders, the 
scientific study of conversion disorder and other forms of somatic symptom disor-
der has been largely approached from the psychological perspective, which is our  
focus here.

PsYCHODYnAMIC THeOrY Hysterical disorders provided an arena for some of 
the debate between the psychological and biological theories of the 19th century. 
The alleviation—albeit often temporary—of hysterical symptoms through hypno-
sis by Charcot, Breuer, and Freud contributed to the belief that hysteria was rooted 
in psychological rather than physical causes and led Freud to the development of a 
theory of the unconscious mind (see Chapter 2). Freud held that the ego manages 
to control unacceptable or threatening sexual and aggressive impulses arising from 
the id through defense mechanisms such as repression. Such control prevents the 
anxiety that would occur if the person were to become aware of these impulses. 

In some cases, the leftover emotion that is “strangulated,” or cut off, from the threaten-
ing impulses becomes converted into a physical symptom, such as hysterical paralysis or 
blindness. Although the early psychodynamic formulation of hysteria is still widely held, 
empirical evidence has been lacking. One problem with the Freudian view is that it does 
not explain how energies left over from unconscious conflicts become transformed into 
physical symptoms (E. Miller, 1987).

According to psychodynamic theory, hysterical symptoms are functional: They 
allow the person to achieve primary gains and secondary gains. The primary gain of the 
symptoms is to allow the individual to keep internal conflicts repressed. The person is 
aware of the physical symptom but not of the conflict it represents. In such cases, the 
“symptom” is symbolic of, and provides the person with a “partial solution” for, the 
underlying conflict. For example, the hysterical paralysis of an arm might symbolize and 
also prevent the individual from acting on repressed unacceptable sexual (e.g., masturba-
tory) or aggressive (e.g., murderous) impulses. Repression occurs unconsciously, so the 
individual remains unaware of the underlying conflicts. La belle indifférence, first noted 
by Charcot, is believed to occur because the physical symptoms help relieve rather than 
cause anxiety. From the psychodynamic perspective, conversion disorders, like dissocia-
tive disorders, serve a purpose.

Secondary gains from the symptoms are those that allow the individual to avoid 
burdensome responsibilities and to gain the support—rather than condemnation—of 
those around them. For example, soldiers sometimes experience sudden “paralysis” of 
their hands, which prevents them from firing their guns in battle. They may then be 
sent to recuperate at a hospital rather than face enemy fire. The symptoms in such cases 
are not considered contrived, as would be the case in malingering. A number of bomber 
pilots during World War II suffered hysterical “night blindness” that prevented them 
from carrying out dangerous nighttime missions. In the psychodynamic view, their blind-
ness may have achieved a primary gain of shielding them from guilt associated with drop-
ping bombs on civilian areas. It may also have achieved a secondary purpose of helping 
them avoid dangerous missions.

LeArnIng THeOrY Theoretical formulations, including both psychodynamic theory 
and learning theory, focus on the role of anxiety in explaining conversion disorders. 
Psychodynamic theorists, however, seek the causes of anxiety in unconscious conflicts. 

The wandering uterus. The ancient 
Greek physician Hippocrates believed that 
hysterical symptoms were exclusively a 
female problem caused by a wandering 
uterus. However, Hippocrates did not have 
opportunity to treat male aviators during 
World War II who developed “hysterical 
night blindness” that prevented them from 
carrying out dangerous nighttime missions.
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Learning theorists focus on the more direct reinforcing properties of the symptom and its 
secondary role in helping the individual avoid or escape anxiety-evoking situations.

From the learning perspective, people with somatic symptom and related disor-
ders may also carry the benefits, or reinforcing properties, of the “sick role.” People with 
conversion disorders, for instance, may be relieved of chores and responsibilities such as 
going to work or performing household tasks. Being sick also usually earns sympathy and 
support. See Figure 6.2 for a schematic representation of the psychodynamic and learning 
theory conceptualizations of conversion disorder.

Differences in learning experiences may explain why conversion disorders were 
historically more often reported among women than men. It may be that women in 
Western culture are more likely than men to be socialized to cope with stress by enacting 
a sick role (Miller, 1987). We are not suggesting that people with conversion disorders 
are fakers. We are merely pointing out that people may learn to adopt roles that lead to 
reinforcing consequences, regardless of whether they deliberately seek to enact these roles.

Some learning theorists link hypochondriasis to obsessive–compulsive disorder 
(e.g., Weck et al., 2011). People with hypochondriasis, which is now labeled somatic 
symptom disorder or illness anxiety disorder, are often bothered by obsessive, anxiety-
inducing thoughts about the state of their health. Running from doctor to doctor may be 
a form of compulsive behavior that is reinforced by the temporary relief from anxiety that 
comes from doctors reassuring them that their fears are unwarranted. Yet the troublesome 
thoughts eventually return, prompting repeated consultations. The cycle then repeats.

COgnITIve THeOrY From a cognitive perspective, we can think about hypochondriasis 
in some cases as a type of self-handicapping strategy, a way of blaming poor performance 
on failing health. In other cases, diverting attention to physical complaints may serve as a 
means of avoiding thinking about other life problems.

figure 6.2 
Conceptual models of conversion 
disorder. Psychodynamic and learning 
theories offer conceptual models of 
conversion disorder that emphasize the 
role of conversion symptoms that lead to 
escape or relief from anxiety.

Unconscious Conflicts or
Exposure to Anxiety-Evoking

Situations

Motivates

Development of
Conversion
(Hysterical)
Symptoms

Which Is
Reinforced by

Relief from
Anxiety

Psychodynamic Theory
Symptoms prevent anxiety by 
blocking awareness of unconscious 
conflicts (primary gains); they also 
relieve burdensome 
responsibilities (secondary gains).

Learning Theory 
Adoption of sick role reduces 
anxiety by relieving stressful 
responsibilities; secondarily, it is 
reinforced by support, attention, 
and sympathy from others.
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Another cognitive explanation focuses on the role of distorted thinking. People 
with hypochondriasis have a tendency to exaggerate the significance of minor physical com-
plaints (Fulton, Marcus, & Merkey, 2011; Hofmann, Asmundson, & Beck, 2011). They 
misinterpret benign symptoms as signs of a serious illness, which creates anxiety, which 
leads them to chase down one doctor after another in an attempt to uncover the dreaded 
disease they fear they have. The anxiety itself may lead to unpleasant physical symptoms, 
which are likewise exaggerated in importance, leading to more worrisome cognitions.

Anxiety about health concerns is a common feature of hypochondriasis and panic 
disorder (Abramowitz, Olatunji, & Deacon, 2008). Theorists speculate that both disor-
ders may share a common cause involving a distorted way of thinking that leads to misin-
terpreting minor changes in bodily sensations as signs of pending catastrophe (Salkovskis 
& Clark, 1993). The differences between the two disorders may hinge on whether the 
misinterpretation of bodily cues carries a perception of an imminent threat that leads to a 
rapid spiraling of anxiety (panic disorder) or of a longer-range threat that leads to fear of 
an underlying disease process (hypochondriasis). Given the prominent role of anxiety in 
hypochondriasis, investigators question whether it should be classified, as it is now, as a 
form of somatic symptom disorder or illness anxiety disorder, or be moved to the category 
of anxiety disorders (Creed & Barsky, 2004; Gropalis et al., 2012).

BrAIn DYsFunCTIOn Recently, investigators proposed that conversion symptoms may 
involve a disconnect or impairment in the neural connections between parts of the brain 
that control certain functions (speech, for example) and other parts involved in regulat-
ing anxiety (Bryant & Das, 2012). Research on the biological underpinnings of somatic 
symptom and related disorders is in its infancy, but it promises to help elucidate connec-
tions between anxiety and brain functions.

Treatment of somatic symptom and related Disorders
The treatment approach that Freud pioneered, psychoanalysis, began with the treatment 
of hysteria, which is now termed conversion disorder. Psychoanalysis seeks to uncover and 
bring into conscious awareness unconscious conflicts that originated in childhood. Once 
the conflict is aired and worked through, the symptom is no longer needed and should 
disappear. The psychoanalytic method is supported by case studies, some reported by 
Freud and others by his followers. However, the infrequent occurrence of conversion 
disorders in contemporary times has made controlled studies of the psychoanalytic tech-
nique difficult to conduct.

The behavioral approach to treatment focuses on removing sources of secondary 
reinforcement (or secondary gain) that may become connected with physical complaints. 
Family members and others, for example, often perceive individuals with these disorders 
as sickly and incapable of carrying out normal responsibilities. This reinforces dependent 
and complaining behaviors. The behavior therapist may teach family members to reward 
attempts to assume responsibility and to ignore nagging and complaining. The behavior 
therapist may also work directly with patients, helping them learn more adaptive ways of 
handling stress or anxiety (through relaxation and cognitive restructuring, for example).

Cognitive-behavioral therapy has achieved good results in hypochondriasis, 
which is now classified as somatic symptom disorder or illness anxiety disorder (e.g., 
Abramowitz & Braddock, 2008; Kroenke, 2009; Thomson & Page, 2007). The cognitive 
technique of restructuring distorted thinking helps clients identify and replace exagger-
ated illness-related beliefs with rational alternatives. The behavioral technique of exposure 
with response prevention, which we discussed in Chapter 5, can help patients with somatic 
symptom disorder and illness anxiety disorder break the pattern of running to doctors for 
reassurance whenever they experience some worrisome, health-related concerns. These 
individuals can also benefit from breaking problem habits, such as repeatedly checking 
the Internet for illness-related information and reading newspaper obituaries (Barsky & 
Ahern, 2004). Unfortunately, many people with these types of disorders drop out of treatment 

6.9  Describe methods used 
to treat somatic symptom 
and related disorders.
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when they are told that their problems are psychological in nature, not physical. As one 
leading expert, Dr. Arthur Barksy, put it, “They’ll say, ‘I don’t need to talk about this, 
I need somebody to stick a biopsy needle in my liver, I need that CAT scan repeated’ ” 
(“Therapy and Hypochondriacs”, 2004, p. A19). Although cognitive-behavioral ther-
apy is the best established treatment for somatic symptom and related disorders, several 
studies also support the therapeutic value of antidepressants in treating hypochondriasis 
and factitious disorder (Münchausen syndrome) (Kroenke, 2009; Phillips, Albertini, & 
Rasmussen, 2002; Rief & Sharpe, 2004). 

All in all, the dissociative disorders and somatic symptom and related disorders 
remain among the most intriguing and least understood patterns of abnormal behavior.

Psychological Factors Affecting  
Physical Health
The somatic symptom and related disorders open a window to the role of disturbed 
thoughts, behaviors, and emotions in our physical health. In this section, we take a broader 
view of the role of psychological factors in physical health. Whereas somatic symptom and 
related disorders are behavioral or psychological in nature, physical disorders are affected 
by psychological factors, as we will consider next. Physical disorders in which psychologi-
cal factors are believed to play a causal or contributing role have traditionally 
been termed psychosomatic disorders. The term psychosomatic is derived from 
the Greek roots psyche, meaning “soul” or “intellect,” and soma, which means 
“body.” Disorders such as asthma and headaches have traditionally been labeled 
as psychosomatic because of the belief that psychological factors play an impor-
tant role in their development.

Ulcers are another ailment traditionally identified as a psychosomatic 
disorder. Ulcers affect about 1 in 10 people in the United States. However, 
their status as a psychosomatic disorder has been reevaluated in light of recent 
landmark research showing that a bacterium, H. pylori, not stress or diet, is the 
major cause of the types of ulcers called peptic ulcers, which are sores in the lin-
ing of the stomach or upper part of the small intestine (Jones, 2006). Ulcers 
may arise when the bacterium damages the protective lining of the stomach or 
intestines. Treatment with a regimen of antibiotics may cure ulcers by attacking 
the bacterium directly. Scientists don’t yet know why some people who harbor 
the bacterium develop ulcers and others do not. The virulence of the particular 
strain of H. pylori may determine whether infected people develop peptic ulcers. 
Stress may also play a role, although scientists lack definitive evidence that stress 
contributes to vulnerability (Jones, 2006).

The field of psychosomatic medicine explores health-related connections 
between the mind and the body. Today, evidence points to the importance of 
psychological factors in a much wider range of physical disorders than those 
traditionally identified as psychosomatic. In this section, we discuss several tra-
ditionally identified psychosomatic disorders as well as other diseases in which 
psychological factors may play a role in the course or treatment of the disease—
cardiovascular disease, cancer, and HIV/AIDS.

Headaches
Headaches are symptoms of many medical disorders. When they occur in the 
absence of other symptoms, however, they may be classified as stress-related. By far the 
most frequent kind of headache is the tension headache. Stress can lead to persistent con-
tractions of the muscles of the scalp, face, neck, and shoulders, giving rise to periodic or 
chronic tension headaches. Such headaches develop gradually and are generally character-
ized by dull, steady pain on both sides of the head and feelings of pressure or tightness.

6.10 Describe the role of 
psychological factors in physical 
health problems such as 
headaches, cardiovascular disease, 
asthma, cancer, and AIDS.

Migraine! Migraine headaches involve 
intense throbbing pain on one side of 
the head. They may be triggered by 
many factors, such as hormonal changes, 
exposure to strong light, changes in 
barometric pressure, hunger, exposure to 
pollen, red wine, and use of certain drugs 
and even monosodium glutamate.
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Migraines, which affect about 30 million Americans, are more than simple 
headaches. They are complex neurological disorders that last for hours or days (Bigal  
et al., 2008; Dodick & Gargus, 2008). Although they can affect people of both genders 
and of all ages, about two out of three cases occur in women between 15 and 55 years 
of age.

Migraines may occur as often as daily or as seldom as every other month. They are 
characterized by piercing or throbbing sensations on one side of the head only or centered 
behind an eye. They can be so intense that they seem intolerable. Sufferers may experi-
ence an aura, or cluster of warning sensations that precedes the attack. Auras are typified 
by perceptual distortions, such as flashing lights, bizarre images, or blind spots. Coping 
with the misery of brutal migraine attacks can take its toll, impairing quality of life and 
leading to disturbances of sleep, mood, and thinking processes.

THeOreTICAL PersPeCTIves The underlying causes of headaches remain unclear 
and subject to continued study. One factor contributing to tension headaches may be 
increased sensitivity of the neural pathways that send pain signals to the brain from the 
face and head (Holroyd, 2002). Migraine headaches may involve an underlying central 
nervous system disorder involving nerves and blood vessels in the brain. The neurotrans-
mitter serotonin is also implicated. Falling levels of serotonin may cause blood vessels 
in the brain to contract (narrow) and then dilate (expand). This stretching stimulates 
sensitized nerve endings, giving rise to the throbbing, piercing sensations associated with 
migraines. Evidence also points to a strong genetic contribution to migraine (“Scientists 
Discover,” 2003).

Many factors can trigger a migraine attack, including emotional stress; stimuli 
such as bright lights and fluorescent lights; menstruation; sleep deprivation; altitude; 
weather and seasonal changes; pollen; certain drugs; the chemical monosodium glutamate 
(MSG), which is often used to enhance the flavor of food; alcohol; hunger; and weather 
and seasonal changes (Sprenger, 2011; Zebenholzer et al., 2011). In women, hormonal 
changes associated with the menstrual cycle can also trigger attacks, so it is not surprising 
that the incidence of migraines among women is about twice that among men.

TreATMenT Commonly available pain relievers, such as aspirin, ibuprofen, and acet-
aminophen, may reduce or eliminate pain associated with tension headaches. Drugs that 
constrict dilated blood vessels in the brain or help regulate serotonin activity are used to 
treat the pain from migraine headache.

Psychological treatment can also help relieve tension or migraine headache in 
many cases. These treatments include training in biofeedback, relaxation, coping skills 
training, and some forms of cognitive therapy (Holroyd, 2002; Nestoriuc & Martin, 
2007). Biofeedback training (BFT) helps people gain control over various bodily func-
tions, such as muscle tension and brain waves, by giving them information (feedback) 
about these functions in the form of auditory signals (e.g., “bleeps”) or visual displays. 
People learn to make the signal change in the desired direction. Training people to 
use relaxation skills combined with biofeedback has also been shown to be effective. 
Electromyographic (EMG) biofeedback is a form of BFT that involves relaying informa-
tion about muscle tension in the forehead. EMG biofeedback thus heightens aware-
ness of muscle tension in this region and provides cues that people can use to learn to  
reduce it.

Some people have relieved the pain of migraine headaches by raising the tempera-
ture in a finger. This biofeedback technique, called thermal BFT, modifies patterns of 
blood flow throughout the body, including blood flow to the brain, helping to control 
migraine headaches (Smith, 2005). One way of providing thermal feedback is by attach-
ing a temperature-sensing device to a finger. A console bleeps more slowly or rapidly as 
the temperature in the finger rises. The temperature rises when more blood flows to the 
fingers and away from the head. The client can imagine the finger growing warmer to 
bring about these desirable changes in the flow of blood in the body. T / F

truth OR fiction

People can relieve the pain of migraine 
headaches by raising the temperature in 
a finger.

 TRUE  Some people have relieved 
migraine headaches by raising the 
temperature in a finger. This biofeedback 
technique modifies patterns of blood 
flow in the body.
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a ClOseR look

Psychological Methods for Lowering Arousal

Stress induces bodily responses such as excessive levels of 
sympathetic nervous system arousal, which, if persistent, may 
impair our ability to function optimally and increase the risk of 

stress-related illnesses. Psychological treatments have been shown 
to lower states of bodily arousal that may be prompted by stress. 
Here, we consider two widely used psychological methods of lower-
ing arousal: meditation and progressive relaxation.

Meditation

Meditation comprises several ways of narrowing consciousness to 
moderate the stressors of the outer world. Yogis (adherents to Yoga 
philosophy) study the design on a vase or a mandala. The ancient 
Egyptians riveted their attention on an oil-burning lamp, which is 
the inspiration for the tale of Aladdin’s lamp. We’ve learned that 
meditation has measurable benefits in treating many psychologi-
cal and physical disorders, especially those in which stress plays a 
contributing role, such as hypertension, chronic pain, and insomnia, 
as well as problems involving anxiety and depression (e.g., Arch 
et al., 2013; Chiesa & Serretti, 2011; Kenga, Smoski, & Robins, 
2011; Manicavasgar, Parker, & Perich, 2011; Rapgay et al., 2011; 
Rosenberg, 2012; Sedlmeier et al., 2012; Treanor, 2011; Walsh, 
2011). A recent study with African American heart patients showed 
that daily meditation reduced heart attack risk and deaths as com-
pared to a health education (control) condition (Schneider et al., 
2012).

There are many methods of meditation, but they all share the com-
mon thread of narrowing attention by focusing on repetitive stimuli. 
Problem solving, worrying, planning, and routine concerns may be 
temporarily suspended, and consequently, levels of sympathetic 
nervous system arousal are reduced.

Many thousands of Americans regularly practice transcen-
dental meditation (TM), a simplified kind of Indian meditation 
brought to the United States in 1959 by Maharishi Mahesh Yogi. 
Practitioners of TM repeat mantras—relaxing sounds such as 
ieng and om.

In mindfulness meditation, a form of meditation practiced by 
Tibetan Buddhists, the person focuses on increasing awareness 
of one’s thoughts, feelings, and sensations on a moment-to-
moment basis, without judging or  evaluating them. We can 
liken it to observing the flow of a river. Meditation shows prom-
ise as a helpful treatment on its own or when combined with 
other  psychological or  medical treatments for problems such 
as hypertension, chronic pain, insomnia, anxiety, PTSD, and 
 depression.

Functional magnetic resonance imaging (fMRI) shows that the 
brains of long-term practitioners of meditation, as  compared 
to those of newly trained meditators, have higher levels of 
activity in the areas involved in attention and decision making 
(Brefczynski-Lewis et al., 2007) (see Figure 6.3). These findings 
lead scientists to speculate that regular practice of meditation 
may alter brain functioning in ways that may be therapeutic to 
children with attention deficit/hyperactivity disorder (ADHD), 
who have trouble maintaining attention. (ADHD is discussed fur-
ther in Chapter 13.)

One of the lead investigators in the fMRI study, University of 
Wisconsin psychologist Richard Davidson, points out that it may be 
possible to train the brain through regular practice to become more 
efficient in performing certain cognitive processes, including atten-
tion.  We can train the body through regular exercise, so perhaps 
we can also train the brain through systematic practice of attentional 
skills. As promising as these research findings may be, we await 
systematic research to determine whether psychological techniques 
can change the brain’s attentional processes.
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figure 6.3 
A well-trained brain. Here, we see brain scans of groups of 
expert meditators and novice meditators during an attentional 
task. Areas of greater activation are shown in hues of orange 
and red. Row C shows areas of the brains that were significantly 
different between the groups, with more activation in several 
parts of the brain involved in attentional processes, including 
the prefrontal cortex (toward the right side of the brain image).

Source: Brefczynski-Lewis et al., 2007 (Proceedings of the 
National Academy of Sciences).
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Although there are differences among meditative tech-
niques, the following suggestions illustrate some general 
guidelines.

 1. Try meditation once or twice a day for 10 to 20 minutes at a 
time.

 2. When you meditate, what you don’t do is more important than 
what you do. So embrace a passive attitude: Tell yourself, “What 
happens, happens.” In meditation, you take what you get. You 
don’t strive for more. Striving of any kind hinders meditation.

 3. Place yourself in a hushed, calming environment. For example, 
don’t face a light directly.

 4. Avoid eating for an hour before you meditate. Avoid caffeine 
(found in coffee, tea, many soft drinks, and chocolate) for at 
least two hours before meditation.

 5. Get into a relaxed position. Modify it as needed. You can scratch 
or yawn if you feel the urge.

 6. For a focusing device, you can concentrate on your breathing or 
sit in front of a serene object, such as a plant or burning incense. 
Benson suggests “perceiving” (not “mentally saying”) the word 
once each time you breathe out. That is, think the word, but 
“less actively” than you normally would. Other researchers sug-
gest thinking the word in as you breathe in and out, or ah-h-h, 
as you breathe out. They also suggest mantras, such as ah-nam, 
rah-mah, and shi-rim.

 7. When preparing for meditation, repeat your mantra aloud many 
times—if you’re using a mantra. Enjoy it. Then say it progres-
sively more softly. Close your eyes. Focus on the mantra. Allow 
thinking the mantra to become more and more “passive” so 
you perceive rather than think it. Again, embrace your “what 
happens, happens” attitude. Continue focusing on the mantra. 
It may become softer or louder or fade and then reappear.

 8. If unsettling thoughts drift in while you’re meditating, allow 
them to “pass through.” Don’t worry about squelching them, or 
you may become tense.

 9. Remember to take what comes. Meditation and relaxation can-
not be forced. You cannot force the relaxing effects of medita-
tion. Like sleep, you can only set the stage for it and then permit 
it to happen.

10. Let yourself drift. (You won’t get lost.) What happens, happens.

Progressive relaxation

Progressive relaxation was originated by University of Chicago phy-
sician Edmund Jacobson in 1938. Jacobson noticed that people 
tense their muscles under stress, intensifying their uneasiness. They 

tend to be unaware of these contractions, however. Jacobson rea-
soned that if muscle contractions contributed to tension, muscle 
relaxation might reduce tension. But clients who were asked to 
focus on relaxing muscles often had no idea what to do.

Jacobson’s method of progressive relaxation teaches people 
how to monitor muscle tension and relaxation. With this method, 
people first tense, then relax, selected muscle groups in the 
arms; facial area; the chest, stomach, and lower back muscles; 
the hips, thighs, and calves; and so on. The sequence heightens 
awareness of muscle tension and helps people differentiate feel-
ings of tension from relaxation. The method is progressive in 
that people progress from one group of muscles to another in 
practicing the technique. Since the 1930s, progressive relaxation 
has been used by a number of behavior therapists, including 
Joseph Wolpe and Arnold Lazarus (1966).

The following instructions from Wolpe and Lazarus (1966,  
pp. 177–178) illustrate how the technique is applied to relaxing 
the arms. Relaxation should be practiced in a favorable setting. 
Settle back on a recliner, a couch, or a bed with a pillow. Select 
a place and time when you’re unlikely to be disturbed. Make the 
room warm and comfortable. Dim sources of light. Loosen tight 
clothing. Tighten muscles about two thirds as hard as you could 
if you were trying your hardest. If you sense that a muscle could 
have a spasm, you are tightening too much. After tensing, let go 
of tensions completely.

relaxation of Arms (time: 4–5 minutes)

Settle back as comfortably as you can. Let yourself relax 
to the best of your ability. . . . Now, as you relax like that, 
clench your right fist, just clench your fist tighter and tighter, 
and study the tension as you do so. Keep it clenched and 
feel the tension in your right fist, hand, forearm … and now 
relax. Let the fingers of your right hand become loose, and 
observe the contrast in your feelings. . . . Now let yourself 
go and try to become more relaxed all over. . . . Once more, 
clench your right fist really tight … hold it, and notice the 
tension again. . . . Now let go, relax; your fingers straighten 
out, and you notice the difference once more. . . . Now 
repeat that with your left fist. Clench your left fist while the 
rest of your body relaxes; clench that fist tighter and feel 
the tension … and now relax. Again enjoy the contrast. . . .  
Repeat that once more, clench the left fist, tight and tense. 
. . . Now do the opposite of tension—relax and feel the dif-
ference. Continue relaxing like that for a while. . . . Clench 
both fists tighter and together, both fists tense, forearms 
tense, study the sensations … and relax; straighten out 
your fingers and feel that relaxation. Continue relaxing 
your hands and forearms more and more. . . . Now bend 
your elbows and tense your biceps, tense them harder and 
study the tension feelings … all right, straighten out your 
arms, let them relax and feel that difference again. Let the 

Psychological Methods for Lowering Arousal (Continued)
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relaxation develop. . . . Once more, tense your biceps; hold 
the tension and observe it carefully. . . . Straighten the arms 
and relax; relax to the best of your ability. . . . Each time, 
pay close attention to your feelings when you tense up 
and when you relax. Now straighten your arms, straighten 
them so that you feel most tension in the triceps muscles 
along the back of your arms; stretch your arms and feel 
that tension. . . . And now relax. Get your arms back into 
a comfortable position. Let the relaxation proceed on its 
own. The arms should feel comfortably heavy as you allow 
them to relax. . . . Straighten the arms once more so that 
you feel the tension in the triceps muscles; straighten them. 
Feel that tension … and relax. Now let’s concentrate on 
pure relaxation in the arms without any tension. Get your 
arms comfortable and let them relax further and further. 
Continue relaxing your arms even further. Even when your 
arms seem fully relaxed, try to go that extra bit further; try 
to achieve deeper and deeper levels of relaxation.

going with the flow. Meditation is a popular method of managing 
the stresses of the outside world by reducing states of bodily arousal. 
This young woman practices yoga, a form of meditation. She “goes 
with the flow,” allowing the distractions of her environment to, in 
a sense, “pass through.” Contrast her meditative state with the 
apparently stressful features of the young man sitting behind her.

Cardiovascular Disease
Your cardiovascular system, the network that connects your heart and blood vessels, is 
your highway of life. Unfortunately, there are accidents along this highway in the form 
of cardiovascular disease (CVD) or heart and artery disease. CVD is the leading cause 
of death in the United States, claiming about 830,000 lives annually and accounting 
for about one in every three deaths, most often as the result of heart attacks or strokes 
(American Heart Association, 2009). Coronary heart disease (CHD), the major form of 
cardiovascular disease, accounts for nearly 500,000 of these deaths. CHD is the leading 
cause of death for both men and women, claiming even more women’s lives than breast 
cancer.

In coronary heart disease, the flow of blood to the heart is insufficient to meet the 
heart’s needs. The underlying disease process in CHD is called arteriosclerosis, or “hard-
ening of the arteries,” a condition in which artery walls become thicker, harder, and less 
elastic, which makes it more difficult for blood to flow freely. The major underlying 
cause of arteriosclerosis is atherosclerosis, a process involving the buildup of fatty deposits 
along artery walls, which leads to the formation of artery-clogging plaque. If a blood clot 
should form in an artery narrowed by plaque, it may nearly or completely block the flow 
of blood to the heart. The result is a heart attack (also called a myocardial infarction), a 
life-threatening event in which heart tissue dies because of a lack of oxygen-rich blood. 
When a blood clot blocks the supply of blood in an artery serving the brain, a stroke can 
occur, leading to death of brain tissue, which can result in loss of function controlled by 
that part of the brain, coma, or even death.

We can lower our risks of developing cardiovascular disease by reducing risk fac-
tors we can directly control. Some risk factors are indeed beyond our control, such as age 
and family history. But other major risk factors are controllable through obtaining medi-
cal treatment and making healthy lifestyle changes—factors such as high blood levels of 
low-density lipoprotein (LDL) cholesterol, hypertension (high blood pressure), smoking, 
overeating, heavy drinking, consuming a high-fat diet, and leading a sedentary lifestyle 
(e.g., Cannon, 2011; Djoussé, Driver, & Gaziano, 2009; Mitka, 2012).

Fortunately, adoption of healthier behaviors can have beneficial effects on the 
heart and circulatory system (Roger, 2009). Even seasoned couch potatoes can reduce 
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their risk of cardiovascular disease by becoming more physically active (Borjesson & 
Dahlof, 2005). Additional good news is that deaths from CHD have been declining since 
the 1980s, thanks largely to improved medical care and reductions in risk factors such as 
smoking (Levy, 2012; CDC, 2011a; National Center for Health Statistics, 2012a).

negATIve eMOTIOns Frequent emotional distress in the form of anger, anxiety, and 
depression may have damaging effects on the cardiovascular system (e.g., Glassman, 
Bigger, & Gaffney, 2009; Lichtman et al., 2008; Whooley et al., 2008). Here, we focus on 
the effects of chronic anger.

Occasional anger may not damage the heart in healthy people, but chronic 
anger—the type you see in people who appear to be angry much of the time—is linked to 
increased risk of CHD (Chida & Steptoe, 2009; Denollet & Pedersen, 2009; Pressman & 
Cohen, 2005). Anger is closely associated with hostility—a personality trait characterized 
by quickness to anger and by tendencies to blame others and to perceive the world in neg-
ative terms. Hostile people tend to have short fuses and are prone to getting angry easily. 
Hostility is a component of the Type A behavior pattern (TABP), a style of behavior that 
characterizes people who are hard driving, ambitious, impatient, and highly competitive. 
Although earlier research had linked the TABP to a higher risk of CHD, later research 
casts doubt on the relationship between this general behavior pattern and coronary risk 
(Geipert, 2007). On the other hand, evidence consistently links hostility, a component of 
the TABP, to increased risks of heart disease and other negative health outcomes (Chida 
& Steptoe, 2009; Denollet & Pedersen, 2009; Olson et al., 2006).

People high in hostility tend to be angry much of the time. But how might anger or 
other negative emotions translate into increased risk of coronary heart disease? Although we 
can’t say with certainty, the stress hormones epinephrine and norepinephrine appear to play 
significant roles. Anxiety and anger trigger the release of these stress hormones by the adrenal 
glands. These hormones increase heart rate, breathing rate, and blood pressure, which results 
in pumping more oxygen-rich blood to the muscles to enable them to prepare for defensive 
action—to either fight or flee—in the face of a threatening stressor. In people who fre-
quently experience strong negative emotions such as anger or anxiety, the body may repeat-
edly pump out these stress hormones, eventually damaging the heart and blood vessels.

Episodes of acute anger can actually trigger heart attacks and sudden cardiac death 
in people with established heart disease (Clay, 2001a). Moreover, people who are higher 

emotions and the heart. Emotional stress 
in the form of persistent negative emotions, 
such as anxiety and anger, is a risk factor in 
heart-related problems.
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in the psychological trait of hostility tend to have more cardiovascular risk factors, such as 
obesity and smoking, than do less hostile people (Bunde & Suls, 2006). Anxiety and anger 
may also compromise the cardiovascular system by increasing blood levels of cholesterol, 
the fatty substance that clogs arteries and increases the risk of heart attacks (Suinn, 2001).

Helping angry people learn to remain calm in provocative situations may have 
beneficial effects on the heart as well as the mind. Depression may also play a role in 
coronary heart disease, perhaps because it places additional stress on the body (Gordon  
et al., 2011; Huffman et al., 2008). As Jeff Huffman of Harvard Medical School, a leading 
researcher in this area, puts it, “There is good evidence that if a person has depression after 
a heart attack, they are more likely to die from cardiac causes in the following months and 
years” (cited in “Depression Ups Risk,” 2008). But even people without already estab-
lished heart disease who suffered major depression appear to be at greater risk than nonde-
pressed people of dying from heart-related causes (Penninx et al., 2000). All in all, taking 
care of our emotional health may yield additional benefits for our  physical health.

sOCIAL envIrOnMenTAL sTress Social environmental stress also appears to heighten  
the risk of CHD (Krantz et al., 1988). Factors such as overtime work, assembly-
line labor, and exposure to conflicting demands are linked to increased risk of CHD  
(C. D. Jenkins, 1988). The stress–CHD connection is not straightforward, however. 
For example, the effects of demanding occupations may be moderated by factors such as 
psychological hardiness and whether or not people find their work meaningful (Krantz 
et al., 1988).

Other forms of stress are also linked to increased cardiovascular risk (Walsh, 
2011). Researchers in Sweden, for example, find that among women, marital stress triples 
the risk of recurrent cardiac events, including heart attacks and cardiac death (Foxhall, 
2001; Orth-Gomér et al., 2000).

a ClOseR look

Can You Die of a Broken Heart?

You’ve probably heard the expression “a broken heart” used 
in relation to a failed romantic relationship. But broken-heart 
syndrome is an actual medical condition that potentially can 

be deadly. Under high emotional stress, the body releases large 
amounts of stress hormones epinephrine and norepinephrine into 
the bloodstream. Physicians suspect that in broken-heart syndrome, 
these hormones effectively “stun” the heart, preventing it from 
pumping normally (Wittstein et al., 2006). The symptoms can be 
very similar to those of a true heart attack, including chest pain 
and problems breathing (“As Valentine’s Day Approaches,” 2012). 
Consider this case report:

The patient’s heart was failing. She was only 45, but 
showed all the signs of having a heart attack. But it wasn’t 
a heart attack. Were it a heart attack, there would have 
been blockage of blood flow through the arteries that 
service the heart. However, blood flowed freely to her 
heart. No, in this case, the woman’s heart was failing 
because of the emotional shock of losing her husband in 
a car crash two days earlier. She had rushed to the crash 
site and collapsed next to his body, crying inconsolably 
and trying desperately but unsuccessfully to wake him. 
Two days later, she was rushed to the hospital complaining 

of chest pain and difficulty breathing. This woman’s heart 
was pumping only a fraction of the expected amount of 
blood. Fortunately, the woman survived, as the levels of 
stress hormones receded and the heart returned to pump-
ing at a nearly normal level. Later, she told a reporter, “If 
anyone had told me that you could die of a broken heart 
… I’d never have believed it. But I almost did.” (Sanders, 
2006, p. 28)

Although broken-heart syndrome was so named because of its 
association with intense grief, it may also be triggered by stressful 
events associated with strong emotional reactions of anxiety, fear, or 
even sudden surprise (Naggiar, 2012). Fortunately, broken-heart syn-
drome is a rare occurrence, but it may explain isolated cases of sud-
den death following an emotional shock, such as the unexpected 
death of a spouse. For people without a prior history of heart 
disease, the symptoms are usually short-lived and, unlike true heart 
attacks, they do not permanently damage the heart (“As Valentine’s 
Day Approaches,” 2012). But patients with established coronary 
heart disease may be especially susceptible to serious, even life-
threatening coronary events in response to strong emotional stress 
(Strike et al., 2006).
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eTHnICITY AnD CHD Coronary heart disease is not an equal opportunity destroyer. 
European Americans (non-Hispanic Whites) and African Americans (non-Hispanic 
Blacks) have the highest rates of death due to coronary heart disease (see Figure 6.4) 
(Ferdinand & Ferdinand, 2009). Factors such as obesity, smoking, diabetes, and hyper-
tension play important roles in determining relative risks of CHD and the rate of CHD-
related deaths (CDC, 2011; Taubes, 2012). For example, African Americans have higher 
rates of hypertension relative to other U.S. population groups, as well as higher rates of 
obesity and diabetes. Moreover, a dual standard of care limits access to quality health care 
for minority group members. Black Americans with heart disease who suffer heart attacks, 
strokes, or heart failure generally do not receive the same level of care as Whites or have as 
much access to the latest cardiac care technologies, which likely contributes to their higher 
overall death rates due to cardiovascular disease (Chen et al., 2001; Peterson & Yancy, 
2009). This dual standard of care may reflect discrimination as well as cultural factors 
limiting utilization of services, such as mistrust among many African Americans toward 
the medical establishment.

We finish this section with encouraging news. Americans have begun to take bet-
ter care of their cardiovascular health. The incidence of CHD and deaths from heart dis-
ease have been declining steadily during the past 50 years, thanks largely to reductions in 
smoking, to improved treatment for coronary heart disease, and perhaps to other lifestyle 
changes, such as reduced intake of dietary fat. Better-educated people are also more likely 
to modify unhealthy behavior patterns and reap the benefits of change. Is there a message 
here for you? T / F

Asthma
Asthma is a respiratory disorder in which the main tubes of the windpipe—the bronchi—
constrict and become inflamed, and large amounts of mucus are secreted. During asthma 
attacks, people wheeze, cough, and struggle to breathe in enough air. They may feel as 
though they are suffocating.

Asthma affects approximately 16 million adults and 7 million children in the 
United States (CDC, 2009b). Rates of asthma are on the rise, having more than doubled 
over the past 30 years. Attacks can last from just a few minutes to several hours and vary 
notably in intensity. A series of attacks can harm the bronchial system, causing mucus to 
collect and muscles to lose their elasticity. Sometimes the bronchial system is weakened to 
the point where a subsequent attack is lethal.

figure 6.4 
Coronary heart disease death rates in relation to race and ethnicity. Deaths due to CHD in 
our society fall disproportionately on White men and on Black (non-Hispanic) men and women.

Source: National Center for Health Statistics. (2012b). Health, United States, 2011: With Special 
Feature on Socioeconomic Status and Health. Hyattsville, MD.
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truth OR fiction

Deaths from coronary heart disease are 
rising in the United States, largely as a 
result of increased rates of smoking.

 FALSE  Just the opposite is the 
case.
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THeOreTICAL PersPeCTIves Many causal factors are implicated in asthma, including 
allergic reactions; exposure to environmental pollutants, including cigarette smoke and 
smog; and genetic and immunological factors. Asthmatic reactions in susceptible people 
can be triggered by exposure to allergens such as pollen, mold spores, and animal dan-
der; by cold, dry air and by hot, humid air; and by emotional responses such as anger or 
even laughing too hard. Psychological factors such as stress, anxiety, and depression can 
increase susceptibility to asthmatic attacks (see Schreier & Chen, 2008; Voelker, 2012). 
Asthma, moreover, has psychological consequences. Some sufferers avoid strenuous activ-
ity, including exercise, for fear of increasing their demand for oxygen and tripping attacks.

TreATMenT Although asthma cannot be cured, it can be controlled by reducing expo-
sure to allergens, by desensitization therapy (“allergy shots”) to help the body acquire 
more resistance to allergens, by use of inhalers, and by drugs that open bronchial passages 
during asthma attacks (called bronchodilators) and others (called anti-inflammatories) that 
reduce future attacks by helping to keep bronchial tubes open. Behavioral techniques may 
be used to help asthma sufferers develop breathing and relaxation skills to improve their 
breathing and cope more effectively with stress (e.g., Brody, 2009).

Cancer
The word cancer is arguably the most feared word in the English language, and rightly 
so: One out of every four deaths in the United States is caused by cancer. Cancer claims 
about half a million lives in the United States annually, one every 90 seconds or so. Men 
have a one in two chance of developing cancer at some point in their lives; for women the 
odds are one in three. Yet there is good news to report: The cancer death rate has been 
inching downward in recent years, in large part due to better screening and treatment 
(Jemal et al., 2007).

Cancer involves the development of aberrant, or mutant, cells that form growths 
(tumors) that spread to healthy tissue. Cancerous cells can take root anywhere—in the 
blood, bones, lungs, digestive tract, and reproductive organs. When it is not contained 
early, cancer may metastasize, or establish colonies throughout the body, leading to death.

There are many causes of cancer, including genetic factors, exposure to cancer-
causing chemicals, and even exposure to some viruses. Yet more than half of all cancers 
could be prevented if people adopted healthier behaviors, especially avoiding smoking, 
limiting fat intake, controlling excess body weight, curtailing alcohol consumption, exer-
cising regularly, and limiting exposure to the sun (i.e., ultraviolet light causes skin cancer) 
(e.g., Colditz, Wolin, & Gehlert, 2012; Li et al., 2009). Consider, for example, that death 
rates from cancer are much lower in Japan than in the United States, where people ingest 
more fat, especially animal fat. The difference is not genetic or racial, but one of lifestyle 
and diet; Japanese Americans whose dietary intake of saturated fat approximates that of 
the typical American diet show similar death rates from cancer as other Americans.

sTress AnD CAnCer A weakened or compromised immune system may increase sus-
ceptibility to cancer. We’ve seen that psychological factors, such as exposure to stress, may 
affect the immune system. So it stands to reason that exposure to stress might increase a 
person’s risk of developing cancer. However, links between stress and cancer remain incon-
clusive and in need of further study (Cohen, Janicki-Deverts, & Miller, 2007; Dougall & 
Baum, 2001).

On the other hand, we have ample evidence that psychological counseling and 
group support programs can help cancer patients cope with the emotional consequences 
of cancer, which often include depression, anxiety, and feelings of hopelessness (e.g., 
Antoni, 2012; Brothers et al., 2011; Hopko et al., 2011; Piet, Würtzen, & Zachariae, 
2012). Investigators also recently reported that cognitive therapy that included a mindful-
ness meditation training component improved depression and anxiety in cancer patients 
(Foley et al., 2010). Promising findings from an 11-year study at Ohio State University 
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showed that participation in coping skills training and stress learning management tech-
niques increased survival rates in women with breast cancer (Anderson et al., 2008).

Cancer patients may also benefit from coping skills training programs aimed at 
relieving the stress and pain of coping with cancer, such as dealing with the unpleasant 
side effects of chemotherapy. Cues associated with chemotherapy, such as the hospital 
environment itself, may become conditioned stimuli that elicit nausea and vomiting even 
before the drugs are administered. Pairing relaxation, pleasant imagery, and attention 
distraction with these cues can help reduce nausea and vomiting associated with chemo-
therapy (Redd & Jacobsen, 2001).

Acquired Immunodeficiency syndrome
Acquired immunodeficiency syndrome (AIDS) is a disease caused by the human immu-
nodeficiency virus (HIV). HIV attacks the immune system, leaving it helpless to fend off 
diseases it normally would hold in check. HIV/AIDS is one of history’s worst epidem-
ics. HIV/AIDS has claimed more than 430,000 lives in the United States and some 24 
million worldwide (Bongaarts, Pelletier, & Gerland, 2010a). More than 30 million peo-
ple worldwide are believed to be infected with HIV (Kaiser Family Foundation, 2012). 
Approximately 55,000 new cases of HIV infection are reported annually in the United States  
(CDC, 2011a).

There are two primary reasons for including HIV/AIDS in our discussion of psy-
chological factors in physical illness. First, people living with HIV/AIDS often develop 
significant psychological problems in adjusting to living with the disease. Second, behav-
ioral patterns such as unsafe sexual and injection practices play the dominant role in 
determining the risk of contracting and transmitting the virus.

HIV can be transmitted by sexual contact, that is, vaginal and anal intercourse or oral–
genital contact; direct infusion of contaminated blood, as from transfusions of contaminated 
blood, accidental pricks from needles used previously on an infected person, or needle shar-
ing among injecting drug users; or from an infected mother to a child during pregnancy or 
childbirth or through breast-feeding. AIDS is not contracted by donating blood; by airborne 
germs; by insects; or by casual contact, such as using public toilets, holding or hugging infected 
people, sharing eating utensils with them, or living or going to school with them. Routine 
screening of the blood supply for HIV has reduced the risk of infection from blood transfu-
sions to virtually nil. There is no cure or vaccine for HIV infection, but the introduction of 
highly effective antiretroviral drugs has revolutionized treatment of the disease (Thompson  
et al., 2012). Although not a cure, these drugs can keep the disease at bay for decades (Cohen, 
2012). Fortunately, the number of AIDS-related deaths worldwide has declined in recent 
years as antiviral therapies become more widely available., However, the lack of a cure or effec-
tive vaccine means that prevention programs focusing on reducing or eliminating risky sexual 
and injection practices represent our best hope for controlling the epidemic.

ADjusTMenT OF PeOPLe wITH HIv AnD AIDs Given the nature of the disease and 
the stigma suffered by people with HIV and AIDS, it is not surprising that many people 
with HIV, although certainly not all, develop psychological problems, most commonly 
anxiety and depression.

Psychologists and other mental health professionals are involved in providing 
treatment services to people affected by HIV/AIDS. Coping skills training and cognitive-
behavioral therapy can improve immune response, reduce feelings of depression and anxi-
ety, enhance ability to handle stress, and improve quality of life in patients with HIV/AIDS  
(McCain et al., 2008; Scott-Sheldon et al., 2008; Stout-Shaffer & Page, 2008). Treatment 
may incorporate stress-management techniques, such as relaxation training and use 
of positive mental imagery, as well as cognitive strategies to control intrusive negative 
thoughts and preoccupations.

Antidepressant medication may also help patients with HIV/AIDS cope with 
a  frequent emotional consequence of living with the disease—depression. Whether 
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 treatment of depression or stress management training can improve immunological func-
tioning or prolong life in people with HIV and AIDS remains an open question.

PsYCHOLOgICAL InTervenTIOns TO reDuCe rIsKY BeHAvIOrs Providing 
information about risk reduction alone is not sufficient to induce widespread changes 
in sexual behavior. Despite awareness of the dangers, many people continue to practice 
unsafe sexual and injection behaviors. Fortunately, psychological interventions are effec-
tive in helping people alter risky behaviors (e.g., Albarracín, Durantini, & Ear, 2006; 
Carey et al., 2004). These programs raise awareness about risky behaviors and help peo-
ple practice more adaptive behaviors, such as assertively refusing invitations to engage in 
unsafe sex and communicate more effectively with partner about safer sexual practices. 
The likelihood of engaging in safer sexual practices is also linked to the avoidance of alco-
hol and drugs before sex and to the perception that practicing safer sex represents a social 
norm (expected behavior) within one’s peer group.

We have focused on relationships between stress and health and on the psycho-
logical factors involved in health. Psychology has much to offer in the understanding 
and treatment of physical disorders. Psychological approaches may help in the treatment 
of physical disorders such as headaches and coronary heart disease. Psychologists can 
also help people develop healthier behaviors that reduce their risks of developing serious 
health problems such as cardiovascular disorders, cancer, and AIDS. Emerging fields such 
as psychoneuroimmunology promise to further enhance our knowledge of the intricate 
relationships between mind and body.
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Dissociative Disorders
6.1 Describe the key features of these major types of 
 dissociative disorders: dissociative identity disorder, dissocia-
tive amnesia, and depersonalization/derealization disorder.
In dissociative identity disorder, two or more distinct personalities, 
each possessing well-defined traits and memories, exist within the 
person and repeatedly take control of the person’s behavior. In dis-
sociative amnesia, the person experiences a loss of memory for per-
sonal information that cannot be accounted for by organic causes. 
In dissociative amnesia with fugue, the person suddenly travels away 
from home or the workplace, shows a loss of memory for his or her 
personal past, and experiences identity confusion or takes on a new 
identity. In depersonalization/derealization disorder, the person expe-
riences persistent or recurrent episodes of depersonalization or dere-
alization of sufficient severity to cause significant distress or impair-
ment in functioning.

6.2 explain why the concept of dissociative identity disorder 
is controversial.
Some theorists question whether dissociate identity disorder is a true 
disorder or rather an elaborate form of role-playing of a “multiple 
personality” that is reinforced by attention and interest from others, 
including therapists.

6.3 Describe different theoretical perspectives on dissociative 
disorders.
Psychodynamic theorists view dissociative disorders as a form 
of psychological defense by which the ego defends itself against 
troubling memories and unacceptable impulses by blotting them 
out of consciousness. There is increasing documentation of a link 
between dissociative disorders and early childhood trauma, which 
lends support to the view that dissociation may serve to protect 
the self from troubling memories. To learning and cognitive theo-
rists, dissociative experiences involve ways of learning not to think 
about certain troubling behaviors or thoughts that might lead to 
feelings of guilt or shame. Relief from anxiety negatively reinforces 
this pattern of dissociation. Some social-cognitive theorists sug-
gest that multiple personality may represent a form of role-playing 
behavior.

6.4 Describe the treatment of dissociative identity disorder.
The major form of treatment is psychotherapy aimed at achieving a 
reintegration of the personality by focusing on helping people with 
dissociative identity disorder uncover and integrate dissociated pain-
ful experiences from childhood.

somatic symptom and related Disorders

6.5 Describe the key features of these types of somatic symp-
tom and related disorders: somatic symptom disorder, illness 
anxiety disorder, conversion disorder, and factitious disorder.
Somatic symptom disorder applies to cases of excessive concern 
about physical symptoms to the extent that it affects one’s thoughts, 
feelings, and behaviors in daily life. Illness anxiety disorder applies 
to cases of minor physical symptoms in which the person becomes 
preoccupied with the belief that they reflect serious underlying ill-
ness despite medical evidence to the contrary. Conversion disorder 
applies in cases in which people have symptoms or deficits in motor 
or sensory functioning that cannot be accounted for by known medi-
cal conditions or diseases.

6.6 explain the difference between malingering and factitious 
disorder.
Malingering involves deliberate efforts to fake or exaggerate symp-
toms to reap personal gain or avoid unwanted responsibilities and 
so is not considered a mental or psychological disorder. The symp-
toms in factitious disorder are also fabricated. However, because of 
the absence of any obvious gain, the symptoms in factitious disor-
der are believed to reflect underlying psychological needs and hence 
they represent the features of a mental or psychological disorder. 
Münchausen syndrome is the major form of factitious disorder and 
is characterized by deliberate fabrication of physical symptoms for no 
apparent reason other than to assume a patient role.

6.7 Describe the key features of koro and dhat syndromes.
These are two examples of culture-bound syndromes. Koro disorder, 
which is found primarily in China, is characterized by excessive fear 
that one’s genitals are shrinking and retracting into the body. Dhat 
syndrome, found primarily in India, involves excessive fears in men 
concerning the loss of seminal fluid.

6.8 Describe the theoretical understandings of somatic symp-
tom and related disorders.
Much of the theoretical focus on somatic symptom and related 
disorders has centered on hypochondriasis, which is now classi-
fied as either somatic symptom disorder or illness anxiety disorder. 
One learning theory model likens hypochondriasis to obsessive– 
compulsive behavior. Cognitive factors in hypochondriasis include 
possible self-handicapping strategies and cognitive distortions 
involving exaggerated perceptions of the status of one’s health. The 
psychodynamic model of conversion disorder holds that it represents 
the conversion into physical symptoms of leftover emotion or energy 
cut off from unacceptable or threatening impulses that the ego has 
prevented from reaching awareness. The symptom is functional in 
the sense that it allows the person to achieve both primary gains and 
secondary gains. Learning theorists focus on reinforcements asso-
ciated with conversion disorders, such as the reinforcing effects of 
adopting a “sick role.”

summing up6
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6.9 Describe methods used to treat somatic symptom and 
related disorders.
Psychodynamic therapists attempt to uncover and bring to the level 
of awareness underlying unconscious conflicts, originating in child-
hood, believed to be at the root of somatic symptom and related dis-
orders. Once conflicts are uncovered and worked through, symptoms 
should disappear because they are no longer needed as a partial solu-
tion to the underlying conflict. Behavioral approaches focus on remov-
ing underlying sources of reinforcement that may be maintaining the 
abnormal behavior pattern. More generally, behavior therapists help 
people with somatic symptom and related disorders learn to handle 
stressful or anxiety-arousing situations more effectively. In addition, a 
combination of cognitive-behavioral techniques, such as exposure with 
response prevention and cognitive restructuring, may be used in treat-
ing hypochondriasis. Antidepressant medication may prove to be help-
ful in treating some cases of somatic symptom and related disorders.

Psychological Factors Affecting Physical Health
6.10 Describe the role of psychological factors in physical 
health problems such as headaches, cardiovascular disease, 
asthma, cancer, and AIDs.

The most common headache is the tension headache, which is often 
stress-related. Behavioral methods of relaxation training and bio-
feedback help in treating various types of headaches. Psychological 
factors that increase the risk of coronary heart disease include 
unhealthy patterns of consumption, leading a sedentary lifestyle, 
and persistent negative emotions. Psychological factors such as 
stress, anxiety, and depression may trigger asthma attacks in suscep-
tible individuals. Although relationships between stress and risk of 
cancer remain under study, behavioral risk factors for cancer include 
unhealthy dietary practices (especially high fat intake), heavy alco-
hol use, smoking, and excessive sun exposure. Psychological inter-
ventions help cancer patients cope better with the symptoms of the 
disease and its treatment. Psychologists are also involved in pre-
vention programs to reduce risky behaviors that can lead to HIV 
infection, and developing treatment programs, such as coping-skills 
training and cognitive-behavioral therapy, designed to help people 
affected by HIV/AIDS.

On the basis of your reading of this chapter, answer the following 
questions:

• Why is the diagnosis of dissociative identity disorder controver-
sial? Do you believe that people with dissociative identity disorder 
are merely playing a role they have learned? Why or why not?

• How are dissociative and somatic symptom and related disorders 
distinguished from malingering? What difficulties arise in trying 
to make these determinations?

• Why is conversion disorder considered a treasure trove in the 
annals of abnormal psychology? What role did the disorder 
play in the development of psychological models of abnormal 
 behavior?

• Does koro or dhat syndrome seem strange to you? How might 
your reaction depend on the culture in which you were raised? 
Can you give an example of a behavioral pattern in your culture 
that might be viewed as strange by members of other cultures?
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learning objectives
7.1 

Define the term mood disorder 
and describe the key features of 

major depressive disorder.

7.2 
Evaluate factors that may account for the 

increased rates of depression among women.

7.3 
Describe the key features of 

persistent depressive disorder and 
premenstrual dysphoric disorder.

7.4 
Describe the key features of bipolar 
disorder and cyclothymic disorder.

7.5 
Evaluate the role of stress in depression.

7.6 
Describe the major psychological 

models of depression.

7.7 
Describe biological factors in depression.

7.8 
Describe causal factors in bipolar disorders.

7.9 
Identify and describe methods 
used to treat mood disorders.

7.10 
Identify risk factors in suicide.

7.11 
Identify the major theoretical 

perspectives on suicide.

7.12 
Apply your knowledge of factors in suicide 
to steps you can take if someone you knew 

was experiencing suicidal thoughts.

7

“I” Darkness Visible
At age 60, William Styron (1925–2006), the celebrated author of The Confessions of 
Nat Turner and Sophie’s Choice, suffered from depression so severe that he planned 
to commit suicide. In a 1990 memoir, he speaks about this personal darkness and 
about reclaiming his commitment to life:

“I watched myself in mingled terror and fascination as I began to make the 
necessary preparation: going to see my lawyer in the nearby town—there rewrit-
ing my will—and spending part of a couple of afternoons in a muddled attempt to 
bestow upon posterity a letter of farewell. It turned out that putting together a sui-
cide note, which I felt obsessed with a necessity to compose, was the most difficult 
task of writing that I had ever tackled. . . .

But even a few words came to seem to me too longwinded, and I tore up all 
my efforts, resolving to go out in silence. Late one bitterly cold night, when I knew 
that I could not possibly get myself through the following day, I sat in the living room 
of the house bundled up against the chill; something had happened to the furnace. 
My wife had gone to bed, and I had forced myself to watch the tape of a movie in 
which a young actress, who had been in a play of mine, was cast in a small part. At 
one point in the film, which was set in late-nineteenth-century Boston, the characters 
moved down the hallway of a music conservatory, beyond the walls of which, from 
unseen musicians, came a contralto voice, a sudden soaring passage from the Brahms 
Alto Rhapsody.

This sound, which like all music—indeed, like all pleasure—I had been numbly 
unresponsive to for months, pierced my heart like a dagger, and in a flood of swift 
recollection I thought of all the joys the house had known: the children who had 
rushed through its rooms, the festivals, the love and work, the honestly earned slum-
ber, the voices and the nimble commotion, the perennial tribe of cats and dogs and 
birds. . . . All this I realized was more than I could ever abandon, even as what I had 
set out so deliberately to do was more than I could inflict on those memories, and 

truth OR fiction

T  F  Feeling sad or depressed is abnormal. (p. 245)

T  F   Major depression affects millions of Americans, but fortunately most get the 
help they need. (p. 248)

T  F   Most people who experience a major depressive episode never have another 
one. (p. 249)

T  F   The bleak light of winter casts some people into a diagnosable state of 
 depression. (p. 251)

T  F   Men are about twice as likely as women to develop major depression. (p. 251)

T  F   Physical exercise not only helps tone the body but can help combat depression. 
(p. 262)

T  F   High levels of fish oil in the diet are linked to increased risk of bipolar disorder. 
(p. 270)

T  F   The ancient Greeks and Romans used a chemical to curb turbulent mood 
swings that is still used today. (p. 277)

T  F   Placing a powerful electromagnet on the scalp can help relieve depression.  
(p. 280)

T  F  People who threaten suicide are basically attention seekers. (p. 285)
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upon those, so close to me, with whom the memories were bound. And just as pow-
erfully I realized I could not commit this desecration on myself. I drew upon some last 
gleam of sanity to perceive the terrifying dimensions of the mortal predicament I had 
fallen into. I woke up my wife and soon telephone calls were made. The next day I 
was admitted to the hospital.”

From Darkness Visible by William Styron

A distinguished author stands at the precipice of taking his own life. The depression that 
enshrouded him and that nearly cost him his life—this darkness visible—is an unwelcome 
companion for millions of people. Depression is a disturbance of mood that casts a long, 
deep shadow over many facets of life.

Moods are feeling states that color our psychological lives. Most of us experi-
ence changes in mood. We feel elated when we have earned high grades, a promo-
tion, or the affections of Ms. or Mr. Right. We feel down or depressed when we are 
rejected by a date, flunk a test, or suffer financial reverses. It is normal and appropri-
ate to be happy about uplifting events. It is just as normal, just as appropriate, to feel 
depressed by dismal events. It might very well be abnormal if we did not feel down or 
depressed in the face of tragic or deeply disappointing events or circumstances. But 
people with mood disorders experience disturbances in mood that are unusually severe 
or prolonged and impair their ability to function in meeting their normal responsibili-
ties. Some people become severely depressed even when things appear to be going well 
or when they encounter mildly upsetting events that others take in stride. Still others 
experience extreme mood swings. They ride an emotional roller coaster with dizzying 
heights and abysmal depths when the world around them remains largely on an even 
keel. Let’s begin our study of these types of emotional problems by examining the dif-
ferent types of mood disorders.

Types of Mood Disorders
This chapter explores the two major forms of mood disorders: depressive 
disorders and bipolar disorders (mood swing disorders). Unlike previous 
editions of the DSM, DSM-5 does not include a general category of mood 
disorders. Rather, mood disorders are now classified in separate categories 
called “Depressive Disorders” and “Bipolar and Related Disorders.” Our 
study of mood disorders breaks down into a study of two’s. There are two 
major types of depressive disorders, major depressive disorder and persistent 
depressive disorder, and two major types of bipolar disorders, bipolar disorder 
and cyclothymic disorder (also called cyclothymia). We’ll also see that bipolar 
disorder is comprised of two distinct disorders, bipolar I disorder and bipo-
lar II disorder.

Depressive disorders are also called unipolar disorders because the 
mood disturbance goes in only one emotional direction or pole: down. By 
contrast, mood swing disorders are called bipolar disorders because they 
involve states of both depression and elation, which often appear in an 
alternating pattern. Table 7.1 provides an overview of these disorders. A 
convenient way of conceptualizing differences in mood states correspond-
ing to these disorders is shown in the form of a mood thermometer in  
Figure 7.1.

Many of us—probably most of us—have periods of sadness from 
time to time. We may feel down in the dumps, cry, lose interest in things, 

William Styron. The celebrated author 
William Styron suffered from severe 
depression—a “darkness visible” that led 
him to the precipice of suicide.

7.1  Define the term 
mood disorder and describe 
the key features of major 
depressive disorder.

Severe mania

Hypomania (mild to moderate mania)

Normal/balanced mood

Mild to moderate depression

Severe depression

figure 7.1 
A mood thermometer. Mood states can be conceptualized 
as varying along a spectrum or continuum. One end 
represents severe depression and the other end severe 
mania, which is a cardinal feature of bipolar disorder. Mild 
or moderate depression is often called the blues but is 
classified as “dysthymia” when it becomes chronic. In the 
middle of the spectrum is normal or balanced mood. Mild 
or moderate mania is called hypomania and is characteristic 
of cyclothymic disorder. Source: NIMH, 2001.
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have trouble concentrating, expect the worst to happen, and even consider suicide. For 
most of us, mood changes pass quickly or are not severe enough to interfere with our 
lifestyle or ability to function. Among people with mood disorders, including depressive 
disorders and bipolar disorders, mood changes are more severe or prolonged and affect 
daily functioning. T / F

Major Depressive Disorder
The diagnosis of major depressive disorder (also called major depression) is based on the 
occurrence of at least one major depressive episode (MDE) in the absence of a history of 
mania or hypomania. A major depressive episode involves a clinically significant change 
in functioning involving a range of depressive symptoms, including depressed mood (feel-
ing sad, hopeless, or “down in the dumps”) and/or loss of interest or pleasure in all or vir-
tually all activities for a period of at least two weeks (APA, 2013). Table 7.2 lists some of  

table 7.1 

Overview of Mood Disorders

Type of Disorder

Approximate 
Lifetime 
Prevalence Rates* Major Features or Symptoms Additional Comments

Depressive 
Disorders

Major Depressive 
Disorder (MDD)

12% in men; 21% 
in women; 16.5% 
overall

Episodes of severe depression 
characterized by downcast mood, 
feelings of hopelessness and 
worthlessness, changes in sleep 
patterns or appetite, loss of 
motivation, loss of pleasure in usual 
activities

Following a depressive episode, the 
person may return to his or her usual 
state of functioning, but recurrences 
are common. Seasonal affective 
disorder is a type of major depression.

Persistent 
Depressive 
Disorder 
(Dysthymia)

4.3% A chronic pattern of depression Person experiences chronic mild or 
major depression or feels “down in 
the dumps” most of the time

Premenstrual 
Dysphoric 
Disorder 
(PMDD)

Unknown Marked changes in mood during the 
woman’s premenstrual period

A new diagnostic category in DSM-5,  
it remains controversial as critics 
claim it unfairly stigmatizes women 
who have significant premenstrual 
symptoms by labeling them with a 
mental or psychological disorder.

Bipolar 
Disorders

Bipolar Disorder About 1% for 
bipolar I disorder 
and bipolar II 
disorder

Periods of shifting moods, energy 
level, and level of activity between 
mania and depression, perhaps with 
intervening periods of normal mood; 
two general subtypes are bipolar 
I disorder (occurrence of one or 
more manic episodes) and bipolar II 
disorder (major depressive episode 
and hypomanic episode, but no full 
manic episode)

Manic episodes are characterized by 
pressured speech, greatly increased 
energy or activity, flight of ideas, poor 
judgment, high levels of restlessness 
and excitability, and inflated mood 
and sense of self

Cyclothymic 
Disorder 

About 0.4% to 
1.0%

Mood swings that are milder in 
severity than those in bipolar disorder

Cyclothymia usually begins in late 
adolescence or early adulthood and 
tends to persist for years

Sources: Prevalence rates derived from APA, 2013; Conway et al., 2006; Merikangas et al., 2007;  
Merikangas & Pato, 2009; Van Meter, Youngstrom, & Findling, 2012. Table updated and adapted  
from Nevid, J. S. (2009). Psychology: Concepts and applications (3rd ed., p. 257). Boston: Houghton  
Mifflin Co. Reprinted with permission.

*Lifetime prevalence refers to the percentage of people in the population affected by the  
disorder at some point in their lives.

truth OR fiction

Feeling sad or depressed is abnormal.

 FALSE  Feeling depressed is not 
abnormal in the context of depressing 
events or circumstances.
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the common features of depression. The diagnostic criteria for a major depressive episode 
are listed in DSM diagnostic table on page 247. 

Major depression is not simply a state of sadness or the blues. People with major 
depressive disorder (MDD) may have poor appetite, lose or gain substantial amounts of 
weight, have trouble sleeping or sleep too much, and become physically agitated or—at the 
other extreme—show a marked slowing down in their motor (movement) activity. Here, a 
woman recounts how depression—the “beast” as she calls it—affects every fiber of her being.

table 7.2 

Common Features of Depression

Changes in 
emotional  
states

•   Changes in mood (persistent periods of feeling down, depressed, 
sad, or blue)

•  Evidence of tearfulness or crying
•  Increased irritability, jumpiness, or loss of temper

Changes in 
motivation

•   Feeling unmotivated, or having difficulty getting going in the morning 
or even getting out of bed

•   Reduced level of social participation or interest in social activities
•  Loss of enjoyment or interest in pleasurable activities
•  Reduced interest in sex
•  Failure to respond to praise or rewards

Changes in 
functioning  
and motor  
behavior

•  Moving about or talking more slowly than usual
•   Changes in sleep habits (sleeping too much or too little, awakening 

earlier than usual and having trouble getting back to sleep in early 
morning hours—so-called early morning awakening)

•  Changes in appetite (eating too much or too little)
•  Changes in weight (gaining or losing weight)
•   Functioning less effectively at work or school; failing to meet 

responsibilities and neglecting one’s physical appearance

Cognitive  
changes

•  Difficulty concentrating or thinking clearly
•  Thinking negatively about oneself and one’s future
•  Feeling guilty or remorseful about past misdeeds
•  Lack of self-esteem or feelings of inadequacy
•  Thinking of death or suicide

When are changes in mood considered 
abnormal? Although changes in mood in 
response to the ups and downs of everyday 
life may be quite normal, persistent or severe 
changes in mood, or cycles of extreme elation 
and depression, may suggest the presence of 
a mood disorder.

“I” “The Beast is Back”
My body aches intermittently, in waves, as if I had malaria. I eat with no appetite, sim-
ply because the taste of food is one of my dwindling number of pleasures. I am tired, 
so tired. Last night I lay like a pile of old clothes, and when David came to bed I did 
not stir. Sex is a foreign notion. At work today I am forgetful; I have trouble forming 
sentences, I lose track of them halfway through, and my words keep getting tangled. 
I look at my list of things to do today, and keep on looking at it; nothing seems to be 
happening. Things are sad to me. This morning I thought of the woman who used 
to live in my old house, who told me she went to Sears to buy fake lace curtains. It 
seemed a forlorn act—having to save your pennies, not being able to afford genuine 
lace. (Why? A voice in my head asks. The curtains she bought looked perfectly nice.) 
I feel as if my brain were a lump of protoplasm with tiny circuits embedded in it, and 
some of the wires keep shorting out. There are tiny little electrical fires up there, leav-
ing crispy sections of neurons smoking and ruined. . . .

I don’t even know when this current siege began—a week ago? A month ago? 
The onset is so gradual, and these things are hard to tell. All I know is, the Beast is back.

It is called depression, and my experiences with it have shaped my life—
altered my personality, affected my most intimate relationships, changed the course 
of my career—in ways I will probably never be fully aware of.

From Thompson, 1995

 Watch the Video Martha: Major 
 Depressive Disorder on MyPsychLab
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Major depression impairs people’s ability to meet the ordinary responsibility 
of everyday life. People with major depression may lose interest in most of their usual 
activities and pursuits, have difficulty concentrating and making decisions, have pressing 
thoughts of death, and attempt suicide. They even show impaired driving skills in driving 
simulation tests (Bulmash et al., 2006).

Mired in the depths of depression in 1841, Abraham Lincoln said of himself, “I 
am now the most miserable man living. If what I feel were equally distributed to the whole 
human family, there would not be one cheerful face on the earth” (Lincoln 1841/1953, 
p. 230). These words of despair poignantly express just how disabling depression can be 
(Forgeard et al., 2011).

Many people don’t seem to understand that people who are clinically depressed 
can’t simply “shake it off” or “snap out of it.” Many people still view depression as a sign 
of weakness, not a diagnosable disorder. Many people with major depression believe they 
can handle the problem themselves. These attitudes may help explain why, despite the 
availability of safe and effective treatments, about half of Americans with major depres-
sion fail to receive help from a mental health professional (González et al., 2010). Latinos 
and African Americans are less likely than other groups to receive care. Another factor 

criteria for

Major Depressive Disorder

A. Five (or more) of the following symptoms have been present during the same 2-week period and represent a change from  previous 
functioning; at least one of the symptoms is either (1) depressed mood or (2) loss of interest or pleasure.

 Note: Do not include symptoms that are clearly attributable to another medical condition.

 1. Depressed mood most of the day, nearly every day, as indicated by either subjective report (e.g., feels sad, empty, hopeless) or 
observation made by others (e.g., appears tearful). (Note: In children and adolescents, can be irritable mood.)

 2. Markedly diminished interest or pleasure in all, or almost all, activities most of the day, nearly every day (as indicated by either 
subjective account or observation).

 3. significant weight loss when not dieting or weight gain (e.g., a change of more than 5% of body weight in a month), or decrease 
or increase in appetite nearly every day. (Note: In children, consider failure to make expected weight gain.)

 4. Insomnia or hypersomnia nearly every day.

 5. Psychomotor agitation or retardation nearly every day (observable by others, not merely subjective feelings of restlessness or 
being slowed down).

 6. Fatigue or loss of energy nearly every day.

 7. Feelings of worthlessness or excessive or inappropriate guilt (which may be delu sional) nearly every day (not merely self-reproach 
or guilt about being sick).

 8. Diminished ability to think or concentrate, or indecisiveness, nearly every day (ei ther by subjective account or as observed by others).

 9. Recurrent thoughts of death (not just fear of dying), recurrent suicidal ideation with out a specific plan, or a suicide attempt or a 
specific committing suicide.

B. The symptoms cause clinically significant distress or impairment in social, occupa tional, or other important areas of functioning.

C. The episode is not attributable to the physiological effects of a substance or to another medical condition.

Note: Criteria A–C represent a major depressive episode.
Note: Responses to a significant loss (e.g., bereavement, financial ruin, losses from a nat ural disaster, a serious medical illness or disabil-
ity) may include the feelings of intense sad ness, rumination about the loss, insomnia, poor appetite, and weight loss noted in Criterion A, 
which may resemble a depressive episode. Although such symptoms may be understand able or considered appropriate to the loss, the 
presence of a major depressive episode in addition to the normal response to a significant loss should also be carefully considered. This 
decision inevitably requires the exercise of clinical judgment based on the individual’s history and the cultural norms for the expression of 
distress in the context of loss.

D. The occurrence of the major depressive episode is not better explained by schizoaf fective disorder, schizophrenia, schizophreniform 
disorder, delusional disorder, or other specified and unspecified schizophrenia spectrum and other psychotic disorders.

E. There has never been a manic episode or a hypomanic episode.
Note: This exclusion does not apply if all of the manic-like or hypomanic-like episodes are substance-induced or are attributable to the 
physiological effects of another med ical condition.

Reprinted with permission from the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, (Copyright 2013). American Psychiatric Association.

DSM-5

The melancholic president. Abraham Lincoln 
struggled with depression through much of  
his life.
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explaining the lack of care is that many depressed patients seek help from their family 
physicians, who often fail to either detect depression or make referrals to mental health 
professionals (Simon et al., 2004). T / F

Major depressive disorder is the most common type of diagnosable mood dis-
order. A recent nationally representative survey showed a lifetime prevalence for the 
disorder of about 12% for men, 21% for women, and 16.5% overall (Conway et al., 
2006; Forgeard et al., 2011) (see Figure 7.2). Nearly 8% of U.S. adults currently suf-
fer from the disorder (National Center for Health Statistics, 2012). More often than 
not, major depression frequently occurs together with other psychological disorders, 
such as anxiety disorders (Nolen-Hoeksema, 2008). Because of the high frequency  
of co-occurrence of depression and anxiety, the DSM-5 requires clinicians to rate 
the level of anxious distress in individuals receiving a depressive or bipolar disorder 
 diagnosis.

Major depression is a major public health problem, not only affecting psychologi-
cal functioning but also impairing a person’s ability to meet school, work, family, and 
social responsibilities (Pratt & Brody, 2008). As you can see in Figure 7.3, nearly 80%  
of people with moderate to severe depression report impaired work, family, or social  
functioning.

The economic costs of depression are staggering, costing many billions in lost 
productive work time. The average worker suffering from depression earns about 10% 
less than unaffected workers in similar jobs (McIntyre et al., 2011). Major depression 
costs the average worker about 27.2 lost workdays per year—for bipolar disorder, about 
65 days are lost on the average (Kessler et al., 2006).

The economic toll of depression is as great if not greater than the costs of major 
medical illnesses, such as heart disease and diabetes (Stewart et al., 2003). On the other 
hand, effective treatment for depression leads not only to psychological improvement but 
also to more stable employment and increased income, as people are able to return to a 
more productive level.

Major depression, particularly in more severe episodes, may be accompanied by 
psychotic features, such as delusions that one’s body is rotting from illness. People with 
major depression may also exhibit psychotic behaviors, such as hallucinations, as in “hear-
ing” voices condemning the person for perceived misdeeds.

figure 7.2 
Lifetime prevalence rates for major 
depressive disorder. Major depressive 
episodes affect about twice as many women  
as men. Source: Conway et al., 2006.
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figure 7.3 
Percentage of persons 12 years of age 
and older reporting difficulty with their 
work, home, and social activities by sex 
and depression severity. Depression 
affects people in many ways. Most people 
(55.1% with mild depression; 79.7% with 
moderate or severe depression) report 
difficulties with work, home, or social 
activities. Source: Pratt & Brody, 2008.

truth OR fiction

Major depression affects millions of 
Americans, but fortunately most get the 
help they need.

 FALSE  According to recent studies, 
only about half of Americans with 
major depression receive any form of 
professional treatment.
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Major depressive episodes may resolve in a matter of months or last for a year or more. 
Some people experience a single episode of major depression and then return to their earlier state 
of normal psychological functioning (Eaton et al., 2008). Yet, most people with MDD have epi-
sodes of major depression occurring from time to time through the course of their lives (Hölzel 
et al., 2011; Reifler, 2006). Evidence shows that risk of repeat episodes is related to genetic influ-
ences and the presence of other significant medical or psychiatric illnesses (Burcusa & Iacono, 
2007; Richards, 2011). However, the good news is that the longer the period of recovery from 
an episode of major depression, the lower the risk of eventual relapse (Solomon et al., 2000).

RiSk FACTORS iN MAjOR DEPRESSiON Many factors are associated with an increased 
risk of depression, including age (initial onset is most common among young adults); 
socioeconomic status (people lower down the socioeconomic ladder are at greater risk 
than those who are better off ); and marital status (people who are separated or divorced 
have higher rates than married or never-married people).

Women are about twice as likely as men to be diagnosed with major depressive 
disorder (major depression) (Addis, 2008; Hasin et al., 2005). The greater risk of depres-
sion in women begins in early adolescence (ages 13 to 15) and persists at least through 
middle age (Costello et al., 2008; Hyde, Mezulis, & Abramson, 2008). Noting the exis-
tence of a gender gap in the diagnosis of depression is one thing; explaining it is quite 
another (see Thinking Critically About Abnormal Psychology).

SEASONAL AFFECTivE DiSORDER Are you glum on gloomy days? Is your temper 
short during the brief days of winter? Are you dismal during the long, dark winter nights 
and sunny when spring and summer return?

Although our moods may vary with the weather, the changing of the seasons from 
summer to fall and winter can lead to a type of depression called seasonal affective (mood) 
disorder (SAD) (Madsen, Dam, & Hageman, 2011). In most cases, the depression lifts in 
the spring. SAD is not a diagnostic category in its own right but is a specifier or subcat-
egory of major depression. For example, major depressive disorder that occurs seasonally 
would be diagnosed as major depressive disorder with seasonal pattern. Although the causes 
of SAD remain unknown, one possibility is that seasonal changes in light may alter the 
body’s underlying biological rhythms that regulate processes such as body temperature and 
sleep–wake cycles (Gordijn, Mannetje, & Meesters, 2012). Another possibility is that sea-
sonal changes might affect the availability or use of the mood- regulating neurotransmitter 

truth OR fiction

Most people who experience a major 
depressive episode never have another 
one.

 FALSE  Most people who 
experience a major depressive episode 
have recurrences.

Slowly Killing Herself: A Case of Major Depressive Disorder
A 38-year-old female clerical worker has suffered from recurrent bouts of depression since 
she was about 13 years of age. Most recently, she has been troubled by crying spells at 
work, sometimes occurring so suddenly she wouldn’t have enough time to run to the 
ladies room to hide her tears from others. She has difficulty concentrating at work and 
feels a lack of enjoyment from work she used to enjoy. She harbors severe pessimistic 
and angry feelings, which have been more severe lately because she has been putting on 
weight and has been neglectful in taking care of her diabetes. She feels guilty that she 
may be slowly killing herself by not taking better care of her health. She sometimes feels 
that she deserves to be dead. She has been bothered by excessive sleepiness for the past 
year and a half, and her driving license has been suspended because of an incident the 
previous month in which she fell asleep while driving, causing her car to hit a telephone 
pole. She wakes up most days feeling groggy and just “out of it,” and remains sleepy 
throughout the day. She has never had a steady boyfriend, and lives quietly at home with 
her mother, with no close friends outside of her family. During the interview, she cried fre-
quently and answered questions in a low monotone, staring downward continuously.

Adapted from Spitzer et al., 1989, pp. 59–62

7.2  Evaluate factors that may 
account for the increased rates 
of depression among women.

The following case illustrates the range of features connected with major  depressive 
disorder. T / F
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Thinking CRiTiCally about abnormal psychology

@Issue: What Accounts for the Gender Gap in Depression?

Women are about twice as likely as men to suffer from 
clinical depression, about 12% for men versus about 
21% for women (Conway et al., 2006; Hyde, Mezulis, 

& Abramson, 2008). A greater prevalence of depression among 
women was found in each of 15 countries from various parts of 
the world in a recent cross-national study by the World Health 
Organization (Seedat et al., 2009). The question is, why?

Investigators believe that a number of factors are involved (Eagly  
et al., 2012). Hormonal fluctuations may contribute to depression in 
some cases, but investigators also need to consider the dispropor-
tionate burden of stress women in our society tend to shoulder, as 
well as the individual’s way of coping with emotional distress. Women 
are more likely than men to experience stressful life factors such as 
physical and sexual abuse, poverty, single parenthood, and sexism, all 
of which may increase vulnerability to depression. Depressed women, 
especially those in young adulthood, tend to report more nega-
tive life events than depressed men—events such as loss of loved 
one’s or changes in life circumstances (Harkness et al., 2010). On the 
other hand, a recent World Health Organization cross-national study 
showed that a narrowing of gender differences in major depression 
may be occurring, perhaps because of a loosening of traditional 
female gender roles in many cultures (Seedat et al., 2009).

The late psychologist Susan Nolen-Hoeksema focused on gender 
differences in coping styles. She proposed that women tend to 
ruminate or brood more about their problems, whereas men are 
more likely to distract themselves by doing something they enjoy, 
such as going to a favorite hangout to get their minds off their 
problems (Nolen-Hoeksema, 2006, 2012). Rumination tends to 
increase emotional distress, setting the stage for depression and 
other negative emotions, such as anxiety. But distracting oneself 
from one’s problems by turning to alcohol or other drugs can lead 
to substance-related psychological and social problems.

Another view of the gender gap in depression is that women’s  
self-esteem—how they view themselves—may hinge more than 
men’s on their interpersonal relationships with their peers, friends, 
and romantic partners (Cambron, Acitelli, & Pettit, 2009). Positive 
events in relationships may bolster their self-esteem, but when prob-
lems arise (e.g., arguments, rejection), their self-esteem may plum-
met. This in turn may give rise to rumination about what’s wrong 
with them and negative interpersonal behaviors such as excessive 
demands for reassurance of their self-worth, which in turn may lead 
to depression.

Rumination is not limited to women. Ruminating or brooding about 
one’s problems are associated with both greater proneness to 
depression and longer durations of depression in both men and 
women (Joormann, Levens, & Gotlib, 2011; Koster et al., 2011;  

Lo et al., 2008). People who continually mull over their problems 
tend to get stuck on bad thoughts. As University of Miami psycholo-
gist Jutta Joormann puts it, “They basically get stuck in a mindset 
where they relive what happened to them over and over again. . . .  
Even though they think, oh, it’s not helpful, I should stop thinking 
about this, I should get on with my life—they can’t stop doing it” 
(cited in “People with Depression,” 2011).

Rumination tends to aggravate whatever moods people are expe-
riencing at the time, making them feel sadder or more depressed 
if they are feeling down or more angry if they are feeling angry or 
irritated (Nolen-Hoeksema, 2008). Rumination may also play a role 
in other forms of abnormal behavior, including anxiety disorders and 
binge eating (Nolen-Hoeksema, Wisco, & Lyubomirksy, 2008).

Might the gender difference in depression be at least partially 
explained by a reporting bias that leads men to underreport 
depression? In our culture, men are expected to be tough and 
resilient. Consequently, they are less likely to report depres-
sion or seek treatment for it. Even physicians are not immune 
from these social expectations. As one male physician put it, 
“I’m the John Wayne generation. . . . I thought depression was 
a weakness—there was something disgraceful about it. A real 
man would just get over it” (cited in Wartik, 2000). The stigma 
associated with depression shows signs of lessening, but not 
disappearing. Although depression was long viewed by men as 
a sign of personal weakness, more men are coming forward to 
get help. The male ego has likely been battered by assaults from 
corporate downsizing and growing financial insecurity. T / F

Gender differences in depression. Women are about  
twice as likely to suffer from major depression as men.  
The question is, why?
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serotonin in the brain during winter months. Cognitive factors may play a part, as people 
with SAD tend to report more automatic negative thoughts throughout the year than do 
nondepressed controls (Rohan, Sigmon, & Dorhofer, 2003). T / F

Whatever the underlying cause, the therapeutic use of bright artificial light, called 
phototherapy, often helps relieve depression in SAD (Gordijn, Mannetje, & Meesters, 
2012; Reeves et al., 2012). The artificial light apparently supplements the meager sun-
light the person otherwise receives. Patients can generally carry out some daily activities 
(e.g., eating, reading, or writing) during phototherapy sessions. Improvement typically 
occurs within several days of beginning treatment, but treatment often needs to be con-
tinued throughout the winter season. Antidepressant drugs, such as Prozac, may also help 
relieve depression in patients with seasonal affective disorder (Lam et al., 2006).

POSTPARTuM DEPRESSiON Many new mothers, perhaps as many as 80%, experience 
mood changes following childbirth (Friedman, 2009; Payne, 2007). These mood changes 
are commonly called the “maternity blues,” “postpartum blues,” or “baby blues.” They 
usually last for a few days and may be a normal response to hormonal changes associated 
with childbirth. Given these turbulent hormonal shifts, it might be considered “abnor-
mal” for most women not to experience some changes in feeling states shortly following 
childbirth. However, some new mothers, about one in seven according to recent estimates 
(Friedman, 2009), experience more severe mood changes that can be classified as a mood 
disorder called postpartum depression (PPD) (Navarro et al., 2008).

The word postpartum derives from the Latin roots post, meaning “after,” and 
papere, meaning “to bring forth.” PPD affects 10% to 15% of U.S. women in the first 
year following childbirth (CDC, 2008). It may persist for months or even a year or more. 
PPD is often accompanied by disturbances in appetite and sleep, low self-esteem, and dif-
ficulties in maintaining concentration or attention.

Women with postpartum depression experience a major depressive episode within 
four weeks of delivery.  In 50% of cases, however, the depressive episode actually begins before 
delivery and continues into the postpartum period (APA, 2013). Fortunately, most episodes 
of postpartum depression don’t typically last as long as other episodes of major depression 
and tend to be less severe. However, some suicides are linked to postpartum depression.

Women with a history of mood disorders or who experience the blues during preg-
nancy face an increased risk of PPD. Other risk factors include the following (Kornfeld et al., 
2012; Leibenluft & Yonkers, 2010; Phillips et al., 2010; Reck et al., 2009; Viguera et al., 2011):

•	 Being a single or first-time mother
•	 Having financial problems or a troubled marriage
•	 Suffering domestic violence
•	 Lacking social support from partners and family members
•	 Having unwanted, sick, or temperamentally difficult infants

instilled resistance to reporting depression, clinicians can help des-
tigmatize the disorder so that more men suffering from depression 
will be willing seek help rather than suffer in silence (Cochran & 
Rabinowitz, 2003).

In thinking critically about the issue, answer the following questions:

•	 How might a theorist in the biopsychosocial tradition 
account for gender differences in depression?

•	 Give an example of how more knowledge about the 
causes of gender differences in depression can lead to 
improved treatment approaches.

•	 What can be done about the other side of the gender 
gap in depression as to why so many depressed men 
seem reluctant to seek help?

More research is needed to fully understand the gender gap in 
depression. Hopefully, research into factors such as hormonal 
influences, stress burdens, and ruminative styles will lead to the 
development of more specifically targeted interventions for treating 
depression in women. Likewise, by understanding men’s culturally 

truth OR fiction

Men are about twice as likely as women 
to develop major depression.

 FALSE  Actually, women are nearly 
twice as likely as men to develop major 
depression.

Light therapy. Exposure to bright artificial 
light for a few hours a day during the fall and 
winter months can often bring relief from 
seasonal affective disorder.

truth OR fiction

The bleak light of winter casts some 
people into a diagnosable state of 
depression.

 TRUE  The changing of the seasons 
does lead to a major depressive disorder 
in some people.
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Genetic factors may also contribute to vulnerability to PPD (Friedman, 2009; 
Mahon et al., 2009). Having PPD increases the risk that a woman will suffer future 
depressive episodes. Fortunately, there are effective treatments available, including dif-
ferent forms of psychotherapy and antidepressant drugs (Sockol, Epperson, & Barber, 
2011).

Postpartum depression needs to be distinguished from a much less common but 
more severe reaction, called postpartum psychosis, in which the new mother loses touch 
with reality and experiences symptoms such as hallucinations, delusions, and irrational 
thinking.

Postpartum depression is not limited to American culture. Researchers find high 
rates of PPD among South African women (Cooper et al., 1999) and Chinese women 
from Hong Kong (D. T. S. Lee et al., 2001). In the South African sample, a lack of psy-
chological and financial support from the baby’s father was associated with an increased 
risk of the disorder, mirroring findings with U.S. samples.

Persistent Depressive Disorder (Dysthymia)
Major depressive disorder is severe and marked by a relatively abrupt change from one’s 
preexisting state and followed by remission after a period of a few weeks or months. 

But some forms of depression become 
chronic conditions that can last for years. 
The diagnosis of persistent depressive  
disorder is used to classify cases of chronic 
lasting for at least two years. Persons with 
persistent depressive disorder may have 
either chronic major depressive disorder or a 
chronic but milder form of depression called 
dysthymia. Dysthymia typically begins in 
childhood or adolescence and tends to fol-
low a chronic course through adulthood. 
The word dysthymia derives from Greek 
roots dys-, meaning “bad” or “hard,” and thy-
mos, meaning “spirit.”

People with dysthymia feel “bad spir-
ited” or “down in the dumps” most of the 
time, but they are not as severely depressed 
as those with major depressive disorder. 
Whereas major depressive disorder tends 
to be severe and time limited, dysthymia is 
relatively mild and nagging, typically lasting 
for years. The risk of relapse is quite high 
(Keller et al., 2000), as is the risk of major 
depressive disorder: 90% of people with dys-
thymia eventually develop major depression 
(Friedman, 2002).

Dysthymia affects about 4% of the 
general population at some point in their 
lifetimes (Conway et al., 2006). Like major 
depressive disorder, dysthymia is more com-
mon in women than in men (see Figure 7.4). 
It is diagnosed only in people who have never 
had episodes of either mania or hypomania, 
which are characteristics of bipolar disorder 
(APA, 2013).

7.3  Describe the key features of 
persistent depressive disorder and 
premenstrual dysphoric disorder.

questionnaire

Are You Depressed?

This self-screening test can be used as an aid to understanding whether you may be 
suffering from depression. However, it is not intended for you to diagnose yourself, 
but should be used to raise awareness of concerns you may want to discuss further 

with a professional.

Yes No

 1. I feel extremely sad all or most of the time. _______ _______

 2. I have no energy. _______ _______

 3. I cry a lot when I’m alone. _______ _______

 4.  I’ve lost interest in most of the activities I used to enjoy. _______ _______

 5. I sleep much more (or much less) than usual. _______ _______

 6. I have suddenly gained (or lost) a lot of weight. _______ _______

 7.  I have trouble concentrating, remembering, and 
making decisions.

_______ _______

 8. I feel hopeless about the future. _______ _______

 9. I feel worthless. _______ _______

10. I feel anxious. _______ _______

11. I’m often irritable, and I never used to be that way. _______ _______

12. I think about death and suicide. _______ _______

Evaluating your responses: If you agree with two or more of these symptoms and they 
last for at least two weeks, then you should seek a consultation with a mental health 
professional for a more complete evaluation. If you said “yes” that you are thinking 
about death and suicide, you should seek an immediate consultation. If you don’t 
know to whom to turn, contact your college counseling center, neighborhood mental 
health center, or health care provider.

Source: D. Blum & M. Kirchner (1997). Depression at work. Customs Today, Winter issue. 
Quotes used with permission of the National Mental Health Association. The Blum & 
Kirchner article is used with the authors’ permission.
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In dysthymia, complaints of depression may become such a fixture of people’s 
lives that they seem to be intertwined with the personality structure. The persistence of 
complaints may lead others to perceive the person as whining and complaining. Although 
dysthymia is less severe than major depressive disorder, persistent depressed mood and 
low self-esteem can affect the person’s occupational and social functioning, as in the fol-
lowing case.

figure 7.4 
Lifetime prevalence rates for dysthymia.  
Like major depression, dysthymia occurs in 
about twice as many women as men.
Source of data: Conway et al., 2006.
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A Case of Dysthymia
The woman, a 28-year-old junior executive, complained of chronic feelings of depres-
sion since the age of 16 or 17. Despite doing well in college, she brooded about how 
other people were “genuinely intelligent.” She felt she could never pursue a man she 
might be interested in dating because she felt inferior and intimidated. Although she 
had extensive therapy through college and graduate school, she could never recall a 
time during those years when she did not feel somewhat depressed. She got married 
shortly after college graduation to the man she was dating at the time, although she 
didn’t think that he was anything “special.” She just felt she needed the companion-
ship of a husband and he was available. But they soon began to quarrel, and she’s 
lately begun to feel that marrying him was a mistake. She has had difficulties at work, 
turning in “slipshod” work and never seeking anything more than what was basically 
required of her and showing little initiative. Although she dreams of acquiring status 
and money, she doesn’t expect that she or her husband will rise in their professions 
because they lack “connections.” Her social life is dominated by her husband’s friends 
and their spouses, and she doesn’t think that other women would find her interesting. 
She lacks interest in life in general and expresses dissatisfaction with all facets of her 
life—her marriage, her job, her social life.

Adapted from Spitzer et al., 1994, pp. 110–112

Some people are affected by both dysthymia and major depression at the same 
time. The term double depression applies to those who have a major depressive episode 
superimposed on a longer-standing dysthymia. People suffering from double depression 
generally have more severe depressive episodes than do people with major depression 
alone (Klein, Schwartz, et al., 2000).

Premenstrual Dysphoric Disorder
Premenstrual dysphoric disorder (PMDD) was introduced as a diagnostic category in 
DSM-5 (Epperson, 2013). It had been classified in the previous edition of the DSM as a 
proposed diagnosis requiring further study. The inclusion of this new diagnostic category 
is intended to draw greater attention to the problem of mood swings associated with the 
premenstrual period and increase delivery of services to women suffering from these types 
of problems.

PMDD is a more severe form of premenstrual syndrome (PMS), which is a clus-
ter of physical and mood-related symptoms occurring during the woman’s premenstrual 
period. The diagnosis of PMDD is intended to apply to women who experience a range 
of significant psychological symptoms in the week before menses (and improvement 
beginning within a few days following the onset of menses). A range of symptoms need to 
be present to diagnose PMDD, including symptoms such as mood swings, sudden tear-
fulness or feelings of sadness, depressed mood or feelings of hopelessness, irritability or 
anger, feelings of anxiety, tension, being on edge, greater sensitivity to cues of rejection, 
and negative thoughts about oneself. These symptoms also need to be associated with  
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significant emotional distress or interference with the woman’s ability to function on the 
job, in school, or in usual social activities.

The diagnosis of PMDD brings into focus the difficulty establishing clear 
lines between normal and abnormal behavior. Most women have some mood-related 
 pre menstrual symptoms, with many women (upwards of 50%) experiencing moderate 
to severe symptoms (Freeman, 2011). Investigators report that nearly one in five women 
have premenstrual physical or mood-related symptoms that are severe enough to interfere 
with their daily functioning, such as causing absenteeism from work, or producing signifi-
cant emotional distress (Halbreich et al., 2006; Heinemann et al., 2010).

The cause or causes of both PMS and premenstrual dysphoric disorder remain 
unclear. Investigators suspect that PMS involves a complex interaction between female 
sexual hormones and neurotransmitters (Bäckström et al., 2008; Kiesner, 2009). 
Psychological factors, such as the woman’s attitudes about menstruation, may also play a 
role. Recent research suggests that normal levels of female sexual hormones may trigger 
negative emotional reactions in women with PMDD, but not in healthy women (Baller 
et al., 2013; Epperson, 2013). 

The diagnosis of PMDD remains controversial. Critics fear it will pathologize 
the woman’s natural menstrual cycle and may stigmatize women who have serious pre-
menstrual complaints by labeling them with a psychiatric diagnosis. Although the new 
diagnosis of PMDD has been estimated to apply to perhaps only 2% to 5% of women 
overall (“PMDD Proposes,” 2012), the question remains whether the diagnosis will 
become overextended to a much larger percentage of women who suffer from a wider 
range of premenstrual symptoms. Moreover, even if relatively few women are diagnosed 
with PMDD, is it fair to characterize them as suffering from a mental disorder when they 
may be suffering from a physical condition? Mental health professionals will need to con-
tend with these questions as they begin to apply the PMDD diagnosis in clinical practice.

We have noted that major depressive disorder and dysthymia are depressive dis-
orders in the sense that the disturbance of mood is only in one direction—down. Yet, 
people with mood disorders may have fluctuations in mood in both directions that exceed 
the usual ups and downs of everyday life. These types of disorders are called bipolar dis-
orders. Here, we focus on the major types of mood swing disorders: (1) bipolar disorder 
and (2) cyclothymic disorder.

Bipolar Disorder
Bipolar disorder is characterized by extreme swings of mood and changes in energy and 
activity levels. Mood swings typically shift between the heights of elation to the depths 
of depression. The first episode may be either manic or depressive. Manic episodes typi-
cally last a few weeks or perhaps a month or two and are generally much shorter and end 
more abruptly than major depressive episodes. Some people with bipolar disorder attempt 
suicide “on the way down” from the manic phase. They report that they would do nearly 
anything to escape the depths of depression they know lies ahead. People with bipolar 
disorder ride an emotional roller coaster.

Some people with bipolar disorder experience mixed states characterized by epi-
sodes of both mania and depression (APA, 2013). During these mixed states, the person’s 
mood may rapidly shift between mania and depression (Swann et al., 2013). Moreover, 
some people with major depressive disorder also experience mixed states in which they 
show some symptoms of mania but not of a sufficient number or magnitude to merit a  
diagnosis of a bipolar disorder. 

Kay Redfield Jamison, a psychologist and leading authority on the treatment of 
bipolar disorder, suffers from the disorder herself. Within three months of beginning her 
first professional appointment as an assistant professor in the Department of Psychiatry 
at UCLA, she became, in her own words, “ravingly psychotic.” Jamison has suffered 
from bipolar disorder since her teens but wasn’t diagnosed until she was 28 (Ballie, 
2002).

7.4  Describe the key 
features of bipolar disorder 
and cyclothymic disorder.

 Watch the Video Ann: Bipolar Disorder on 
MyPsychLab
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The DSM -5 distinguishes between two types of bipolar disorder, bipolar I disorder 
and bipolar II disorder. The distinction can be confusing, so let’s try to clarify.

The distinction is based on whether the person has ever experienced a full-blown 
manic episode (Youngstrom, 2009). The diagnosis of bipolar I disorder applies to people 
who have had at least one full manic episode at some point in their lives. Typically, bipolar 
I disorder involves extreme mood swings between manic episodes and major depression 
with intervening periods of normal mood. But it is possible for bipolar I disorder to apply 
to a person who does not have a history of a major depressive episode. It is assumed in 
these cases that major depression may have been overlooked in the past or will develop in 
the future.

Bipolar II disorder applies to people who have had hypomanic episodes (from the 
Greek prefix hypo-, meaning “under” or “less than”) as well as a history of at least one 
major depressive episode, but have never had a full-blown manic episode. Hypomanic 
episodes are less severe than manic episodes and are not accompanied by the extreme 
social or occupational problems associated with full-blown mania (Tomb et al., 2012). 
During a hypomanic episode, a person might may feel unusually charged with energy and 
show a heightened level of activity and an inflated sense of self-esteem, and may be more 
alert, restless, and irritable than usual. The person may be able to work long hours with 
little fatigue or need for sleep.

Some, but not all, bipolar II patients go on to develop bipolar I disorder  
(Nusslock et al., 2012). The question remains, however, whether bipolar I and bip olar  
II disorders should be considered two distinct disorders or simply different points  
along a continuum of severity of a single bipolar disorder. About 1% of the adult 
 population in the U.S. are affected by bipolar I disorder or bipolar II disorder at  
some point in their lives (Kupfer, 2005b; Merikangas et al., 2007). Bipolar disorder 
 typically develops around age 20 in both men and women and tends to become a chronic, 
recurring condition requiring long-term treatment (Frank & Kupfer, 2003; Tohen, 
Zarate, et al., 2003). 

Unlike major depression, rates of bipolar I disorder appear about equal in men and 
women (Merikangas & Pato, 2009). In men, however, the onset of bipolar I disorder typi-
cally begins with a manic episode, whereas with women, it usually begins with a major depres-
sive episode. The underlying reason for this gender difference remains unknown. It remains 
unclear whether there is a gender difference in rates of bipolar II disorder (APA, 2013).

In some cases of bipolar disorder, a pattern of “rapid cycling” occurs, in which 
the individual experiences two or more full cycles of mania and depression within a year 

Catherine Zeta-jones. The actress revealed 
that she suffers from a form of bipolar 
disorder. She said she hoped that making her 
condition known will draw public attention to 
the problem.

“I” An Unquiet Mind
In her 1995 memoir An Unquiet Mind, Jamison described her early and milder epi-
sodes of mania as “absolutely intoxicating states that gave rise to great personal 
pleasure, an incomparable flow of thoughts, and a ceaseless energy that allowed the 
translation of new ideas into papers and projects” (p. 5). But then

“… as night inevitably goes after the day, my mood would crash, and my 
mind again would grind to a halt. I lost all interest in my schoolwork, friends, read-
ing, wandering, or daydreaming. I had no idea of what was happening to me, and 
I would wake up in the morning with a profound sense of dread that I was going to 
have to somehow make it through another entire day. I would sit for hour after hour 
in the undergraduate library, unable to muster up enough energy to go to class. I 
would stare out the window, stare at my books, rearrange them, shuffle them around, 
leave them unopened, and think about dropping out of college… . I understood very 
little of what was going on, and I felt as though only dying would release me from the 
overwhelming sense of inadequacy and blackness that surrounded me.”

From Jamison, 1995

 Watch the Video Feliziano: Living with Bipolar 
Disorder on MyPsychLab
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without any intervening normal periods. Rapid cycling is relatively uncommon, 
but occurs more often in women than men (Schneck et al., 2004, 2008). It is 
usually limited to a year or less, but is associated with a more severe form of the 
disorder and with more serious suicide attempts.

Many observers draw attention to possible links between mood dis-
orders, especially bipolar disorder, and creativity (e.g., McDermott, 2001; 
Nettle, 2001; Johnson et al., 2011). Many distinguished writers, artists, and 
composers seem to have suffered from major depression or bipolar disorder. 
The list of luminaries who suffered from mood disorders stretches from art-
ists Michelangelo and Vincent van Gogh, to composers William Schumann 
and Peter Tchaikovsky, to novelists Virginia Woolf and Ernest Hemingway, 
and to poets Alfred Lord Tennyson, Emily Dickinson, Walt Whitman, and 
Sylvia Plath. Perhaps in some cases, creative people can channel the seem-
ingly boundless energy and rapid stream of thoughts associated with mania 
into creative expressions. However, we should recognize that the vast major-
ity of writers and artists did not suffer from serious mood disorders and 
that creativity does not typically spring from psychological disturbance. 
Moreover, not all studies find links between psychological disorders and cre-
ativity, so it’s best to reserve judgment on the nature of any such relation-
ship (Bailey, 2003).

MANiC EPiSODE A manic episode typically begins abruptly, gathering force 
within days. A hallmark feature of a manic episode, as well as a hypomanic epi-
sode, is increased activity or energy (APA, 2013). The person may seem to be 
on overdrive and to have boundless energy. The basic difference between a full 
manic episode and a hypomanic episode is one of degree or severity. During a 
manic episode, the person experiences a sudden elevation or expansion of mood 

and feels unusually cheerful, euphoric, or optimistic. The person may become extremely 
sociable, although perhaps to the point of becoming overly demanding and overbearing 
toward others. Other people recognize the sudden shift in mood to be excessive in the 
light of the person’s life situation. It is one thing to feel elated if one has just won the state 
lottery. It is another to feel euphoric because it’s Wednesday. Here, a young man with 
bipolar disorder who dubbed himself “Electroboy” describes what a manic episode is like 
for him (Behrman, 2002):

is there a thin line between genius and madness?  
Many creative individuals, including the famed novelist 
Ernest Hemingway who is pictured here and the artist 
Vincent van Gogh, suffered from mood disorders. Whatever 
the links between creativity and mood disorders may be, 
we should bear in mind that the great majority of creative 
writers and artists did not suffer from serious mood 
disturbances.

“I” Electroboy
Manic depression is about buying a dozen bottles of Heinz ketchup and all eight 
bottles of Windex in stock at the Food Emporium on Broadway at 4 A.M., flying from 
Zurich to the Bahamas and back to Zurich in three days to balance the hot and cold 
weather (my “sweet and sour” theory of bipolar disorder), carrying $20,000 in $100 
bills in your shoes into the country on your way back to Tokyo, and picking out the 
person sitting six seats away at the bar to have sex with only because he or she hap-
pens to be sitting there. It’s about blips and burps of madness, moments of abso-
lute delusion, bliss, and irrational and dangerous choices made in order to heighten 
pleasure and excitement and to ensure a sense of control. The symptoms of manic 
depression come in different strengths and sizes. Most days I need to be as manic as 
possible to come as close as I can to destruction, to get a real good high—a $25,000  
shopping spree, a four-day drug binge, or a trip around the world. Other days a sim-
ple high from a shoplifting excursion at Duane Reade for a toothbrush or a bottle of 
Tylenol is enough. I’ll admit it: There’s a great deal of pleasure to mental illness,  
especially to the mania associated with manic depression. It’s an emotional state  
similar to Oz, full of excitement, color, noise, and speed—an overload of sensory  
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People in a manic episode tend to show poor judgment and to be argumentative, 
sometimes going so far as to destroy property. Roommates may find them abrasive and 
keep a distance from them. They may become extremely generous and make large chari-
table contributions they can ill afford or give away costly possessions.

People in a manic episode tend to speak very rapidly (with pressured speech). Their 
thoughts and speech may jump from topic to topic in a rapid flight of ideas. Others find 
it difficult to get a word in edgewise. They typically experience an inflated sense of self-
esteem that may range from extreme self-confidence to wholesale delusions of grandeur 
(Schulze et al., 2005). They may feel capable of solving the world’s problems or of com-
posing symphonies, despite a lack of any special knowledge or talent. They may spout 
off about matters on which they know little, such as how to eliminate world hunger or 
create a new world order. It soon becomes clear that they are disorganized and incapable 
of completing their projects. They also become highly distractible. Their attention is eas-
ily diverted by irrelevant stimuli like the sounds of a ticking clock or people talking in 
the next room. They tend to take on multiple tasks, more than they can handle. They 
may suddenly quit their jobs to enroll in law school, wait tables at night, organize charity 
drives on weekends, and work on the great American novel in their “spare time.” They 
may not be able to sit still and almost always show decreased need for sleep. They tend to 
awaken early yet feel well rested and full of energy. They sometimes go for days without 
sleep but without feeling tired. Although they may have abundant stores of energy, they 
seem unable to organize their efforts constructively. Their elation impairs their ability to 
work and to maintain normal relationships.

People in manic episodes fail to weigh the consequences of their actions. They 
may get into trouble as a result of lavish spending, reckless driving, or sexual escapades. In 
severe cases, they may experience hallucinations or become grossly delusional, believing, 
for example, that they have a special relationship with God.

Cyclothymic Disorder
Cyclothymia is derived from the Greek kyklos, which means “circle,” and thymos, meaning 
“spirit.” The notion of a circular-moving spirit is an apt description, because this disorder 
represents a chronic cyclical pattern of mood disturbance characterized by mild mood 
swings lasting at least two years (one year for children and adolescents).

Cyclothymic disorder (also called cyclothymia) usually begins in late adolescence 
or early adulthood and persists for years. Few, if any, periods of normal mood last for 
more than a month or two. However, the periods of elevated or depressed mood are not 
severe enough to warrant a diagnosis of bipolar disorder. Although cyclothymic disorder 
may be the most common of the bipolar disorders, with reported prevalence rates ranging 
from about 0.4% to 1.0%, it tends to be underdiagnosed in clinical practice (APA, 2013;  
van Meter, Youngstrom, & Findling, 2012).

stimulation—whereas the sane state of Kansas is plain and simple, black and white, 
boring and flat. Mania has such a dreamlike quality that often I confuse my manic  
episodes with dreams I’ve had. . . .

Mania is about desperately seeking to live life at a more passionate level, tak-
ing second and sometimes third helpings on food, alcohol, drugs, sex, and money, 
trying to live a whole life in one day. Pure mania is as close to death as I think I have 
ever come. The euphoria is both pleasurable and frightening. My manic mind teems 
with rapidly changing ideas and needs; my head is cluttered with vibrant colors, wild 
images, bizarre thoughts, sharp details, secret codes, symbols, and foreign languages. 
I want to devour everything—parties, people, magazines, books, music, art, movies, 
and television.

From Electroboy by Andy Behrman
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During a period of at least two years, the adult with cyclothymia has numer-
ous periods of hypomanic symptoms that are not severe enough to meet the criteria for 
a hypomanic episode and numerous periods of mild depressive symptoms that do not 
measure up to a major depressive episode (APA, 2013). In effect, the person fluctuates 
between periods of mildly high “highs” and mildly low “lows.” When they are “up,” 
people with cyclothymic disorder show elevated activity levels, which they direct toward 
accomplishing various professional or personal projects. But, when their moods reverse, 
they may leave their projects unfinished. Then they enter a mildly depressed mood state 
and feel lethargic and depressed, but not to the extent typical of a major depressive epi-
sode. Social relationships may become strained by shifting moods, and work may suffer. 
Sexual interest waxes and wanes with the person’s moods.

The boundaries between bipolar disorder and cyclothymic disorder are not clearly 
established. Some forms of cyclothymic disorder may represent a mild, early type of 
bipolar disorder. Although cyclothymia is milder than bipolar disorder, it can signifi-
cantly impair a person’s daily functioning (Van Meter, Youngstrom, & Findling, 2012). 
Estimates are that about one in three people with cyclothymic disorder eventually go 
on to develop bipolar disorder (USDHHS, 1999). Clinicians presently lack the ability 
to distinguish those with cyclothymia who are likely to develop bipolar disorder. The 
following case presents an example of the mild mood swings that typify cyclothymic 
disorder.

“Good Times and Bad Times”: A Case of Cyclothymic Disorder
The man, a 29-year-old car salesman, reports that since the age of 14 he has experi-
enced alternating periods of “good times and bad times.” During his “bad” periods, 
which generally last between four and seven days, he sleeps excessively and feels a 
lack of confidence, energy, and motivation, as if he were “just vegetating.” Then his 
moods abruptly shift for a period of three or four days, usually upon awakening in the 
morning, and he feels aflush with confidence and sharpened mental ability. During 
these “good periods” he engages in promiscuous sex and uses alcohol, in part to 
enhance his good feelings and in part to help him sleep at night. The good periods 
may last upwards of 7 to 10 days at times, before shifting back into the bad periods, 
generally following a hostile or irritable outburst.

Adapted from Spitzer et al., 1994, pp. 155–157

Causal Factors in Depressive Disorders
Depressive disorders are best understood in terms of complex interactions of biological 
and psychosocial influences (NIMH, 2003). Although a full understanding of the causes 
of depressive and bipolar disorders presently lies beyond our grasp, researchers have begun 
to identify many of the important contributors to these disorders. In the next sections, we 
examine contemporary understandings of the causal factors in both depressive disorders 
and bipolar disorders. Many factors are implicated in the development of these disorders, 
including stressful life events and biological factors.

Stress and Depression
Stressful life events increase the risk of mood disorders such as bipolar disorder and 
major depression (Kendler & Gardner, 2010; Monroe & Reid, 2008; Risch et al., 
2009). Most people with major depression—perhaps as many as 80%—report expe-
riencing a major source of life stress before the onset of the disorder (Monroe & Reid, 
2009). Sources of life stress linked to depression include loss of a loved one, breakup 
of a romantic relationship, prolonged unemployment and economic hardship, seri-

7.5  Evaluate the role of 
stress in depression.
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ous physical illness, marital or relationship problems, separation 
or divorce, exposure to racism and discrimination, and living in 
unsafe, distressed neighborhoods (e.g., Drieling, van Calker, & 
Hecht, 2006; Kõlves, Ide, & De Leo, 2010; National Center for 
Health Statistics, 2012b). Any significant loss, whether it be death 
of a loved one, a failed relationship, or a job termination, can lead 
to depression (APA, 2013).

DSM-5 considers grief to be an expectable response to a 
 significant loss, but not a mental disorder (APA, 2013). However, it 
recognizes that grief and depression may occur together after a loss 
and that some extreme or severe grief reactions (such as in the case 
of suicidal thinking or difficulty functioning) may indicate the pres-
ence of a major depressive disorder. However, it remains unclear 
whether practitioners will be able to distinguish between a normal 
or expectable grief reaction and a depressive disorder layered over 
the pain of grief in a bereaved individual.

A recent study suggests that stress associated with interpersonal problems with 
friends, family members, and romantic partners contributes to depression in young peo-
ple, but only among those who tend to think negatively (Carter & Garber, 2011). This 
reminds us of the need to take multiple  factors and their interactions into account—
in this case, negative thinking and stress—in understanding causal pathways leading to 
mental disorders such as depression. For reasons that remain unclear, stressful life events 
are more closely connected to a first episode of major depression than to later episodes 
(Monroe et al., 2007; Stroud, Davila, & Moyer, 2008).

The relationship between stress and depression cuts both ways: Stressful life events 
may contribute to depression, whereas depressive symptoms may be stressful in them-
selves or lead to other sources of stress, such as divorce or loss of employment (Liu & 
Alloy, 2010; Uliaszek et al., 2012). For example, if you become depressed, you may find 
it more difficult to keep up with your work, which can lead to more stress as work backs 
up. Consider, too, that stress associated with unemployment and financial hardship may 
lead to depression, but depression may also lead to unemployment and lower income 
(Whooley et al., 2002).

Although stress is often implicated in depression, not everyone who encounters 
stress becomes clinically depressed. Factors such as coping skills, genetic endowment, 
and availability of social support may lessen the likelihood of depression in the face 
of stressful events. We also need to take into account gene–environment interactions 
in depression and suicidal behavior (Monroe & Reid, 2008; Shinozaki et al., 2013). 
Consistent with the diathesis–stress model outlined in Chapter 2, people who possess vari-
ants of certain genes may be more susceptible to developing depression if they have a his-
tory of severely stressful life experiences, such as maltreatment during childhood (Fisher 
et al., 2013).

We need to consider further the role of early life experiences. A lack of secure 
attachments to parents during infancy or childhood may also contribute to greater vul-
nerability to depression in later life following disappointment, failure, or other stressful 
life events (Morley & Moran, 2011). Adverse experiences early in life, such as parental 
divorce or physical abuse, are also linked to greater vulnerability to depression in adult-
hood (Wainwright & Surtees, 2002).

Some psychosocial factors may act as buffers against stress, providing a cushion 
against depression. A strong marital relationship, for instance, may be a source of support 
during times of stress. Not surprisingly, divorced or separated people, who lack a sup-
portive marital relationship, show higher rates of depression and suicide attempts than 
do married people (Weissman et al., 1991). People who live alone, and may thus have 
more limited social support available, also face a greater risk of depression (Pulkki-Raback  
et al., 2012).

“Gotta have friends.” Social support from 
friends and family members appears to 
buffer the effects of stress and may reduce 
the risk of depression. People who lack 
important relationships and who rarely join in 
social activities are more likely to suffer from 
depression.
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Psychodynamic Theories
The classic psychodynamic theory of depression proposed by Freud (1917/1957) and his 
adherents (e.g., Abraham, 1916/1948) holds that depression represents anger directed 
inward rather than against significant others. Anger may become directed against the self 
following either the actual or the threatened loss of these important others.

Freud believed that mourning, or normal bereavement, is a healthy process by 
which one eventually comes to separate oneself psychologically from a person who has 
been lost through death, separation, divorce, or another reason. Pathological mourn-
ing, however, does not promote healthy separation. Rather, it fosters lingering depres-
sion. Pathological mourning is likely to occur in people who hold powerful ambivalent  
feelings—a combination of positive (love) and negative (anger, hostility) feelings—toward 
the person who has departed or whose departure is feared. Freud theorized that when  
people lose, or even fear losing, an important figure about whom they feel ambivalent, 
their feelings of anger turn to rage. Yet, rage triggers guilt, which in turn prevents the  
person from venting anger directly at the lost person (called an “object”).

To preserve a psychological connection to the lost object, people introject, or bring 
inward, a mental representation of the object. They thus incorporate the other person 
into the self. Now anger is turned inward, against the part of the self that represents the 
inward representation of the lost person. This produces self-hatred, which in turn leads 
to depression.

From the psychodynamic viewpoint, bipolar disorder represents shifting domi-
nance of the individual’s personality between the ego and superego. In the depressive 
phase, the superego is dominant, producing exaggerated notions of wrongdoing and 
flooding the individual with feelings of guilt and worthlessness. After a time, the ego 
rebounds and asserts supremacy, producing feelings of elation and self-confidence that 
characterize the manic phase. The excessive display of ego eventually triggers a return of 
guilt, once again plunging the individual into depression.

Although they emphasize the importance of loss, more recent psychodynamic 
models shift the focus toward the individual’s sense of self-worth or self-esteem. One 
model, called the self-focusing model, considers how people allocate their attentional 
processes after a loss, such as the death of a loved one or a personal failure or sig-
nificant disappointment (Pyszczynski & Greenberg, 1987). In this view, depressed 
people have difficulty thinking about anything other than themselves and the loss they  
experienced.

Consider a person who must cope with the termination of a failed romantic rela-
tionship. The depression-prone individual gets wrapped up in thinking about the rela-
tionship and hopes of restoring it, rather than recognizing the futility of the effort and 
getting on with life. Moreover, the lost partner was a source of emotional support on 
whom the depression-prone individual had relied to maintain self-esteem. Following the 
loss, the depression-prone individual feels stripped of hope and optimism because these 
positive feelings had depended on the lost object. The loss of self-esteem and of feelings 
of security, not the loss of the relationship per se, precipitates depression. Similarly, loss 
of a specific occupational goal may trigger self-focusing and consequent depression. Only 
by surrendering the object or lost goal and fostering alternate sources of identity and self-
worth can the cycle be broken.

RESEARCh EviDENCE Psychodynamic theorists focus on the role of loss in depression. 
Evidence shows loss of significant others (through death or divorce, for example) to be 
associated with increased risk of depression (Kendler, Hettema, et al., 2003). Personal 
losses may also lead to other psychological disorders, however. There is yet a lack of 
research to support Freud’s view that repressed anger toward the departed loved one is 
turned inward in depression.

Evidence supports the view that a self-focusing style—an inward or self-absorbed 
focus of attention—is associated with depression, especially in women (Mor & Winquist, 

7.6  Describe the major 
psychological models of depression.
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2002; Muraven, 2005). Yet, self-focused attention is not limited 
to depression and is often found in people with anxiety disor-
ders and other psychological disorders. Thus, the general linkage 
between self-focused attention and psychopathology may limit 
the model’s value as an explanation of depression.

humanistic Theories
From the humanistic framework, people become depressed 
when they cannot imbue their existence with meaning and make 
authentic choices that lead to self-fulfillment. The world for them 
becomes a drab place. People’s search for meaning gives color and 
substance to their lives. Guilt may arise when people believe they 
have not lived up to their potential. Humanistic psychologists 
challenge us to take a long hard look at our lives. Are they worth-
while and enriching? Or are they drab and routine? If the latter, 
perhaps we have frustrated our needs for self-actualization. We 
may be settling, coasting through life. Settling can give rise to a sense of dreariness that 
becomes expressed in depressive behavior—lethargy, sullen mood, and withdrawal.

Like psychodynamic theorists, humanistic theorists focus on the loss of self-esteem 
that can occur when people lose friends or family members or suffer occupational set-
backs. We tend to connect our personal identity and sense of self-worth with our social 
roles as parents, spouses, students, or workers. When these role identities are lost, through 
the death of a spouse, the departure of children to college, or loss of a job, our sense of 
purpose and self-worth can be shattered. Depression is a frequent consequence of such 
losses. It is especially likely when we base our self-esteem on our occupational role or suc-
cess. Job loss, demotion, or failure to achieve a promotion are common precipitants of 
depression, especially for individuals who value themselves on the basis of occupational 
success.

Learning Theories
Whereas the psychodynamic perspectives focus on inner, often unconscious, causes, learn-
ing theorists emphasize situational factors, such as the loss of positive reinforcement. We 
perform best when levels of reinforcement are commensurate with our efforts. Changes in 
the frequency or effectiveness of reinforcement can shift the balance so that life becomes 
unrewarding.

ThE ROLE OF REiNFORCEMENT Learning theorist Peter Lewinsohn (1974) proposed 
that depression results from an imbalance between behavior and reinforcement. A lack 
of reinforcement for one’s efforts can sap motivation and induce feelings of depression. 
Inactivity and social withdrawal reduce opportunities for reinforcement; lack of reinforce-
ment exacerbates withdrawal.

The low rate of activity typical of depressed individuals may also be a source of 
secondary reinforcement. Family members and other people may rally around people suf-
fering from depression and release them from their responsibilities. Sympathy may thus 
become a source of reinforcement that helps maintain depressed behavior.

Reduction in reinforcement levels can occur for many reasons. A person who is 
recuperating at home from a serious illness or injury may find little that is reinforcing to 
do. Social reinforcement may plummet when people close to us, who were suppliers of 
reinforcement, die or leave us. People who suffer social losses are more likely to become 
depressed when they lack the social skills to form new relationships. Some first-year  
college students are homesick and depressed because they lack the skills to form reward-
ing new relationships. Widows and widowers may be at a loss as to how to start a new  
relationship.

Loss and depression. Psychodynamic 
theorists focus on the important role of loss in 
the development of depression.



262  CHAPTER 7 Mood Disorders and Suicide

Changes in life circumstances may also alter the balance of effort and reinforce-
ment. A prolonged layoff may reduce financial reinforcement, which may in turn force 
painful cutbacks in lifestyle. A disability or an extended illness may also impair one’s abil-
ity to ensure a steady flow of reinforcements. Lewinsohn’s model is supported by research 
findings that connect depression to a low level of positive reinforcement, and, impor-
tantly, by evidence that encouraging depressed patients to participate in rewarding activi-
ties and goal-oriented behaviors can help alleviate depression (Otto, 2006). Encouraging 
depressed patients to engage in regular physical activity or exercise also helps combat 
depression, especially in the face of major life stressors (Mata et al., 2012; Walsh, 2011; 
Wipfli et al., 2010). T / F

iNTERACTiONAL ThEORY Problems in interpersonal relationships may help explain 
the lack of positive reinforcement. Interactional theory, developed by psychologist James 
Coyne (1976), proposes that the adjustment to living with a depressed person can become 
so stressful that the partner or family member becomes progressively less reinforcing.

Interactional theory is based on the concept of reciprocal interaction. Our behavior 
influences how other people respond to us, and how they respond to us influences how 
we in turn respond to them. The theory holds that depression-prone people react to 
stress by seeking or demanding reassurance and support from their partners and signifi-
cant others (Evraire & Dozois, 2011; Rehman, Gollan, & Mortimer, 2008). At first, this 
effort to garner support may succeed. But over time, persistent demands for emotional 
support begin to elicit more anger and annoyance than expressions of support. Although 
loved ones may keep these negative feelings to themselves, these feelings may surface in 
subtle ways that spell rejection. Depressed people may react to cues of rejection with 
deeper feelings of depression and by making greater demands for reassurance, triggering a 
vicious cycle of further rejection and more profound depression. They may also feel guilty 
about causing distress in the family, which can exacerbate their negative feelings about 
 themselves.

Family members may find it stressful to adjust to the depressed person’s behavior,  
especially latter’s withdrawal, lethargy, despair, and constant demands for reassurance. 
Not surprisingly, evidence shows that people with spouses being treated for depression  
tend to report higher-than-average levels of emotional distress (Benazon, 2000; 
Kronmüller et al., 2011).

Evidence generally supports Coyne’s model that depressed individuals’ excessive 
needs for reassurance lead to rejection by the very people from whom they seek reassur-

ance and support (Rehman, Gollan, & Mortimer, 2008; Starr & Davila, 2008). 
A lack of social skills may best explain this rejection. Depressed people tend to 
be unresponsive, uninvolved, and even impolite when they interact with oth-
ers. For example, they tend to gaze very little at the other person, to take an 
excessive amount of time to respond, to show very little approval or validation 
of the other person, and to dwell on their problems and negative feelings. They 
even dwell on negative feelings when interacting with strangers. In effect, they 
turn other people off, setting the stage for rejection. Yet, relationships can work 
both ways, as partners who fail to meet each other’s psychological needs or are 
critical or hurtful toward each other can affect each other’s emotional well-being 
(Ibarra-Rovillard & Kuiper, 2010).

Cognitive Theories
Cognitive theorists relate the origin and maintenance of depression to the ways 
in which people see themselves and the world around them. One of the most 
influential cognitive theorists, psychiatrist Aaron Beck (Beck & Alford, 2009; 

Beck et al., 1979) links the development of depression to the adoption early in life of a 
negatively biased or distorted way of thinking—the cognitive triad of depression (see 
Table 7.3). The cognitive triad includes negative beliefs about oneself (“I’m no good”), 

truth OR fiction

Physical exercise not only helps tone the 
body but can help combat depression.

 TRUE  Evidence supports the 
benefits of regular physical activity or 
exercise in the treatment of depression.

Working out to work it out. Recent 
evidence suggests that regular physical 
activity or exercise may be helpful in 
combating depression, especially in people 
facing significant life stressors.
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the environment or the world at large (“This school is awful”), and the future (“Nothing 
will ever turn out right for me”). Cognitive theory holds that people who adopt this nega-
tive way of thinking are at greater risk of becoming depressed in the face of stressful or 
disappointing life experiences, such as getting a poor grade or losing a job.

Beck views these negative concepts of the self and the world as mental templates 
that are adopted in childhood on the basis of early learning experiences. Children may 
find that nothing they do is good enough to please their parents or teachers. As a result, 
they come to regard themselves as basically incompetent and to perceive their future pros-
pects as dim. These beliefs may sensitize them later in life to interpret any failure or disap-
pointment as a reflection of something basically wrong or inadequate about themselves. 
Even a minor disappointment becomes a crushing blow or a total defeat that can quickly 
lead to states of depression.

The tendency to magnify the importance of minor failures is an example of an 
error in thinking that Beck labels a cognitive distortion. He believes cognitive distortions 
set the stage for depression in the face of personal losses or negative life events. A colleague 
of Beck, psychiatrist David Burns (1980), identified a number of cognitive distortions 
associated with depression:

1. All-or-nothing thinking: Seeing events as either all good or all bad, or as either black or 
white with no shades of gray. For example, one may perceive a relationship that end-
ed in disappointment as a totally negative experience, despite any positive feelings 
or experiences that may have occurred along the way. Perfectionism is an example 
of all-or-nothing thinking. Perfectionists judge any outcome other than perfect 
success to be complete failure. They may consider a grade of B or even an A− to 
be tantamount to an F. Perfectionism is connected with an increased vulnerability 
to depression as well as to poor treatment outcomes (Blatt et al., 1998; Minarik & 
Ahrens, 1996).

2. Overgeneralization: Believing that if a negative event occurs, it is likely to occur again 
in similar situations in the future. One may interpret a single negative event as 
foreshadowing an endless series of negative events. For example, receiving a letter 
of rejection from a potential employer leads one to assume that all other job ap-
plications will be similarly rejected.

3. Mental filter: Focusing only on negative details of events, thereby rejecting the positive 
features of one’s experiences. Like a droplet of ink that spreads to discolor an entire 
beaker of water, focusing only on a single negative detail can darken one’s vision 
of reality. Beck called this cognitive distortion selective abstraction, meaning the 
individual selectively abstracts the negative details from events and ignores the 

“Why do i always screw up?” Cognitive 
theorists believe a person’s self-defeating 
or distorted interpretations of life events, 
such as tendencies to blame oneself without 
considering other factors, can set the stage 
for depression in the face of disappointing 
life experiences.

table 7.3 

The Cognitive Triad of Depression

Negative view  
of oneself

Perceiving oneself as worthless, deficient, inadequate, 
unlovable, and lacking the skills necessary to achieve 
happiness.

Negative view  
of the environment

Perceiving the environment as imposing excessive 
demands and/or presenting obstacles that are impossible 
to overcome, leading to continual failure and loss.

Negative view  
of the future

Perceiving the future as hopeless and believing that one is 
powerless to change things for the better. One expects of 
the future only continuing failure and unrelenting misery 
and hardship.

Note: According to Aaron Beck, depression-prone people adopt a habitual style of negative 
thinking—the so-called cognitive triad of depression.
Source: Adapted from Beck & Young, 1985; Beck et al., 1979.
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events’ positive features. One thus bases one’s self-esteem on perceived weaknesses 
and failures, rather than on positive features or on a balance of accomplishments 
and shortcomings. For example, a person receives a job evaluation that contains 
both positive and negative comments but focuses only on the negative ones.

4. Disqualifying the positive: The tendency to snatch defeat from the jaws of victory by 
neutralizing or denying one’s accomplishments. An example is dismissal of congratu-
lations for a job well done by thinking and saying, “Oh, it’s no big deal. Anyone 
could have done it.” As a matter of fact, taking credit where credit is due may help 
people overcome depression by increasing their belief that they can make changes 
that will lead to a positive future.

5. Jumping to conclusions: Forming a negative interpretation of events, despite a lack 
of evidence. Two examples of this style of thinking are “mind reading” and “the 
fortune teller error.” In mind reading, a person arbitrarily jumps to the conclusion 
that others don’t like or respect him or her, as in interpreting a friend’s not calling 
for a while as a rejection. The fortune teller error is the prediction that something 
bad is always about to happen. The person believes the prediction of calamity is 
factually based, even though there is no evidence to support it. For example, the 
person concludes that a passing tightness in the chest must be a sign of heart dis-
ease, discounting the possibility of more benign causes.

6. Magnification and minimization: The tendency to make mountains out of molehills. 
Also called catastrophizing, this type of distortion refers exaggeration of the im-
portance of negative events, personal flaws, fears, or mistakes. Minimization is the 
mirror image, a type of cognitive distortion in which one minimizes or underesti-
mates one’s good points.

7. Emotional reasoning: Basing reasoning on emotions. A person with this distortion 
thinks, for example, “If I feel guilty, it must be because I’ve done something really 
wrong.” One interprets feelings and events on the basis of emotions rather than on 
fair consideration of evidence.

8. “Should” statements: Creating personal imperatives or self-commandments—“shoulds” 
or “musts.” For example, “I should always get my first serve in!” or “I must make 
Chris like me!” By creating unrealistic expectations, musterbation—the label given 
to this form of thinking by Albert Ellis—can lead one to become depressed when 
one falls short.

9. Labeling and mislabeling: Explaining behavior by attaching negative labels to oneself 
and others. Students may explain a poor grade on a test by thinking they were “lazy” 
or “stupid” rather than simply unprepared for the specific exam or, perhaps, ill. La-
beling other people as “stupid” or “insensitive” can engender hostility toward them. 
Mislabeling involves the use of labels that are emotionally charged and inaccurate, 
such as calling oneself a “pig” because of a minor deviation from one’s usual diet.

10. Personalization: Assuming that one is responsible for other people’s problems and  
behavior. For example, an individual may feel blame if his or her partner or spouse 
is crying, rather than recognizing that other causes may be involved.

Consider the errors in thinking illustrated in the following case example.

Christie’s Errors in Thinking
Christie was a 33-year-old real estate sales agent who suffered from frequent epi-
sodes of depression. Whenever a deal fell through, she would blame herself: “If only 
I had worked harder … negotiated better … talked more persuasively … the deal 
would have been done.” After several successive disappointments, each one fol-
lowed by self-recriminations, she felt like quitting altogether. Her thinking became 
increasingly dominated by negative thoughts, which further depressed her mood and 
lowered her self-esteem: “I’m a loser … I’ll never succeed … It’s all my fault … I’m no 
good and I’m never going to succeed at anything.”
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Distorted thinking tends to occur automatically, as if the thoughts just popped 
into one’s head. Automatic thoughts are likely to be accepted as statements of fact rather 
than as opinions or habitual ways of interpreting events. Distorted thinking is not limited 
to particular cultures. Chinese researchers recently reported that among adolescents in 
Hunan Province, having a negative cognitive style (i.e., high levels of dysfunctional nega-
tive thinking) predicts greater depressive symptoms following negative life experiences 
(Abela et al., 2011).

Beck and his colleagues formulated a cognitive-specificity hypothesis, which 
proposes that different disorders are characterized by different types of automatic 
thoughts. Beck and his colleagues found some interesting differences in the types of 
automatic thoughts in people with depressive and anxiety disorders (Beck et al., 1987) 
(see Table 7.4). People with diagnosable depression more often reported automatic 

Christie’s thinking included cognitive errors such as the following: (1) per-
sonalization (believing herself to be the sole cause of negative events); (2) labeling 
and mislabeling (labeling herself to be a loser); (3) overgeneralization (predicting a 
dismal future on the basis of a present disappointment); and (4) mental filter (judg-
ing her personality entirely on the basis of her disappointments). In therapy, Christie 
learned to think more realistically about events and not to jump to conclusions that 
she was automatically at fault whenever a deal fell through, or to judge her whole 
personality on the basis of disappointments or perceived flaws in herself. In place of 
this self-defeating style of thinking, she began to think more realistically when disap-
pointments occurred, like telling herself, “Okay, I’m disappointed. I’m frustrated. I feel 
lousy. So what? It doesn’t mean I’ll never succeed. Let me discover what went wrong 
and try to correct it the next time. I have to look ahead, not dwell on disappointments 
in the past.”

From the Author’s Files

table 7.4 

Automatic Thoughts Associated with Depression  
and Anxiety

Common Automatic Thoughts Associated 
with Depression

Common Automatic Thoughts Associated 
with Anxiety

 1. I’m worthless.
 2. I’m not worthy of other people’s 

attention or affection.
 3. I’ll never be as good as other people 

are.
 4. I’m a social failure.
 5. I don’t deserve to be loved.
 6. People don’t respect me anymore.
 7. I will never overcome my problems.
 8. I’ve lost the only friends I’ve had.
 9. Life isn’t worth living.
10. I’m worse off than they are.
11. There’s no one left to help me.
12. No one cares whether I live or die.
13. Nothing ever works out for me 

anymore.
14. I have become physically 

unattractive.

 1. What if I get sick and become an 
invalid?

 2. I am going to be injured.
 3. What if no one reaches me in time to 

help?
 4. I might be trapped.
 5. I am not a healthy person.
 6. I’m going to have an accident.
 7. Something will happen that will ruin 

my appearance.
 8. I am going to have a heart attack.
 9. Something awful is going to happen.
10. Something will happen to someone I 

care about.
11. I’m losing my mind.

Source: Adapted from Beck & Young, 1985; Beck et al., 1979.
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thoughts concerning themes of loss, self-deprecation, and pessimism. People with anxi-
ety disorders more often reported automatic thoughts concerning physical danger and 
other threats.

RESEARCh EviDENCE ON COGNiTiONS AND DEPRESSiON Research studies dem-
onstrate support of Beck’s model in finding that depressed patients tend to show more 
distorted or dysfunctional thinking than do nondepressed controls (e.g., Beevers, Wells, 
& Miller, 2007; Carson, Hollon, & Shelton, 2010; Riso et al., 2003). People with bipolar 
disorder also tend to show higher levels of dysfunctional thinking than do nonpatient 
controls (Goldberg et al., 2008).

Other evidence supports the basic tenets of the cognitive-specificity hypothesis 
that certain types of negative thoughts—those relating to themes of loss and failure—are 
strongly associated with depression, whereas negative thoughts relating to social threats of 
rejection or criticism are more strongly tied to anxiety symptoms (Schniering & Rapee, 
2004).

But investigators need to consider causal linkages. Although dysfunctional cog-
nitions (negative, distorted, or pessimistic thoughts) tend to be more common among 
people who are depressed, underlying causal pathways remain unclear. Negative or dis-
torted thinking may cause depression or depression may cause negative, distorted think-
ing. Some evidence actually points to depression causing negative thinking rather than 
the reverse (LaGrange et al., 2011). However, other research suggests that distorted, nega-
tive thinking often precedes emotional distress and may indeed play a causal role in its 
development (Baer et al., 2012). Clearly, more research is needed to disentangle causes 
and effects.

We should also recognize that causal linkages may work both ways. In other words, 
thoughts may affect moods, and moods may affect thoughts. For example, depressed 
mood may induce negative, distorted thinking. The more negative and distorted depressed 
individuals’ thinking becomes, the more depressed individuals may feel, and the more 
depressed they feel, the more dysfunctional their thinking becomes. However, it is equally 
possible that dysfunctional thinking comes first in the cycle, perhaps in response to a 
disappointing life experience, which then leads to a downcast mood. This in turn may 
accentuate negative thinking, and so on. Investigators are still faced with the old “chicken 
or egg” dilemma of determining which comes first in the causal sequence: distorted think-
ing or depressed mood. In all likelihood, distorted cognitions and negative moods interact 
in the complex web of factors leading to depression.

Learned helplessness (Attributional) Theory
The learned helplessness model proposes that people may become depressed because 
they learn to view themselves as helpless to change their lives for the better. The originator 
of the learned helplessness concept, Martin Seligman (1973, 1975), suggests that people 
learn to perceive themselves as helpless because of their experiences. The learned helpless-
ness model therefore straddles the behavioral and the cognitive: Situational factors foster 
attitudes that lead to depression.

Seligman and his colleagues based the learned helplessness model on early labora-
tory studies of animals. In these studies, dogs exposed to an inescapable electric shock 
showed the learned helplessness effect by failing to learn to escape when escape became pos-
sible (Overmier & Seligman, 1967; Seligman & Maier, 1967). Exposure to uncontrol-
lable forces apparently taught the animals that they were helpless to change the situation 
(Forgeard et al., 2011). Animals that developed learned helplessness showed behaviors 
similar to those of depressed people, including lethargy, lack of motivation, and difficulty 
acquiring new skills (Maier & Seligman, 1976).

Seligman (1975, 1991) proposed that some forms of depression in humans might 
result from exposure to apparently uncontrollable situations. Such experiences can instill 
the expectation that future outcomes are beyond one’s ability to control (“Why try? I’ll 
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only wind up failing again”). A cruel vicious cycle may come into play in cases of depres-
sion. A few failures may produce feelings of helplessness and expectations of further fail-
ure. Perhaps you know people who have failed certain subjects, such as mathematics. 
They may come to believe themselves incapable of succeeding in math. They may thus 
decide that studying for the quantitative section of the Graduate Record Exam is a waste 
of time. They then perform poorly, completing the self-fulfilling prophecy, which further 
intensifies feelings of helplessness, leading to lowered expectations, and so on, in a vicious 
cycle.

Although it stimulated much interest, Seligman’s model failed to account for 
the low self-esteem typical of people who are depressed. Nor did it explain why depres-
sion persists in some people but not in others. Seligman and his colleagues (Abramson, 
Seligman, & Teasdale, 1978) offered a reformulation of the theory to meet such short-
comings. The revised theory held that perception of lack of control over future rewards 
or reinforcers did not by itself explain the persistence and severity of depression. It was 
also necessary to consider cognitive factors, especially ways in which people explain their 
failures and disappointments to themselves.

Seligman and his colleagues recast helplessness theory in terms of the social psy-
chology concept of attributional style. An attributional style is a personal style of expla-
nation. When disappointments or failures occur, we may explain them in various char-
acteristic ways. We may blame ourselves (an internal attribution), or we may blame the 
circumstances we face (an external attribution). We may see bad experiences as typical 
events (a stable attribution) or as isolated events (an unstable attribution). We may see 
them as evidence of broader problems (a global attribution) or as evidence of precise and 
limited shortcomings (a specific attribution). The reformulated helplessness theory holds 
that people who explain the causes of negative events (such as failure in work, school, or 
romantic relationships) according to the following three types of attributions are most 
vulnerable to depression:

1. Internal factors, or beliefs that failures reflect their personal inadequacies, rather 
than external factors, or beliefs that failures are caused by environmental factors

2. Global factors, or beliefs that failures reflect sweeping flaws in personality rather 
than specific factors, or beliefs that failures reflect limited areas of functioning

3. Stable factors, or beliefs that failures reflect fixed personality factors rather than 
unstable factors, or beliefs that the factors leading to failures are changeable

Let’s illustrate this attributional style with the example of a college stu-
dent who goes on a disastrous date. Afterward, he shakes his head in wonder 
and tries to make sense of his experience. An internal attribution for the calam-
ity is characterized by self-blame, as in “I really messed it up.” An external attri-
bution would place the blame elsewhere, as in “Some couples just don’t hit it 
off,” or “She must have been in a bad mood.” A stable attribution would sug-
gest a problem that cannot be changed, as in “It’s my personality.” An unstable 
attribution, on the other hand, would suggest a transient condition, as in “It was 
probably the head cold.” A global attribution for failure magnifies the extent of 
the problem, as in “I really have no idea what I’m doing when I’m with people.” 
A specific attribution, in contrast, chops the problem down to size, as in “My 
problem is how to make small talk to get a relationship going.”

The revised theory holds that each attributional dimension makes a 
specific contribution to feelings of helplessness. Internal attributions for nega-
tive events are linked to lower self-esteem. Stable attributions help explain the 
persistence—or, in medical terms, the chronicity—of helplessness cognitions. Global 
attributions are associated with the generality or pervasiveness of feelings of helplessness 
following negative events. The adoption of a negative attributional style (i.e., attributing 
negative life events to internal, stable, and global factors) is not only a recognized risk 
factor for depression but is also connected to an increased risk of anxiety disorders (Riso  
et al., 2003; Safford, 2008).

“is it me?” According to reformulated 
helplessness theory, the kinds of attributions 
we make concerning negative events 
can make us more or less vulnerable to 
depression. Responding to the breakup of 
a relationship by internalizing (“It’s me”), 
globalizing (“I’m totally worthless”), and 
stabilizing (“Things are always going to turn 
out badly for me”) can lead to depression.
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Biological Factors
A large and growing body of evidence points to important roles for biological factors, 
especially genetics and neurotransmitter functioning, in the development of depressive 
disorders.

GENETiC FACTORS Genetic factors play a significant role in determining a person’s risk 
of developing depressive disorders (e.g., Duric et al., 2010; Malhotra et al., 2011; Nes 
et al., 2012). Researchers are making progress drilling down to particular genes linked 
to depression (e.g., Kohli et al., 2011; Pinacho et al., 2011; Spijker et al., 2011; Zou et 
al., 2012). An emerging model in the field focuses on interactions of genetic and envi-
ronmental factors in major depression and other mood disorders (Jokela et al., 2007). 
Underscoring the importance of interactions between biological and psychosocial fac-
tors, investigators find that variation of particular genes involved in regulating serotonin 
is linked to greater risk of depression in the face of life stress (Karg et al., 2011; NIMH, 
2003). Serotonin is the neurotransmitter targeted by antidepressants such as Prozac and 
Zoloft, so it is not surprising it may play a role in proneness to depression.

What we have come to understand is that the effects of life stressors on the devel-
opment of depression are greater in people at high genetic risk (Lau & Eley, 2010). 
Developing a better understanding of the role that particular genes play in depression may 
lead to the use of gene therapy in treating depression by means of directly influencing the 
functioning of targeted genes (Alexander et al., 2010).

Let’s look more closely at evidence supporting the role of genetic factors in major 
depression. Not only does major depression tend to run in families, but the closer the 
genetic relationship people share, the more likely they are to share a depressive disorder. 
Yet, families share environmental as well as genetic similarities. To tease out the effects of 
genetic factors, investigators have turned to studies of twins. They examine the relative 
percentages of cases in which MZ, or identical, twins share a common trait or disorder, 
as compared with DZ, or fraternal, twins. The percentage of cases in which the twin of a 
person who is identified as having a given trait or disorder also has the trait or disorder is 
called the concordance (agreement) rate. Because MZ twins have 100% of genes in com-
mon, as compared with the 50% among DZ twins, evidence of a higher concordance rate 
among MZ twins provides strong support for a genetic contribution.

Ground-breaking research along these lines showed more than double the concor-
dance rate for major depression among MZ twins than among DZ twins (Kendler et al., 
1992b, 1993). This evidence provided strong support for a genetic component, but it was 
well short of the 100% concordance one would expect if genetics were solely responsible 
for these disorders. Although heredity appears to play an important role in major depres-
sion, it isn’t the only determinant and may not even be the most important determinant. 
Environmental factors, as well as the interactions of genetic and environmental influ-
ences, may be even more important contributors to the development of major depression 
(Kendler et al., 1999).

Before going further, we should note that different psychological disorders may 
share common genetic links. A breakthrough study reported in 2013 showed that five 
separate disorders—major depression, bipolar disorder, schizophrenia, autism, and atten-
tion deficit hyperactivity disorder—all share certain genetic variations in common (Cross-
Disorder Group of the Psychiatric Genomics Consortium, 2013). Two people may share 
the same genetic risk factor but develop very different disorders depending on their par-
ticular life experiences or other factors (Kolata, 2013). Developing a better understanding 
of the common genetic risk factors that cut across various psychological disorders may 
lead to new ways of classifying disorders that take into account underlying genetic pat-
terns as well as differences in symptom presentation.

BiOChEMiCAL FACTORS AND BRAiN ABNORMALiTiES Research on the biological  
underpinnings of mood disorders has largely focused on abnormalities in neurotransmitter  

7.7  Describe biological 
factors in depression.
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activity in the brain. Early research, more than 50 years ago, showed that drugs we  
now call antidepressants, which increase levels of the neurotransmitters norepinephrine 
and serotonin in the brain, often helped relieve depression. Might depression be caused 
simply by a lack of key neurotransmitters in the brain? Investigators discount this view, 
in part because antidepressants boost levels of neurotransmitters in the brain within a 
few days or even hours of use, but it usually takes weeks or months before the full thera-
peutic effects are achieved (Cyan & O’Leary, 2010). Also, evidence fails to show a lack 
of norepinephrine and serotonin in people with major depression (Belmaker & Agam, 
2008). Consequently, it is unlikely that depression is caused by a mere deficiency in 
serotonin or that antidepressants work simply by boosting levels of neurotransmitters in 
the brain.

More complex views of the role of neurotransmitters in depression are emerg-
ing. Among the intriguing possibilities is that depression may involve irregularities in the 
numbers of receptors on receiving neurons where neurotransmitters dock (having too 
many or too few), abnormalities in the sensitivity of these receptors to particular neuro-
transmitters, or irregularities in how these chemicals bind to receptors (Oquendo et al., 
2007; Sharp, 2006). It is conceivable that antidepressants work to relieve depression by 
altering the number or density of these receptors or their sensitivity to neurotransmitters, 
a process that takes time to unfold (hence the several weeks’ lag time before the effects 
of antidepressants occur). Although irregularities in how serotonin is used in the brain 
appear to be linked to depression (Carver, Johnson, & Joormann, 2008, 2009), investiga-
tors still don’t have a final answer about the exact role that serotonin or other neurotrans-
mitters play in depression or about the mechanisms explaining the therapeutic effects of 
antidepressants.

Another avenue of research into the biological underpinnings of mood disor-
ders focuses on abnormalities in the brain. Brain-imaging studies show reduced size 
and lower metabolic activity in mood disorder patients in areas of the brain involved in 
regulating thinking processes and mood, including the prefrontal cortex and the limbic 
system (e.g., Duman & Aghajanian, 2012; Kieseppä et al., 2010; Lorenzetti et al., 2010; 
Wang et al., 2012). The prefrontal cortex lies in the frontal lobes of the cerebral cortex 
and is the area of the brain responsible for higher mental functions, such as thinking, 
problem solving and decision making, and organizing thoughts and behaviors. Parts of 
the limbic system are involved in forming new memories. The neurotransmitters sero-
tonin and norepinephrine play important roles in regulating nerve impulses in the pre-
frontal cortex, so it is not surprising that evidence points to irregularities in this region 
of the brain.

As research using brain-imaging techniques continues, investigators will likely 
develop a clearer picture of how the brain of people with mood disorders differ from that 
of healthy individuals and perhaps even discover ways of better diagnosing these disorders 
and treating them. Other systems in the body, such as the endocrine system, may also 
play a role in the development of mood disorders in ways that future research may help 
clarify. As in other complex forms of abnormal behavior, such as anxiety disorders and 
schizophrenia, the underlying causes of depression in all likelihood involve multiple fac-
tors (Belmaker & Agam, 2008).

Causal Factors in Bipolar Disorders
Many investigators believe that multiple causes acting together contribute to the develop-
ment of bipolar disorders. Evidence points to cognitive deficits in people with bipolar 
disorder in recognizing facial cues of emotions in others—deficiencies that appear tied 
to abnormalities in the workings of the brain’s prefrontal cortex and limbic system (Izard 
et al., 2009; McClure-Tone, 2009). Brain-imaging studies find supporting evidence of 
abnormalities in many regions of the brain, especially those involved in processing emo-
tions (Degabriele & Lagopoulos, 2009; Henin et al., 2009).

7.8  Describe causal factors 
in bipolar disorders.
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a ClOseR look

Something Fishy About This

You may have heard that high concentrations of certain 
types of fish oil, especially omega-3 fatty acids, in the diet 
are linked to lower rates of cardiovascular disease. But you 

may not know that high dietary levels of fish oil are also linked to 
reduced risk of major depression and bipolar disorder (Yager, 2003). 
Omega-3 fatty acids are essential nutrients that the brain may need 
to function optimally. Although more research is needed, an increas-
ing body of evidence points to the value of including omega-3 fatty 
acids in treating depression (e.g., Carney 

et al., 2009; Lin et al, 2012; Martins et al., 2012; Montgomery & 
Richardson, 2008). Presently, omega-3 fatty acid supplements may 
be best suited as an adjunct to regular care, but not as a stand-alone 
treatment (Walsh, 2011).

We also have evidence from cross-national studies showing a link 
between high consumption of seafood, which is rich in omega-3 
fatty acids, and low rates of mood disorders (Parker et al., 2006). 
In one cross-national study, the country consuming the most sea-
food, Iceland, showed low rates of bipolar disorder, whereas coun-
tries with lower levels of seafood consumption, such as Germany, 
Switzerland, Italy, and Israel, showed higher rates (Noaghiul & 
Hibbeln, 2003). T / F

We should caution that causal linkages cannot be ascertained from 
observed relationships between eating fish and lower risks of mood 
disorders. Nevertheless, these linkages encourage researchers to 
explore further whether a dietary supplement may indeed live up 
to its popular billing as good brain food. In the meantime, salmon 
anyone?

Go fish. Might fish oil help combat mood disorders? We 
don’t have a definitive answer, but some evidence suggests 
there may be a value in adding to the diet certain types of fish 
oil, especially omega-3 fatty acids, in treating depression.

truth OR fiction

High levels of fish oil in the diet are linked to 
increased risk of bipolar disorder.

 FALSE  Actually, evidence links high levels of 
dietary fish oil to lower rates of mood disorders.

Genetic factors play a major role in bipolar disorder (Hyman, 2011). In a large 
population-based study in Finland, investigators found the concordance rate to be seven 
times greater among MZ twins than DZ twins (43% versus 6%, respectively) (Kieseppä  
et al., 2004). Genetics appears to play an even stronger role in bipolar disorder than it 
does in major depressive disorder (Belmaker & Agam, 2008).

Intriguing new findings reported in 2008 from Sweden showed a connection 
between higher risk of bipolar disorder and greater paternal age at birth, especially father’s 
age 55 and older (Frans et al., 2008). We should note that maternal age was less clearly 
connected to bipolar disorder in offspring. A possible explanation for the paternal link is 
that genetic errors tend to be more frequent in the sperm of older men, so it is possible 
that such defects predispose their offspring to certain psychological disorders, including 
bipolar disorder.

Investigators are actively tracking down specific genes in bipolar disorder (Lee 
et al., 2013). However, genes don’t tell the whole story. If bipolar disorder were caused 
entirely by genetics, then an identical twin of someone having the disorder would always 
develop the disorder, but this isn’t the case. Consistent with the diathesis–stress model, 
stressful life changes and underlying biological influences may interact with a genetic 
predisposition to increase a person’s vulnerability to bipolar disorder. Moreover, inves-
tigators have learned that stressful life events can trigger mood episodes in people with 
bipolar disorder (Miklowitz & Johnson, 2009). Negative life events (e.g., loss of a job, 
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marital conflicts) may precede depressive episodes, whereas both negative and positive 
life events (e.g., getting a new job) may precede a hypomanic or manic episode (Alloy 
et al., 2009).

Investigators are also learning more about the role of psychosocial factors in bipo-
lar disorder (Bender & Alloy, 2011). For example, social support from family members 
and friends can enhance the level of functioning of bipolar patients by providing them 
with a buffer against negative effects of stress. Moreover, the availability of social support 
appears to play a role in helping speed recovery from mood episodes and reducing the 
likelihood of recurrent episodes (Alloy et al., 2005).

Treatment of Mood Disorders
Just as different theoretical perspectives point to many factors that may be involved in the 
development of mood disorders, these models have spawned different approaches to treat-
ment. Here, we focus on the leading contemporary approaches.

Treating Depression
Depressive disorders are typically treated with psychotherapy, in the form of psychody-
namic therapy, behavior therapy, or cognitive therapy, or with biomedical treatments, 
such as antidepressant medication or electroconvulsive therapy (ECT). Sometimes a com-
bination of treatment approaches works best (Cuijpers et al., 2010; 2011b; Maina, Rosso, 
& Bogetto, 2009).

PSYChODYNAMiC TREATMENT Traditional psychoanalysis aims to help depressed 
people understand underlying ambivalent (conflicting) feelings toward important people 
(objects) in their lives whom they have lost or whose loss was threatened. By working 
through feelings of anger toward these lost objects, people can turn anger outward—
through verbal expression of feelings, for example—rather than leave it to fester and turn 
inward.

It can take years of traditional psychoanalysis to uncover and deal with uncon-
scious conflicts. Modern psychoanalytic approaches also focus on unconscious conflicts, 
but they are more direct, relatively brief, and focus on present as well as past conflicted 
relationships (Rosso et al., 2012). Some psychodynamic therapists also use behavioral 
methods to help clients acquire the social skills needed to develop a broader social net-
work. A recent meta-analysis of outcome studies supports the effectiveness of short-term 
psychodynamic therapy in treating depression (Driessen et al., 2010).

One form of psychodynamic treatment model receiving a good deal of research 
attention is interpersonal psychotherapy (IPT). This is a relatively brief therapy (usually 
lasting no more than 9 to 12 months) that emphasizes the role of interpersonal issues 
in depression and helps clients make healthy changes in their relationships (Weissman, 
Markowitz, & Klerman, 2000). IPT has emerged as an effective treatment for major 
depression and shows promise in treating other psychological disorders as well, including 
dysthymia, bulimia, and posttraumatic stress disorder (Markowitz et al., 2008; Rieger 
et al., 2010; Schramm et al., 2008; Weissman, 2007). Investigators also find IPT to be 
effective in treating depressed patients from other parts of the world, including sub- 
Saharan Africa (Bolton et al., 2003).

Although IPT shares some features with traditional psychodynamic approaches 
(principally the belief that early life experiences and rigid personality traits affect psycho-
logical adjustment), it differs from traditional psychodynamic therapy by focusing on the 
client’s current relationships rather than on unconscious internal conflicts of childhood 
origin.

IPT helps clients deal with unresolved or delayed grief reactions following the 
death of a loved one as well as with role conflicts in present relationships. The therapist 
also helps clients identify areas of conflict in their present relationships, understand the 

7.9  Identify and describe methods 
used to treat mood disorders.
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underlying issues, and consider ways of resolving them. If the problems in a relationship 
are beyond repair, the therapist helps the client consider ways of ending it and establish-
ing new relationships. Take the case of 31-year-old Sal D., whose depression was associ-
ated with marital conflict.

interpersonal psychotherapy. IPT is usually 
a brief, psychodynamically oriented therapy 
that focuses on issues in the person’s current 
interpersonal relationships. Like traditional 
psychodynamic approaches, IPT assumes 
that early life experiences are key issues in 
adjustment, but IPT focuses on the present—
the here and now.

Interpersonal Psychotherapy in a Case of Depression
Sal began to explore his marital problems in the fifth therapy session, becoming tear-
ful as he recounted his difficulty expressing his feelings to his wife because of feel-
ings of being “numb.” He felt that he had been “holding on” to his feelings, which 
was causing him to become estranged from his wife. The next session zeroed in on 
the similarities between him and his father, in particular how he was distancing him-
self from his wife in a similar way to how his father had kept a distance from him. By 
 session 7, a turning point had been reached. Sal expressed how he and his wife had 
become “emotional” and closer to one another during the previous week and how 
he was able to talk more openly about his feelings, and how he and his wife had been 
able to make a joint decision concerning a financial matter that had been worrying 
them for some time. When later he was laid off from his job, he sought his wife’s opin-
ion, rather than picking a fight with her as a way of thrusting his job problems on her. 
To his surprise he found that his wife responded positively—not “violently,” as he had 
expected—to times when he expressed his feelings. In his last therapy session (ses-
sion 12), Sal expressed how therapy had led to a “reawakening” within himself with 
respect to the feelings he had been keeping to himself—an openness that he hoped 
to create in his relationship with his wife.

Adapted from Klerman et al., 1984, pp. 111–113

BEhAviOR ThERAPY Behavior therapists generally focus on helping depressed patients 
develop more effective social or interpersonal skills and increasing their participation in 
pleasurable or rewarding activities. The most widely used behavioral treatment model, 
called behavioral activation, encourages patients to increase their frequency of rewarding or 
enjoyable activities (Chartier & Provencher, 2013; Kanter et al., 2010). Behavioral activa-
tion can produce substantial effects in treating depression (Carlbring et al., 2013; Dimidjian 

et al., 2011; Houghton, Curran, & Ekers, 2011; Hunnicutt-Ferguson, 
Hoxha, & Gollan, 2012). Behavioral approaches are often used along with  
cognitive therapy in a broader treatment model called  cognitive-behavioral 
therapy (also called cognitive behavior therapy), which is perhaps the most 
widely used psychological treatment for depression today.

COGNiTivE-BEhAviORAL ThERAPY Cognitive-behavioral therapists 
believe that distorted thinking (cognitive distortions) plays a key role in 
the development of depression. Depressed people typically focus on how 
they are feeling rather than on the thoughts that may underlie their feel-
ing states. That is, they usually pay more attention to how bad they feel 
than to the thoughts that may trigger or maintain their depressed moods. 
Aaron Beck and his colleagues (Beck et al., 1979) developed cognitive 
therapy, a leading form of cognitive-behavioral therapy (CBT), which 
focuses on helping people recognize and correct dysfunctional thought 
patterns. Table 7.5 shows some common examples of distorted, auto-

matic thoughts, the types of cognitive distortions they represent, and rational alternative 
responses that can be used to replace them.

Cognitive therapy and other forms of cognitive-behavioral therapy are relatively 
brief, lasting perhaps 14 to 16 weekly sessions. Therapists use a combination of behavioral 
and cognitive techniques to help clients identify and change dysfunctional thoughts and 
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develop more adaptive behaviors. For example, they help clients connect thought patterns 
to negative moods by having them monitor the automatic negative thoughts they experi-
ence throughout the day using a thought diary or daily record. Clients note when and 
where negative thoughts occur and how they feel at the time. Then the therapist helps 
the client challenge the negative thoughts and replace them with more adaptive thoughts. 
The following case example shows how a cognitive therapist works with a client to chal-
lenge the validity of thoughts that reflect the cognitive distortion called selective abstrac-
tion (the tendency to judge oneself entirely on the basis of specific weaknesses or flaws in 
character). The client judged herself to be totally lacking in self-control because she ate a 
single piece of candy while she was on a diet.

table 7.5 

Cognitive Distortions and Rational Responses

Automatic Thought kind of Cognitive Distortion Rational Response

I’m all alone in the world. All-or-nothing thinking It may feel like I’m all alone, but there are some people who 
care about me.

Nothing will ever work out for me. Overgeneralization No one can look into the future. Concentrate on the present.

My looks are hopeless. Magnification I may not be perfect looking, but I’m far from hopeless.

I’m falling apart. I can’t handle this. Magnification Sometimes, I just feel overwhelmed. But I’ve handled things 
like this before. I’ll just take it a step at a time and I’ll be okay.

I guess I’m just a born loser. Labeling and mislabeling Nobody is destined to be a loser. I need to stop talking myself 
down.

I’ve only lost 8 pounds on this diet. I 
should just forget it. I can’t succeed.

Negative focusing/minimization/
disqualifying the positive/jumping 
to conclusions/all-or-nothing 
thinking

Eight pounds is a good start. I didn’t gain all this weight 
overnight, and I have to expect that it will take time to lose it.

I know things must really be bad for 
me to feel this awful.

Emotional reasoning Feeling something doesn’t make it so. If I’m not seeing things 
clearly, my emotions will be distorted too.

I know I’m going to flunk this course. Fortune teller error Just focus on getting through this course, not jumping to 
negative conclusions.

I know John’s problems are really my 
fault.

Personalization I need to stop blaming myself for everyone else’s problems. 
There are many reasons why John’s problems have nothing  
to do with me.

Someone my age should be doing 
better than I am.

Should statements I need to stop comparing myself to others. All I can expect 
of myself is to do my best. What good does it do to compare 
myself to others? It only leads me to get down on myself 
rather than getting motivated.

I just don’t have the brains for college. Labeling and mislabeling Stop calling myself names like “stupid.” I can accomplish a lot 
more than I give myself credit for.

Everything is my fault. Personalization There I go again. Stop playing this game of pointing blame 
at myself. There’s enough blame to go around. Better yet, 
forget placing blame and try to think through how to solve 
this problem.

It would be awful if Sue turns me 
down.

Magnification It might be upsetting, but it needn’t be awful unless I make  
it so.

If people really knew me, they would 
hate me.

Mind reader What evidence is there for that? More people who get to 
know me like me than don’t like me.

If something doesn’t get better soon, 
I’ll go crazy.

Jumping to conclusions/
magnification

I’ve dealt with these problems this long without falling apart. I 
just have to hang in there. Things are not as bad as they seem.

I can’t believe I have another pimple 
on my face. This is going to ruin my 
whole weekend.

Mental filter Take it easy. A pimple is not the end of the world. It doesn’t 
have to spoil my whole weekend. Other people get pimples 
and seem to have a good time.

Source: Adapted from Beck et al., 1987.
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COGNiTivE ThERAPY FOR DEPRESSiON

 client: I don’t have any self-control at all.
 therapist: On what basis do you say that?
 c: Somebody offered me candy and I couldn’t refuse it.
 t: Were you eating candy every day?
 c: No, I just ate it this once.
 t: Did you do anything constructive during the past week to adhere to 

your diet?
 c: Well, I didn’t give in to the temptation to buy candy every time I saw it 

at the store. . . . Also, I did not eat any candy except that one time when 
it was offered to me and I felt I couldn’t refuse it.

 t: If you counted up the number of times you controlled yourself versus 
the number of times you gave in, what ratio would you get?

 c: About 100 to 1.
 t: So if you controlled yourself 100 times and did not control yourself just 

once, would that be a sign that you are weak through and through?
 c: I guess not—not through and through (smiles).

Beck et al., 1979, p. 68

Cognitive-behavioral therapies, including Beck’s cognitive therapy, have produced 
impressive results in treating major depression and reducing risks of recurrent episodes 
(e.g., Beck & Dozois, 2011; Hans & Hiller, 2013; Hollon & Ponniah, 2010; Rehm, 
2010). The benefits of cognitive-behavioral therapy appear comparable to those of antide-
pressant medication in treating depression, even in treating moderate to severe depression 
(Beck & Dozois, 2011; Fournier et al., 2009; Siddique et al., 2012). However, the com-
bination of psychological treatment and antidepressant medication in some cases may be 
more effective than either treatment alone (Cuijpers et al., 2009, 2010).

Biomedical Treatments
The most common biomedical approaches to treating mood disorders are the use of anti-
depressant drugs and electroconvulsive therapy for depression and lithium carbonate for 
bipolar disorder.

ANTiDEPRESSANT DRuGS The use of antidepressant drugs has skyrocketed in recent 
years in the United States, so much so that more than 1 in 10 adults is now taking them 
(Kuehn, 2011; Smith, 2012). Antidepressant use has mushroomed nearly 400% since 
1988 (Hendrick, 2011). One statistic that seems to pop off the page is that nearly one 
in four (23%) American women in the 40- to 59-year age range are now taking anti-
depressants (Mukherjee, 2012). A significant consequence of the rising use of antidepres-
sants is that fewer depressed patients today are receiving psychotherapy as compared with 
the 1990s (Dubovsky, 2012; Fullerton et al,. 2011). Although antidepressants are mostly 
used to treat depression, they are also employed to combat other psychological disorders, 
including anxiety disorders (see Chapter 5) and bulimia (see Chapter 9).

Antidepressants increase the availability of certain neurotransmitters in the brain, 
but they do so in different ways (see Figure 7.5). As noted in Chapter 2, there are four major 
classes of antidepressant drugs: (1) tricyclics (TCAs); (2) monoamine oxidase (MAO) inhibi-
tors; (3) selective serotonin-reuptake inhibitors (SSRIs); and (4) serotonin–norepinephrine  
reuptake inhibitors (SNRIs).

The tricyclics, which include imipramine (Tofranil), amitriptyline (Elavil), desip-
ramine (Norpramin), and doxepin (Sinequan), are so named because of their three-ringed 
molecular structure. They increase brain levels of the neurotransmitters norepinephrine 
and serotonin by interfering with the process of reuptake (reabsorption by the transmit-
ting cell) of these chemical messengers.
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The MAO inhibitors, such as phenelzine (Nardil), increase the availability of 
neurotransmitters by inhibiting the action of monoamine oxidase, an enzyme that nor-
mally breaks down or degrades neurotransmitters in the synapse. MAO inhibitors are less 
widely used than other antidepressants because of potentially serious interactions with 
certain foods and alcoholic beverages.

The SSRIs, such as fluoxetine (Prozac) and sertraline (Zoloft), work in a similar 
fashion as the TCAs by interfering with reuptake of neurotransmitters, but they have 
more specific effects on serotonin. The SNRIs, such as venlafaxine (Effexor), selectively 
target reuptake of both norepinephrine and serotonin, which increases levels of these 
neurotransmitters in the brain. It is unclear whether this dual-targeting action produces 
any clinically meaningful improvement in treatment response over other antidepressants 
(Dubovsky, 2008a; Nemeroff et al., 2008).

Investigators understand how antidepressants affect neurotransmitter levels, but, 
as noted earlier, the underlying mechanisms explaining how they work to relieve depres-
sion remains unclear. Potential side effects of tricyclics and MAO inhibitors include dry 
mouth, a slowing down of motor responses, constipation, blurred vision, sexual dysfunc-
tion, and, less frequently, urinary retention, paralytic ileus (a paralysis of the intestines, 
which impairs the passage of intestinal contents), confusion, delirium, and cardiovascular 
complications, such as reduced blood pressure. Tricyclics are also highly toxic, which 
raises the prospect of suicidal overdoses if the drugs are used without close supervision.

Research evidence shows that antidepressants help relieve symptoms of major 
depression and dysthymia (Imel et al., 2008; Kennedy et al., 2009a,b; Wolf & Hopko, 
2008). However, despite the dramatic effects touted in drug company commercials on 
television, full symptom relief (remission) in clinical trials typically occurs in only about 
one in three patients treated with a first round of antidepressants (e.g., Kennedy, Young, 
& Blier, 2011; Morehouse, MacQueen, & Kennedy, 2011; McClintock et al., 2011). 
Many patients continue to experience lingering symptoms such as insomnia, sadness, and 
problems with concentration. Moreover, investigators find that about two-thirds of the 
overall effects of antidepressants can be explained by placebo effects (Rief et al., 2009).

When one antidepressant doesn’t bring about symptom relief, switching to 
another one or adding another antidepressant or psychiatric drug (such as Abilify) may 
bring about a more favorable response (Blier & Blondeau, 2011; Coryell, 2011; Nelson  
et al., 2010). Among patients in a recent study who failed to respond to one antidepressant, 
adding cognitive-behavioral therapy together with switching to a different drug was more 
effective than switching drugs alone (Brent et al., 2008).

The severity of depression also needs to be considered when evaluating the effec-
tiveness of antidepressants. A review of six large-scale randomized controlled studies 

figure 7.5 
The actions of various types of 
antidepressants at the synapse. Tricyclic 
antidepressants and selective reuptake 
inhibitors (SSRIs and NSRIs) increase 
the availability of neurotransmitters 
by preventing their reuptake by the 
presynaptic neuron. MAO inhibitors work 
by inhibiting the action of monoamine 
oxidase, an enzyme that normally breaks 
down neurotransmitters in the synaptic 
cleft. 
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showed the relative benefits of antidepressants as compared with placebos (inert “sugar 
pills”) were greater in treating severely depressed people than those with milder depres-
sion (Fournier et al., 2010). More recently, however, other investigators reported that 
antidepressants worked well in treating both milder and more severe depression (Gibbons 
et al., 2012). More research is needed to clarify whether the benefits of antidepressants 
depend on the person’s level of depression.

Importantly, evidence shows little difference in effectiveness among various 
types of SSRIs or between SSRIs and the older generation of tricyclic antidepressants 
(Gartlehner et al., 2008; Serrano-Blanco et al., 2006). That said, SSRIs do hold two 
key advantages over the older drugs, which is why they have largely replaced them. The 
first advantage is that SSRIs are less toxic and thus less dangerous in cases of overdose. 
Secondly, they have fewer of the cardiovascular effects and other common side effects 
(such as dry mouth, constipation, and weight gain) associated with the tricyclics and 
MAO inhibitors. Still, they are not free of side effects, as Prozac and other SSRIs may 
lead to upset stomach, headaches, agitation, insomnia, lack of sexual drive, and impaired 
sexual responsiveness (see, for example, Nurnberg et al., 2008; Schweitzer, Maguire, & 
Ng, 2009). Antidepressants may actually worsen some associated features of depression, 
such as sleep problems (Morehouse, MacQueen, & Kennedy, 2011). Another, more  
significant concern is that use of antidepressants is associated with increased suicidal 
thinking in some children, adolescents, and young adults—an important issue we discuss 
further in Chapter 13.

Finally, another important concern with the use of antidepressant drugs is the high 
rate of relapse in patients when medication is withdrawn (Kellner et al., 2006; Mulder  
et al., 2009). Though relapses may occur even in patients who continue taking medica-
tion, the risk of relapse may be reduced when medication is continued for months after 
symptoms subside (Kim et al., 2011).

Cognitive-behavioral therapy (CBT) typically provides greater protection against 
relapse than antidepressant medication, perhaps because psychotherapy patients—unlike 
patients receiving only medication—learn skills in therapy they can later use to handle 
life stressors and disappointments (Beshai et al., 2011; Dobson et al., 2008; Spielmans, 
Berman, & Usitalo, 2011). CBT has been likened to a kind of psychological inocula-
tion, providing continued protection long after the initial dose is given (Smith, 2009). 
Adding psychotherapy to drug therapy not only helps boost treatment effects, but it also 
reduces risks of relapse, even after psychiatric drugs are withdrawn (Friedman et al., 2004; 
Oestergaard & Møldrup, 2011).

Overall, about 50% to 70% of depressed patients treated in outpatient settings 
respond favorably to either psychotherapy or antidepressant medication (USDHHS, 
1999). Some people who fail to respond to psychological approaches respond to anti-
depressants. The opposite is also true: Some people who fail to respond to drug therapy 
respond to psychological approaches.

ELECTROCONvuLSivE ThERAPY Electroconvulsive therapy (ECT), more commonly 
called shock therapy, continues to evoke controversy. The idea of passing an electric cur-
rent through someone’s brain may seem barbaric. Yet, evidence supports ECT as a gener-
ally safe and effective treatment for severe depression and shows that it can help relieve 
major depression, even in cases in which drug treatments have failed (Bailine et al., 2010; 
Faedda et al., 2010; Kellner et al., 2012). Estimates are that about 100,000 Americans 
undergo ECT annually (Dahl, 2008).

In ECT, an electrical current of between 70 and 130 volts is applied to the head to 
induce a convulsion that is similar to a grand mal epileptic seizure. ECT is usually admin-
istered in a series of 6 to 12 treatments, given three times per week over several weeks. The 
patient is put to sleep with a brief-acting general anesthetic and given a muscle relaxant to 
avoid wild convulsions that might result in injury. As a result, spasms may be barely per-
ceptible to onlookers. The patient awakens soon after the procedure and generally remem-
bers nothing. Although ECT had earlier been used in the treatment of a wide variety of  
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psychological disorders, including schizophrenia and bipolar disorder, the American 
Psychiatric Association recommends that ECT be used only to treat major depres-
sive disorder in people who do not respond to antidepressant medication.

ECT leads to significant improvement in a majority of people with major 
depression who had failed to respond to antidepressant medication (Hampton, 
2012; Medda et al., 2009; Reifler, 2006). It can also have dramatic effects on 
relieving suicidal thinking (Kellner et al., 2005). No one knows exactly how 
ECT works, but one possibility is that ECT helps normalize neurotransmitter 
activity in the brain.

Although ECT can be an effective short-term treatment of severe depres-
sion, it is no panacea. There is understandable concern among patients, rela-
tives, and professionals about possible risks, especially memory loss for events 
occurring around the time of treatment (Meeter et al., 2011). Another nagging 
problem with ECT is a high rate of relapse following treatment (Sackeim et al., 
2001). Many professionals view ECT as a treatment of last resort, to be consid-
ered only after other treatment approaches have been tried and failed.

All in all, effective psychological and pharmacological treatments are 
available for treating depressive disorders (Imel et al., 2008). Psychological 
treatment and drug therapies are generally comparable in their level of effec-
tiveness (Wolf & Hopko, 2008). In some cases, however, a combination of 
psychological and drug therapy may be more effective than either therapy alone. More 
invasive treatment, such as ECT, is also available for people of severe depression who fail 
to respond to other approaches.

Treating Bipolar Disorder
Bipolar disorder is most commonly treated with drugs that aim to stabilize mood swings.

LiThiuM AND OThER MOOD STABiLiZERS It could be said that the ancient Greeks 
and Romans were among the first to use lithium as a form of chemotherapy. They pre-
scribed mineral water that contained lithium for people with turbulent mood swings. 
Today, the drug lithium carbonate, a powdered form of the metallic element lithium, is 
widely used in treating bipolar disorder. T / F

Lithium helps reduce mania and stabilize moods in bipolar patients, and reduces 
the risk of relapse (Lichta, 2010; Shafti, 2010). People with bipolar disorder may be 
placed on lithium indefinitely to control their mood swings, just as diabetics may use 
insulin continuously to control their illness. Despite more than 40 years of use as a thera-
peutic drug, investigators still can’t say with certainty how lithium works.

Despite its benefits, lithium is no panacea. Many patients either fail to respond to 
the drug or cannot tolerate it (Nierenberg et al., 2013). Lithium treatment must be closely 
monitored because of potential toxic effects and other side effects. Lithium can also lead to 
mild memory problems, which may lead people to stop taking it. Side effects may include 
weight gain, lethargy, and grogginess, as well as a general slowing down of motor function-
ing. Long-term use can produce gastrointestinal distress and lead to liver problems.

Although lithium is still widely used, the drug’s limitations have prompted efforts 
to find alternative treatments. Anticonvulsant drugs used in the treatment of epilepsy 
can also help reduce manic symptoms and stabilize moods in people with bipolar disor-
der (Smith et al., 2010; van der Loos et al., 2009). These drugs include carbamazepine 
(Tegretol), divalproex (Depakote), and lamotrigine (Lamictal).

Anticonvulsant drugs may help people with bipolar disorder who fail to respond 
to lithium or cannot tolerate its side effects. Anticonvulsant drugs typically produce 
fewer or less severe side effects than lithium (Ceron-Litvoc et al., 2009). Because most 
manic patients do not respond adequately to any one drug, a combination of drugs that 
may include antipsychotic drugs used in the treatment of schizophrenia may improve 
the patient’s response (The BALANCE Investigators, 2010; Suppes et al., 2009, 2010). 

truth OR fiction

The ancient Greeks and Romans used a 
chemical to curb turbulent mood swings 
that is still used today.

 TRUE  The ancient Greeks and 
Romans did use a chemical substance to 
control mood swings that is still widely 
used today. It is called lithium.

Electroconvulsive therapy. ECT is helpful 
for many people with severe or prolonged 
depression who do not respond to other 
forms of treatment. Still, its use remains 
controversial.
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Tying it together

Mood disorders

Mood disorders involve the interplay of multiple factors. 
Consistent with the diathesis–stress model, depression 
may reflect an interaction of biological factors (such as 

genetic factors, neurotransmitter irregularities, or brain abnormali-
ties), psychological factors (such as cognitive distortions or learned 
helplessness), and social and environmental stressors (such as 
divorce or loss of a job).

Figure 7.6 illustrates a possible causal pathway on the basis of 
the diathesis–stress model. Let’s break it down. Stressful life 
events, such as prolonged unemployment or a divorce, may have 
a depressing effect by reducing neurotransmitter activity in the 
brain. These biochemical effects may be more likely to occur or 
may be more pronounced in people with a genetic predisposi-
tion, or diathesis, for depression. However, a depressive disorder 
may not develop, or may develop in a milder form, in people with 
more effective coping resources for handling stressful situations. 
For example, people who receive emotional support from others 
may be better able to withstand the effects of stress than those 
who have to go it alone. The same is true for people who make 
active coping efforts to meet the challenges they face in life.

Sociocultural factors can become sources of stress that influence 
the development or recurrence of mood disorders. These factors 
include poverty; overcrowding; exposure to racism, sexism, and 
prejudice; violence in the home or community; disproportion-
ately high stressful burdens placed on women; and family disin-
tegration. Other sources of stress that can contribute to mood 
disorders include negative life events such as the loss of a job, 
the development of a serious illness, the breakup of a romantic 
relationship, and the loss of a loved one.

The diathesis for depression may take the form of a psycho-
logical vulnerability involving a depressive thinking style, one 
characterized by tendencies to exaggerate the consequences 
of negative events, to heap blame on oneself, and to perceive 
oneself as helpless to effect positive change. This cognitive dia-
thesis may increase the risk of depression in the face of nega-
tive life events. These cognitive influences may also interact 
with a genetically based diathesis to further increase the risk 
of depression following stressful life events. The availability of 
social support from others may help bolster a person’s resis-
tance to stress during difficult times. People with more effective 
social skills may be better able to garner and maintain social 
reinforcement from others and thus be better able to resist 
depression than people lacking social skills. But biochemical 
changes in the brain might make it more difficult for people 
to cope effectively and bounce back from stressful life events. 
Lingering biochemical changes and feelings of depression may 
exacerbate feelings of helplessness, compounding the effects of 
the initial stressor.

Gender-related differences in coping styles may also come 
into play. According to Nolen-Hoeksema and colleagues 
(Nolen-Hoeksema, 2006, 2008; Nolen-Hoeksema, Morrow, & 
Fredrickson, 1993), women are more likely to ruminate when fac-
ing emotional problems, whereas men are more likely to abuse 
alcohol. These or other differences in coping styles may propel 
longer and more severe bouts of depression in women while set-
ting the stage for the development of drinking problems in men. 
As you can see, a complex web of contributing factors is likely 
involved in the development of mood disorders.

Potential Protective Factors

Factors reducing the likelihood 
of depression:

• Coping resources

• Social support 

+

Diathesis Potential Stress
Factors

• Psychological
 Vulnerability
 (e.g., dysfunctional 
 thought patterns) Depression

• Unemployment

• Death of loved one

• Divorce

• Sociocultural factors

• Loss of reinforcement

• Major life failure 

 or disappointment

• Biological
 Vulnerability
 (e.g., genetic
 predisposition) figure 7.6 

Diathesis–stress model of depression 
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a ClOseR look

Magnetic Stimulation Therapy for Depression

Mesmer would be proud. Franz Friedrich Mesmer 
(1734–1815) was the 18th-century Austrian physician 
from whose name the term mesmerism is derived. (We 

still sometimes speak of people being “mesmerized” by things.) 
He believed that hysteria was caused by an underlying imbalance 
in the distribution of a magnetic fluid in the body—a problem he 
believed he could correct by prodding the body with metal rods. 
A scientific commission of the time debunked Mesmer’s claims 
and attributed any cures he obtained to the effects of natural 
recovery or self-delusion (what we might today call the power of 
suggestion). The chairperson of the commission was none other 
than Benjamin Franklin, who served at the time as the ambassador 
to France from the newly independent United States. Although 
Mesmer’s theories and practices were discredited, recent evidence 
into the therapeutic use of magnetism suggests that he might have 
been on to something.

Fast forward 200 years. Australian doctors identified  
60 patients with major depression who had failed to respond 
to different types of antidepressants (Fitzgerald et al., 2003). 
In a double-blind controlled design, they treated these 
patients with either strong magnetic stimulation to the head 
(called transcranial magnetic stimulation, or TMS) or a fake 
treatment that had all the trappings of the active treatment 
except that the magnet was angled away to prevent magnetic 
stimulation of the brain. With TMS, a powerful electromagnet 
placed on the scalp generates a strong magnetic field that 
passes through the skull and affects the electrical activity of 
the brain.

After two weeks of treatment, patients receiving TMS showed 
clinical improvement in depression as opposed to the minimal 
change found in the control group. Improvement, however, 
was modest and did not occur in all patients. The investigators 
believe that longer treatment (at least four weeks) may be nec-
essary to produce more meaningful therapeutic benefits. This 
study adds to a growing body of evidence supporting the anti-
depressant effects of TMS (e.g., Fitzgerald et al., 2012; George 
et al., 2010; Kennedy et al., 2009b; Peng et al., 2012; Raya 
et al., 2011). The specific form and intensity of TMS needed to 
produce therapeutic effects remains under study. We should also 
note that TMS carries some potential risks, such as the possibil-
ity of seizures. However, the risk of seizures may be reduced by 
using low-frequency stimulation.

In sum, TMS shows promise as a new form of treatment for mod-
erate depression. Although it has been approved for medical 
use in Canada, it is still considered experimental in the United 
States. It also appears promising as an alternative to ECT for 
people with major depression who fail to respond to pharma-
cological treatment. TMS may be particularly helpful in treating 

depression because the prefrontal cortex in the left cerebral 
hemisphere becomes less active in depressed patients, and 
this part of the brain can be directly affected by TMS (Henry, 
Pascual-Leone, & Cole, 2003). We should caution, however, that 
more evidence is needed to support its efficacy and safety, and 
to determine whether it is more effective than alternative treat-
ments such as ECT, before it might be recommended for more 
general use in treating severe depression (Knapp et al., 2008). 
TMS may also have therapeutic benefits in treating other disor-
ders, such as posttraumatic stress disorder (Cohen et al., 2004) 
and possibly a form of dementia in older adults (Jorge et al., 
2008). T / F

Transcranial magnetic stimulation therapy. TMS is a promising 
therapeutic approach in which powerful magnets are used to help 
relieve depression.

Source: NIH Photo Library. http://infocenter.nimh.nih.gov/il/public_il/
searchresults.cfm
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However, because presently available drugs tend to produce only modest therapeutic 
gains, there remains a need to develop more effective treatments for mania (Calabrese 
& Kemp, 2008). More work also needs to be focused on treating the depressive phase of 
bipolar disorder, which is the more enduring phase of bipolar cycles and which is often 
resistant to drugs in present use (Frye, 2011; Nivoli et al., 2011; Suppes, 2011; Yatham, 
2011).

PSYChOLOGiCAL TREATMENTS Large-scale investigations of the effects of psycho-
logical treatments for bipolar disorder are under way. Early studies suggest that psycho-
social treatments, such as cognitive-behavioral therapy, interpersonal therapy, and family 
therapy, may be helpful when used along with drug therapy in the treatment of bipolar 
disorder (Alloy et al., 2005; Frank et al., 2005; González-Isasi et al., 2010; Miklowitz  
et al., 2007). Psychological treatment also helps boost adherence to a medication program 
in bipolar patients (Rougeta & Aubry, 2007).

Suicide
Suicidal thoughts are common enough. At times of great stress, many people have 
had fleeting thoughts of suicide. A nationally representative survey found that 13% of 
U.S. adults reported having experienced suicidal thoughts, and 4.6% reported making 
a suicide attempt (Kessler, Borges, & Walters, 1999). It is fortunate that most people 
who have suicidal thoughts do not act on them. Still, each year in the United States 
some 500,000 people are treated in hospital emergency rooms for attempted suicide, and 
more than 33,000 “succeed” in taking their lives (CDC, 2007; Mokdad et al., 2004). 
Suicide accounts for twice as many deaths as HIV/AIDS (NIMH, 2003). More than half 
of completed suicides involve the use of firearms (Miller & Hemenway, 2008). Suicide 
exacts a heavy toll on the nation, as you can see in statistics reported by the U.S. Surgeon 
General (see Table 7.6).

truth OR fiction

Placing a powerful electromagnet on the 
scalp can help relieve depression.

 TRUE  In a number of research 
studies, magnetic stimulation of 
the head has been shown to have 
antidepressant effects.

7.10  Identify risk 
factors in suicide.

table 7.6 

u.S. Surgeon General’s Report on Suicide:  
Cost to the Nation

•   Every 17 minutes another life is lost to suicide. Every day, nearly 100 Americans take 
their own lives and over 1,500 attempt suicide.

•   Suicide is now the eighth leading cause of death in Americans.
•   For every two victims of homicide in the United States, there are three deaths from 

suicide.
•   There are now twice as many deaths due to suicide than due to HIV/AIDS.
•   Between 1952 and 1995, the incidence of suicide among adolescents and young adults 

nearly tripled.
•   In the month prior to their suicide, 75% of elderly persons had visited a physician.
•   Over half of all suicides occur in adult men, ages 25 to 65.
•   Many who make suicide attempts never seek professional care immediately after the 

attempt.
•   Men are four times more likely to commit suicide than are women.
•   More teenagers and young adults die from suicide than from cancer, heart disease, 

AIDS, birth defects, stroke, pneumonia and influenza, and chronic lung disease 
combined.

•   Suicide takes the lives of more than 30,000 Americans every year.

Source: Center for Mental Health Services, 2001.
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Suicidal behavior is not a psychological disorder in itself. But it is often a feature or 
symptom of an underlying psychological disorder, usually a mood disorder (Bernal et al., 2007), 
which is why we discuss it in this chapter. Not surprisingly, suicide attempts are more likely in 
people with major depression during a major depressive episode than between episodes (Holma 
et al., 2010). Estimates are that about 60% of people who commit suicide suffer from a mood 
disorder (National Strategy for Suicide Prevention, 2001).

Who Commits Suicide?
What do you think is the second leading cause of death among college students, after motor 
vehicle accidents? Drugs? Homicide? The answer is suicide, with an estimated 1,000 suicides 
and 24,000 suicide attempts annually among college students aged 18 to 24 (Lamberg, 2006; 
Rawe & Kingsbury, 2006).

SuiCiDE iN OLDER ADuLTS Although attention is focused on the tragedy of young people 
and suicide, as well it should be, suicide rates are actually highest among adults aged 65 and 
older, especially older White males (CDC, 2009c; Mills et al., 2013; see Figure 7.7). (We  discuss 
youth suicide further in Chapter 13.)

Despite life-extending advances in medical care, some older adults find the quality of 
their lives less than satisfactory. Older people are more susceptible to diseases such as cancer and 
Alzheimer’s, which can leave them with feelings of helplessness and hopelessness that, in turn, 
can give rise to depression and suicidal thinking (Starkstein et al., 2005).

Many older adults also suffer a mounting accumulation of losses of friends and loved 
ones, leading to social isolation (Stroebe, Stroebe, & Abakoumkin, 2005). These losses, as well 
as the loss of good health and of a responsible role in the community, may wear down the will 
to live. Not surprisingly, the highest suicide rates in older men are among those who are wid-
owed or socially isolated. Society’s increased acceptance of suicide in older people may also play 
a part. Whatever the causes, suicide has become an increased risk for elderly people. Perhaps 
society should focus its attention on the quality of life that is afforded to our elderly, in addition 
to providing them the medical care that helps make longer life possible.

GENDER AND EThNiC/RACiAL DiFFERENCES More women attempt suicide, but more 
men “succeed” (Hawton et al., 2013). For every female suicide, there are about four male sui-
cides. More males succeed in large part because they tend to choose quicker-acting and more 
lethal means, such as handguns.
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figure 7.7 
Suicide rates according to age. Although adolescent suicides may be more highly publicized, adults, 
especially older adults, have higher suicide rates. Source: U.S. Department of Health and Human 
Services, Centers for Disease Control and Prevention, National Center for Injury Prevention and 
Control, June 11, 2009.
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Suicides are more common among (non-Hispanic) White Americans and Native 
Americans than among African Americans, Asian Americans, or Hispanic Americans 
(Garlow, Purselle, & Heninger, 2005; Gone & Trimble, 2012) (see Figure 7.8). White 
Americans are more than twice as likely to take their own lives as African Americans (Joe 
et al., 2006). Yet the highest suicide rates in the nation are found among Native American 
adolescent and young adult males (Meyers, 2007).

Hopelessness and exposure to others who have attempted or committed suicide 
may contribute to the increased risk of suicide among Native American youth. Native 
American youth at greatest risk tend to be reared in communities that are largely isolated 
from U.S. society. They perceive themselves as having relatively few opportunities to gain 
the skills necessary to join the workforce in the larger society and are also relatively more 
prone to substance abuse, including alcohol abuse. Knowledge that peers have attempted 
or completed suicide renders suicide a highly visible escape from psychological pain.

Why Do People Commit Suicide?
To many lay observers, suicide seems so extreme an act that they believe only “insane” peo-
ple (meaning people who are out of touch with reality) would commit suicide. However, 
suicidal thinking does not necessarily imply loss of touch with reality, deep-seated uncon-
scious conflict, or a personality disorder. Having thoughts about suicide generally reflects 
a narrowing of the range of options people think are available to them for dealing with 
their problems. That is, they are discouraged by their problems and see no other way out.

The risk of suicide is much higher among people with severe mood disorders, 
such as major depression and bipolar disorder (Gonda et al., 2012; Hawton et al., 2013). 
People who suffer from more severe and chronic mood disorders and those who have 
repeated episodes of major depression are at even greater risk (Witte et al., 2009). But 
we shouldn’t think that suicide is limited to people with severe mood disorders. Suicide 
and attempted suicide are also linked to many other psychological disorders, includ-
ing alcoholism and drug dependence, anxiety disorders, anorexia, schizophrenia, panic  
disorder, personality disorders, posttraumatic stress disorder, and borderline personality 
disorder (e.g., Bolton et al., 2008; Ceskova, Prikryl, & Kasparek, 2011; Restifo, Harkvay-
Friedman, & Shrout, 2009; Wilcox, Storr, & Breslau, 2009).

Past suicide attempts are an important predictor of later suicide attempts (Bolton 
et al., 2010; Hawton et al., 2013). Sadly, people who fail on a first attempt often suc-
ceed on a subsequent attempt. Those who survive an attempt but express to others that 
they wish they had died are more likely to go on to eventually complete suicide than are 
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Ethnicity and suicide rates. Suicide rates are higher among males than females, and higher 
among non-Hispanic White Americans and Native Americans than other ethnicities. Source: 
National Suicide Statistics at a Glance, Centers for Disease Control, National Center for Injury 
Prevention and Control, 2009.
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those who express ambivalence about the attempt (Henriques et al., 2005). Adolescents 
who have a history of attempted suicide stand a risk of a later completed suicide that is 
14 times higher in females and 22 times higher in males as compared with the general 
adolescent population (Olfson et al., 2005).

Not all suicides are connected with psychological disorders. Some people suffering 
from intractable pain or terminal illness may seek to escape further suffering by taking their 
own lives. These suicides are sometimes labeled “rational suicides” in the belief that they are 
based on a rational decision that life is no longer worth living in light of continual suffering. 
However, in many of these cases, the person’s judgment and reasoning ability may be colored 
by an underlying and potentially treatable psychological disorder, such as depression. Other 
suicides are motivated by deep-seated religious or political convictions, as in the case of people 
who sacrifice themselves in acts of protest against their governments or who kill themselves 
and others in suicide bombings in the belief that their acts will be rewarded in an afterlife.

Suicide attempts often occur in response to highly stressful life events, especially “exit 
events,” such as the death of a spouse, close friend, or relative; divorce or separation; a family 
member’s leaving home; or the loss of a close friend. Unemployment is also linked to higher 
risks of suicide (Barr et al., 2012). People who consider suicide in times of stress may lack 
problem-solving skills and may be unable to find alternative ways of coping with stressors.

Theoretical Perspectives on Suicide
The classic psychodynamic model views depression as the turning inward of anger against 
the internal representation of a lost love object. Suicide then represents inward-directed 
anger that turns murderous. Suicidal people, then, do not seek to destroy themselves. 
Instead, they seek to vent their rage against the internalized representation of the love 
object. In so doing, they destroy themselves as well, of course. In his later writings, Freud 
speculated that suicide may be motivated by the “death instinct,” a tendency to return to 
the tension-free state that preceded birth. Existential and humanistic theorists relate sui-
cide to the perception that life has become meaningless, empty, and essentially hopeless.

In the 19th century, social thinker Emile Durkheim (1897/1958) noted that peo-
ple who experienced anomie—who feel lost, without identity, rootless—are more likely to 
commit suicide. Sociocultural theorists likewise believe that alienation may play a role in 
suicide. In our modern, mobile society, people frequently move hundreds or thousands 
of miles to schools and jobs. Many people are socially isolated or cut off from their sup-
port groups. Moreover, city dwellers tend to limit or discourage informal social contacts 
because of crowding, overstimulation, and fear of crime. It is thus understandable that 
many people find few sources of support in times of crisis. In some cases, family support 
is available but not helpful. Family members may be perceived as part of the problem, not 
part of the solution.

Learning theorists focus largely on the lack of problem-solving skills for handling 
significant life stress. According to Shneidman (1985), those who attempt suicide wish 
to escape unbearable psychological pain and may perceive no other way out. People who 
threaten or attempt suicide may also receive sympathy and support from loved ones and 
others, perhaps making future—and more lethal—attempts more likely. This is not to 
suggest that suicide attempts or gestures should be ignored. People who threaten suicide 
are not merely seeking attention. Although those who threaten suicide may not carry out 
the act, they should be taken seriously. People who commit suicide often tell others of 
their intentions or provide clues. Moreover, many people make aborted suicide attempts 
before they go on to make actual suicide attempts.

Social-cognitive theorists suggest that suicide may be motivated by personal expec-
tancies, such as beliefs that one will be missed by others or that survivors will feel guilty for 
having mistreated the person, or that suicide will solve one’s own problems or even other 
people’s problems (e.g., “He won’t have to worry about me any longer”) in one fell swoop.

Social-cognitive theorists also focus on the potential modeling effects of observ-
ing suicidal behavior in others, especially among teenagers who feel overwhelmed by 

7.11 Identify the major theoretical 
perspectives on suicide.
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 academic and social stressors. A social contagion, or spreading of suicide in a community, 
may occur in the wake of suicides that receive widespread publicity. Teenagers, who seem 
to be especially vulnerable to these modeling effects, may even romanticize the suicidal 
act as one of heroic courage. The incidence of suicide among teenagers sometimes rises 
 markedly in the period following news reports about suicide. Copycat suicides may be 
more likely to occur when reports of suicides are sensationalized. Teenagers may come 
to expect their deaths will have a meaningful impact on their families and communities.

Biological factors are also implicated in suicide, including genetic factors and 
neurotransmitter imbalances involving the mood-regulating chemical serotonin (Crowell  
et al., 2008; Kohli et al., 2010; Uher & Perroud, 2010). Because serotonin is linked to 
depression, the relationship with suicide is not surprising. Yet serotonin also acts to curb 
or inhibit nervous system activity, so perhaps lowered serotonin activity leads to disinhibi-
tion, or release, of impulsive behavior that takes the form of a suicidal act in vulnerable 
individuals. Genes that affect the regulation of serotonin in the brain are also implicated 
in suicide (Crowell et al., 2008; Must et al., 2009).

Mood disorders in family members and parental suicide are also connected with 
suicide risk. But what are the causal connections? Do people who attempt suicide inherit 
vulnerabilities to mood disorders that are connected with suicide? Does the family atmo-
sphere promote feelings of hopelessness? Does the suicide of one family member give others 
the idea of doing the same thing? Does one suicide create the impression that other family 
members are destined to kill themselves? These are all questions researchers need to address.

Suicide is often motivated by the desire to escape from unbearable emotional pain. 
Here, the celebrated actress Patty Duke, who rose to acclaim in childhood by playing the 
role of Helen Keller in the movie The Miracle Worker and who battled bipolar disorder 
throughout much of her life, expresses how the desire to escape pain motivated many of 
the suicide attempts she had made in her life.

Starry, starry night. The famed artist Vincent 
van Gogh suffered from severe bouts of 
depression and eventually took his own life 
at the age of 37, dying of a self-inflicted 
gunshot wound. In this self-portrait,  
van Gogh strikes a melancholy pose that 
allows the viewer to sense the deep despair 
he had endured.

“I” “Please Make This Stop”
I can’t even remember how many times I tried to kill myself. Not all of them got as 
far as actually taking the pills or digesting the pills. And it was almost always pills, 
although I did make a show sometimes of trying to use razors. But I always chickened 
out. A couple of times I tried to jump out of a moving car. But I didn’t seem willing 
to inflict physical pain on myself. Some of the attempts continued to be attention-
getting devices. Others came out of so much pain. I just wanted it to stop. I wish I had 
a more colorful, more profound way to describe it, but the only thoughts that went 
through my head were “Please make this stop. Please make me brave enough to die 
so that this anguish will stop.”

Duke, P., & Hochman, G. (1992). A brilliant madness. New York: Bantam Dell.

Suicide involves a complex web of factors, and predicting it is not simple. 
Moreover, many myths about suicide abound (see Table 7.7). Yet, it is clear that many 
suicides could be prevented if people with suicidal feelings received treatment for under-
lying disorders, including depression, bipolar disorder, schizophrenia, and alcohol and 
substance abuse. We also need strategies that emphasize the maintenance of hope during 
times of severe stress.

Predicting Suicide
“I don’t believe it. I just saw him last week and he looked fine.”
 “She sat here just the other day, laughing with the rest of us. How were we to know  
 what was going on inside her?”
 “I knew he was depressed, but I never thought he’d do something like this.  
 I didn’t have a clue.”
“Why didn’t she just call me?”
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Friends and family members often respond to news of a 
suicide with disbelief or guilt that they failed to pick up signs of 
the impending act. Yet even trained professionals find it difficult to 
predict who is likely to commit suicide.

Evidence points to the pivotal role of hopelessness about 
the future in predicting suicidal thinking and suicide attempts 
(Kaslow et al., 2002; Hawton et al., 2013). But when does hope-
lessness lead to suicide?

People who commit suicide tend to signal their intentions, 
often quite explicitly, such as by telling others about their suicidal 
thoughts. Yet, some cloak their intentions. Behavioral clues may 
reveal suicidal intent. Edwin Shneidman, a leading researcher on 
suicide, found that 90% of the people who committed suicide had 
left clear clues, such as disposing of their possessions (Gelman, 
1994). People contemplating suicide may also suddenly try to sort 
out their affairs, as in drafting a will or buying a cemetery plot. 
They may purchase a gun despite lack of prior interest in firearms. 
When troubled people decide to commit suicide, they may seem 
to be suddenly at peace; they feel relieved because they no lon-
ger have to contend with life problems. This sudden calm may be 
misinterpreted as a sign of hope. Other factors linked to increased 
suicidal risk include substance abuse, financial problems, a recent 
crisis, medical problems, and relationship problems (Logan, Hall, 
& Karch, 2011).

The prediction of suicide is not an exact science, even for experienced profes-
sionals. Many observable factors, such as hopelessness, seem to be connected with 
suicide, but we cannot accurately predict when a hopeless person will attempt suicide, 
if at all.

table 7.7 

Myths About Suicide

Myth Fact

People who threaten suicide  
are only seeking attention.

Not so. Researchers report that most people who 
commit suicide gave prior indications of their 
intentions or consulted a health provider beforehand 
(Luoma, Martin, & Pearson, 2002). T / F

A person must be insane to 
attempt suicide.

Most people who attempt suicide may feel hopeless, 
but they are not insane (i.e., out of touch with 
reality).

Talking about suicide with a 
depressed person may prompt 
the person to attempt it.

An open discussion of suicide with a depressed 
person does not prompt the person to attempt it. 
In fact, extracting a promise that the person will not 
attempt suicide before calling or visiting a mental 
health worker may well prevent a suicide.

People who attempt suicide  
and fail aren’t serious about 
killing themselves.

Most people who commit suicide have made 
previous unsuccessful attempts.

If someone threatens suicide, it 
is best to ignore it so as not to 
encourage repeated threats.

Although some people do manipulate others by 
making idle threats, it is prudent to treat every 
suicide threat as genuine and to take appropriate 
action.

Source: Adapted from Nevid, J. S. (2013). Psychology: Concepts and applications, (4th ed.). 
Belmont, CA: Cengage Learning. Reprinted by permission.

truth OR fiction

People who threaten suicide are 
basically attention seekers.

 FALSE  Although people who 
threaten suicide may not carry out 
the act, their threats should be taken 
seriously. People who plan to commit 
suicide often leave clues or tell others 
of their intentions.

Suicide hotlines. Telephone hotlines provide emergency assistance and 
referral services to people experiencing suicidal thoughts or impulses. 
If you know someone experiencing suicidal thoughts or threatening 
suicide, speak to a mental health professional or call a suicide hotline in 
your community for advice.

7.12  Apply your knowledge of 
factors in suicide to steps you can 
take if someone you knew was 
experiencing suicidal thoughts.
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a ClOseR look

Suicide Prevention

Imagine yourself having an intimate conversation with a close 
campus friend, Chris. You know that things have not been good. 
Chris’s grandfather died six weeks ago, and the two had been 

very close. Chris’s grades have been going downhill, and Chris’s 
romantic relationship also seems to be coming apart at the seams. 
Still, you are unprepared when Chris says very deliberately, “I just 
can’t take it anymore. Life is just too painful. I don’t feel like I want 
to live anymore. I’ve decided that the only thing I can do is to kill 
myself.”

When somebody discloses that he or she is contemplating sui-
cide, you may feel bewildered and frightened, as if a great bur-
den has been placed on your shoulders. It has been. If someone 
confides suicidal thoughts to you, your goal should be to per-
suade him or her to see a professional, or to get the advice of a 
professional yourself as soon as you can. But if the suicidal per-
son declines to talk to another person and you sense you can’t 
break away for such a conference, here are some things you can 
do then and there:

1.  Draw the person out.  Shneidman advises framing questions 
such as “What’s going on?” “Where do you hurt?” “What 
would you like to see happen?” (Schneidman 1985, p. 11). 
Such questions may prompt people to verbalize thwarted 
psychological needs and offer some relief. They also grant you 
the time to appraise the risk and contemplate your next move.

2.  Be sympathetic. Show that you fathom how troubled the 
person is. Don’t say something like, “You’re just being silly. 
You don’t really mean it.”

3.  Suggest that means other than suicide can be discovered to 
work out the person’s problems, even if they are not appar-
ent at the time. Shneidman (1985) notes that suicidal people 
can usually see only two solutions to their predicaments— 
suicide or some kind of magical resolution. Professionals try 
to help them see the available alternatives.

4.  Ask how the person expects to commit suicide. People with 
explicit methods who also possess the means (e.g., a gun 
or drugs) are at greatest risk. Ask if you may hold on to the 
gun, drugs, or whatever, for a while. Sometimes the person 
agrees.

5.  Propose that the person accompany you to consult a profes-
sional right away. Many campuses, towns, and cities have 
hotlines that you or the suicidal individual can call anony-
mously. Other possibilities include the emergency room of 
a general hospital, a campus health center or counseling 
center, or the campus or local police. If you are unable to 
maintain contact with the suicidal person, get professional 
assistance as soon as you separate.

6.  Don’t say something like “You’re talking crazy.” Such com-
ments are degrading and injurious to the individual’s self-
esteem. Don’t press the suicidal person to contact specific 
people, such as parents or a spouse. Conflict with these  
people may have given rise to the suicidal thoughts.

Above all, keep in mind that your primary goal is to confer with a 
helping professional. Don’t go it alone any longer than you must.
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Types of Mood Disorders
7.1 Define the term mood disorder and describe the key  
features of major depressive disorder.
Mood disorders are disturbances in mood that are unusually pro-
longed or severe and serious enough to impair daily functioning. 
Mood disorders are divided into two major types: (1) unipolar dis-
orders (major depressive disorder, persistent depressive disorder, and 
premenstrual dysphoric disorder, all of which are characterized by 
a downward mood disturbance); and (2) bipolar disorders (bipolar 
disorder and cyclothymic disorder), which are characterized by mood 
swings.

In major depression, there is a profound change in mood that 
impairs the person’s ability to function. The associated features  
of major depressive disorder include downcast mood; changes in 
appetite; difficulty sleeping; reduced sense of pleasure in formerly 
enjoyable activities; feelings of fatigue or loss of energy; sense of 
worthlessness; excessive or misplaced guilt; difficulties concentrating, 
thinking clearly, or making decisions; repeated thoughts of death or 
suicide; attempts at suicide; and even psychotic behaviors (hallucina-
tions and delusions).

7.2 Evaluate factors that may account for the increased rates 
of depression among women.
Women are nearly twice as likely as men to suffer from major depres-
sion. The reasons are complex, but a number of factors may be 
involved, including the greater stress burden many women shoulder, 
hormonal influences, gender differences in coping styles (rumination 
versus distraction), greater influence in women of interpersonal rela-
tionships on self-esteem, and under-reporting of depression in men.

7.3 Describe the key features of persistent depressive  
disorder and premenstrual dysphoric disorder.
Persistent depressive disorder involves chronic forms of major depres-
sive disorder or milder depression. These forms of depression vary in 
severity but both are associated with impaired functioning in social and 
occupational roles. Premenstrual dysphoric disorder is characterized by 
marked changes in mood during the woman’s premenstrual period.

7.4 Describe the key features of bipolar disorder and  
cyclothymic disorder.
In bipolar disorder, people experience fluctuating mood states that 
interfere with their ability to function. Bipolar I disorder is identi-
fied by one or more manic episodes and, typically, by alternating 
episodes of major depression. Manic episodes are characterized by 
sudden elevation or expansion of mood and sense of self-importance, 
feelings of almost boundless energy, hyperactivity, and extreme socia-
bility, which often takes a demanding and overbearing form. People 

in manic episodes tend to exhibit pressured or rapid speech, rapid 
“flight of ideas,” and decreased need for sleep. Bipolar II disorder is 
characterized by the occurrence of at least one major depressive epi-
sode and one hypomanic episode, but without any full-blown manic 
episodes. Cyclothymic disorder is characterized by a chronic pattern 
of mild mood swings that sometimes progresses to bipolar disorder.

Causal Factors in Depressive Disorders
7.5 Evaluate the role of stress in depression.
Exposure to life stress is associated with an increased risk of devel-
opment and recurrence of mood disorders, especially major depres-
sion. Yet some people are more resilient in the face of stress, perhaps 
because of psychosocial factors such as social support.

7.6 Describe the major psychological models of depression.
In classic psychodynamic theory, depression is viewed in terms of 
inward-directed anger. People who hold strongly ambivalent feel-
ings toward people they have lost, or whose loss is threatened, may 
direct unresolved anger toward the inward representations of these 
people whom they have incorporated or introjected within them-
selves, producing self-loathing and depression. Bipolar disorder is 
understood within psychodynamic theory in terms of the shifting 
balances between the ego and superego. More recent psychodynamic 
models, such as the self-focusing model, incorporate both psycho-
dynamic and cognitive aspects in explaining depression in terms of 
self-absorption with the lost love object.

Humanistic theorists view depression as reflecting a lack of 
meaning and authenticity in a person’s life. Learning theorists explain 
depression by focusing on situational factors, such as changes in the 
level of reinforcement. When reinforcement is reduced, the person 
may feel unmotivated and depressed, which can occasion inactivity 
and further reduce opportunities for reinforcement. Coyne’s inter-
actional theory focuses on the negative family interactions that can 
lead the family members of people with depression to become less 
reinforcing toward them.

Beck’s cognitive model focuses on the role of negative or dis-
torted thinking in depression. Depression-prone people hold nega-
tive beliefs about themselves, the environment, and the future. This 
cognitive triad of depression leads to specific errors in thinking, or 
cognitive distortions, in response to negative events, which, in turn, 
lead to depression.

The learned helplessness model is based on the belief that people 
may become depressed when they come to view themselves as help-
less to control the reinforcements in their environment or to change 
their lives for the better. A reformulated version of the theory holds 
that the ways in which people explain events—their attributions—
determine their proneness toward depression in the face of negative 
events. The combination of internal, global, and stable attributions 
for negative events renders a person most vulnerable to depression.

7.7 Describe biological factors in depression.
Genetics appears to play a role in explaining major depressive disor-
der, as does imbalances in neurotransmitter activity in the brain. The 
diathesis–stress model is an explanatory framework that illustrates 
how biological or psychological diatheses may interact with stress in 
the development of mood disorders such as major depression.

summing up7
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Causal Factors in Bipolar Disorders
7.8 Describe causal factors in bipolar disorders.
Genetics appears to play an important role in bipolar disorder, but 
stressful life experiences also contribute. Bipolar disorders are per-
haps best explained in terms of multiple causes acting together within 
a diathesis–stress framework. Social support may be important in 
speeding recovery from mood episodes and reducing the risks of 
recurrences.

Treatment of Mood Disorders
7.9 identify and describe methods used to treat mood  
disorders.
Psychodynamic treatment of depression has traditionally focused on 
helping the depressed person uncover and work through ambivalent 
feelings toward the lost object, thereby lessening the anger directed 
inward. Modern psychodynamic approaches tend to be more direct 
and briefer and focus more on developing adaptive means of achiev-
ing self-worth and resolving interpersonal conflicts. Learning theory 
approaches have focused on helping people with depression increase 
the frequency of reinforcement in their lives through means such as 
increasing the rates of pleasant activities in which they participate. 
Cognitive therapists focus on helping people identify and correct 
distorted or dysfunctional thoughts and learn more adaptive behav-
iors. Biomedical treatments have focused on the use of antidepres-
sant drugs and other biological treatments, such as electroconvulsive 
therapy. Antidepressant drugs may help normalize neurotransmitter 
functioning in the brain. Bipolar disorder is commonly treated with 
either lithium or anticonvulsant drugs.

Suicide

7.10 identify risk factors in suicide.
Mood disorders are often linked to suicide. Although women are 
more likely to attempt suicide, more men actually succeed, probably 
because they select more lethal means. The elderly—not the young—
are more likely to commit suicide. People who attempt suicide are 
often depressed, but they are generally in touch with reality. They 
may, however, lack effective problem-solving skills and see no other 
way of dealing with life stress than suicide. A sense of hopelessness 
also figures prominently in suicides.

7.11 identify the major theoretical perspectives on suicide.
These draw on the classic psychodynamic model of anger turned 
inward; the role of social alienation; and learning, social-cognitive, 
and biologically based perspectives.

7.12 Apply your knowledge of factors in suicide to steps 
you can take if someone you knew was experiencing suicidal 
thoughts.
You should never ignore a person’s threat to commit suicide. 
Although not all people who threaten suicide go on to commit the 
act, many do. People who commit suicide often signal their inten-
tions, for example, by telling others about their suicidal thoughts. If 
someone you know is thinking about suicide, draw him or her out 
to talk about his or her feelings, be sympathetic, suggest means other 
than suicide of coping with the problems at hand, ask about his or 
her intentions, and most importantly, accompanying him or her to 
get professional help—now.

On the basis of your reading of this chapter, answer the following 
questions:

•	 “Women are just naturally more prone to depression than men.” 
Do you agree or disagree? Explain your answer.

•	 Jonathan becomes clinically depressed after losing his job and his 
girlfriend. On the basis of your review of the different theoretical 
perspectives on depression, explain how these losses may have fig-
ured in Jonathan’s depression.

•	 If you were to become clinically depressed, which course of treat-
ment would you prefer—medication, psychotherapy, or a combi-
nation? Explain.

•	 Did your reading of the text change your ideas about how you 
might deal with a suicide threat by a friend or loved one? If so, 
how?
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 “I” “Nothing and Nobody Comes Before My Coke”
She had just caught me with cocaine again after I had managed to convince her that 
I hadn’t used in over a month. Of course I had been tooting (snorting) almost every 
day, but I had managed to cover my tracks a little better than usual. So she said to me 
that I was going to have to make a choice—either cocaine or her. Before she finished 
the  sentence, I knew what was coming, so I told her to think carefully about what she 
was going to say. It was clear to me that there wasn’t a choice. I love my wife, but I’m 
not going to choose anything over cocaine. It’s sick, but that’s what things have come 
to. Nothing and nobody comes before my coke.

From Weiss & Mirin, 1987, p. 55

These comments from Eugene, a 41-year-old architect, underscore the powerful effects 
that drugs like cocaine can have on people’s lives. Our society is flooded with psychoac-
tive substances that alter the mood and twist perceptions—substances that lift you up, 
calm you down, and turn you upside down. Many young people start using these sub-
stances because of peer pressure or because their parents and other authority figures tell 
them not to. For many others who become addicted to drugs, like Eugene, the pursuit 
and use of drugs take center stage in their lives and becomes even more important than 
family, work, or their own welfare.

In this chapter, we examine the physiological and psychological effects of the 
major classes of drugs. We explore how mental health professionals classify substance-
related disorders and where they draw the line between use and abuse. We then examine 
contemporary understandings of the origins of these disorders and how mental health 
professionals help people who struggle to combat them.

learning objectives
8.1 

Identify the major types of substance-
related disorders in the DSM-5 and 

describe their general features.

8.2 
Describe nonchemical forms of 

addiction or compulsive behavior.

8.3 
Explain the difference between physiological 
dependence and psychological dependence.

8.4 
Identify common stages in the 

pathway to addiction.

8.5 
Identify the major categories of 

psychoactive drugs and specific drugs in 
each category, and describe the effects 
of these drugs and the risks they pose.

8.6 
Describe the major theoretical 

perspectives toward understanding 
substance use disorders

8.7 
Explain how cocaine affects the brain.

8.8 
Evaluate methods of treating 

substance use disorders.

8.9 
Describe the basic features of gambling 
disorder and evaluate ways of treating it.

8
truth OR fiction

T  F   Legally available substances account for more deaths than all illegal  
substances combined. (p. 291)

T  F   You cannot become psychologically dependent on a drug without also 
becoming physically dependent on it. (p. 295)

T  F   More teenagers and young adults die from alcohol-related motor vehicle 
accidents than from any other cause. (p. 297)

T  F   It is safe to let someone who has passed out from drinking just sleep it off. 
(p. 301)

T  F   Even moderate use of alcohol increases the risk of heart attacks.  
(p. 303)

T  F   Coca-Cola originally contained cocaine. (p. 306)

T  F   More teens today use marijuana than either alcohol or tobacco  
(p. 310)

T  F   People who can “hold their liquor” better than most stand a lower risk of 
becoming problem drinkers. (p. 312)

T  F   A widely used treatment for heroin addiction involves substituting one 
addictive drug for another. (p. 320)
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Classification of Substance-Related  
and Addictive Disorders
The use of psychoactive substances that affect a person’s mental state is normal, at least 
as gauged by statistical frequency and social standards. In this sense, it is normal to start 
the day with caffeine in our coffee or tea, to consume wine or coffee with meals, to meet 
friends for a drink after work, and to end the day with a nightcap. Each of these sub-
stances affects our mental state, making us more alert, in the case of caffeine, or more 
relaxed, in the case of alcoholic beverages. Many of us take prescription drugs that calm us 
down or ease our pain. Flooding the bloodstream with nicotine through cigarette smok-
ing is normal in the sense that about one in five Americans do it. However, use of some 
psychoactive substances, such as cocaine, marijuana, and heroin, is abnormal in the sense 
that it is illegal and therefore deviates from social standards. Ironically, two substances 
that are legally available to adults—tobacco and alcohol—cause more deaths through 
sickness and accidents than all illicit drugs combined. T / F

The classification of substance use disorders in the DSM system is not based on 
whether a drug is legal or not, but rather on how the use of a drug impairs the person’s 
physiological and psychological functioning. DSM-5 classifies substance-related disorders 
in terms of two major types: substance-induced disorders and substance use disorders.

Substance-induced disorders are patterns of abnormal behavior induced by use 
of psychoactive substances. Two of the major types are substance intoxication and substance 
withdrawal. Different substances have different effects, so some of these disorders may 
be induced by one, by a few, or by nearly all substances. In Chapter 14, we consider a 
substance-induced disorder called Korsakoff’s syndrome that leads to irreversible memory 
loss after years of chronic alcohol abuse.

Substance intoxication is a substance-induced disorder involving a pattern of 
repeated episodes of intoxication, which is a state of drunkenness or being “high,” brought 
about by use of a particular drug. The features of intoxication depend on which drug is 
ingested, the dose, the user’s biological reactivity, and—to some degree—the user’s expec-
tations. Signs of intoxication often include confusion, belligerence, impaired judgment, 
inattention, and impaired motor and spatial skills.

It’s important to note that overdoses of alcohol, cocaine, opioids (narcotics), and 
phencyclidine (PCP) can result in death (yes, you can die from alcohol overdoses), either 
because of the substance’s biochemical effects or because of behavior patterns—such as 
suicide—that are connected with psychological pain or impaired judgment brought on 
by use of the drug. Accidental overdoses are the second-leading cause of accidental death 
(after motor vehicle accidents) in the United States, accounting for more than 27,000 
deaths annually (Okie, 2010).

Substance withdrawal is a substance-induced disorder involving a cluster of 
symptoms that occur when a person abruptly stops using a particular substance following 
a period of prolonged and heavy use (or in the case of caffeine withdrawal, daily use) of 
the substance. Repeated use of a substance may alter the body’s physiological reactions, 
leading to the development of physiological effects such as tolerance and a clearly defined 
withdrawal syndrome (also called an abstinence syndrome).

Tolerance is a state of physical habituation to a drug, resulting from frequent use, 
such that higher doses are needed to achieve the same effect. Withdrawal symptoms vary 
with the particular type of drug. Symptoms of alcohol withdrawal may include sweating 
or rapid pulse, tremors of the hand, fleeting hallucinations or illusions, insomnia, nausea 
or vomiting, agitated behavior, anxiety, and possible seizures. For caffeine withdrawal, 
the symptoms are generally milder and may include headache, significant drowsiness, 
depressed mood, problems with concentration, flu-like symptoms, nausea, and muscle 
stiffness or pain. People who experience a withdrawal syndrome often return to using 
the substance to relieve the discomfort associated with withdrawal, which thus serves to 
maintain the addictive pattern. 

8.1 Identify the major types 
of substance-related disorders 
in the DSM-5 and describe 
their general features.

truth OR fiction

Legally available substances account 
for more deaths than all illegal 
substances combined.

 TRUE Two legally available 
substances, alcohol and tobacco, 
cause far more deaths.
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In some chronic, heavy users of alcohol, withdrawal produces a state of delirium 
tremens, or DTs. The DTs are usually limited to chronic, heavy users of alcohol who dra-
matically lower their intake of alcohol after many years of heavy drinking. DTs involve 
intense autonomic hyperactivity (profuse sweating and tachycardia) and delirium—a state 
of mental confusion characterized by incoherent speech, disorientation, and extreme rest-
lessness. Terrifying hallucinations—frequently of creepy, crawling animals—may also be 
present.

Regular or prolonged use of certain substances may lead to a withdrawal 
 syndrome, which is a cluster of psychological and physical symptoms following abrupt 
cessation of use of the substance. Psychoactive substances that can lead to withdrawal syn-
dromes include alcohol, opioids (opiate drugs), stimulants such as cocaine and amphet-
amine, sedatives and sleep-inducing drugs (hypnotics), marijuana, and tobacco (which 
contains the stimulant nicotine). Because abrupt withdrawal from hallucinogens such as 
LSD and phencyclidine (PCP) and inhalants (e.g., glues or aerosols) does not produce 
clinically significant withdrawal effects, they are not recognized as producing identifiable 
withdrawal syndromes (APA, 2013).

Substance use disorders are patterns of maladaptive use of psychoactive sub-
stances that lead to significant levels of impaired functioning or personal distress. The 
term substance use disorder is a general diagnostic classification, but the specific diagnosis, 
such as alcohol use disorder, identifies the particular substance associated with problematic 
use. In addition to evidence of significant distress or impaired functioning resulting from 
problematic use of a psychoactive substance, the diagnosis of a substance use disorder 
requires two or more specific features or symptoms occurring during the preceding one-
year period. The particular features vary with the type of drug. For example, alcohol use 
disorder is characterized by a range of features that include the following, although not all 
of these need be present: 

•	 Spending	an	excessive	amount	of	time	seeking	or	using	alcohol,	or	recovering	from	
overuse. 

•	 Having	persistent	problems	cutting	back	or	controlling	alcohol	use	despite	want-
ing to do so

•	 Using	excessive	amounts	of	alcohol	beyond	what	the	person	intends

•	 Having	difficulty	 fulfilling	 expectable	 roles	 as	 a	 student,	 employee,	or	 family	
member because of alcohol use

•	 Continuing	to	use	alcohol	despite	the	social,	interpersonal,	psychological	or	medi-
cal problems it causes

•	 Developing	tolerance	or	a	withdrawal	syndrome	associated	with	alcohol	use		

•	 Using	alcohol	in	situations	that	pose	a	risk	to	the	person’s	safety	or	the	safety	of	
others, such as repeatedly drinking and driving

•	 Having	strong,	persistent	urges	or	cravings	for	alcohol

•	 Withdrawing	from	usual	activities	because	of	alcohol	use
The previous version of the DSM distinguished between two types of substance 

use disorders, a milder form called substance abuse disorder and a more severe form 
called substance dependence disorder. However, because the lines between the two cat-
egories of disorders were never clearly stipulated, the DSM-5 combined the two types of 
disorders into a single category of substance use disorders. The DSM-5 allows clinicians 
to designate the severity of the disorder by specifying whether it is mild, moderate, or 
severe.

People can develop substance use disorders involving a wide range of psychoactive 
substances, including alcohol, opioids (opiates such as heroin and morphine), sedatives 
and sleep-inducing or hypnotic drugs, stimulants such as cocaine and amphetamines, 
and tobacco. Yet the most widely used psychoactive drug, caffeine (the mild stimulant 
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found in coffee, tea, colas, and even chocolate), is not identified with a recognized sub-
stance use disorder because it has not been reliably linked to problematic use leading to 
impaired functioning or personal distress. However, DSM-5 lists caffeine use disorder in 
the Appendix of the diagnostic manual as a proposed diagnosis in need of further study. 
On the other hand, DSM-5 recognizes that regular use of caffeine can lead to a substance 
withdrawal disorder following the abrupt cessation of caffeine intake after a prolonged 
period of daily use.

Not all nor even most of the associated features or symptoms of a substance use 
disorder need to be present for a diagnosis to be made. Consequently, not all persons with 
the same diagnosis fit the same symptom profile. For example, Henry may show clear 
signs of a withdrawal syndrome and have persistent difficulty curtailing use of alcohol 
despite multiple attempts. But Jessica’s drinking may lead to recurrent problems at work 
or school and continue despite knowledge of these harmful consequences, even though 
she shows no evidence of a tolerance or of withdrawal symptoms when she goes without 
alcohol for a time.

Substance Use and Abuse
Where does the use of a drug or psychoactive substance end and substance abuse begin? 
The DSM-5 draws the line at the point at which a pattern of substance use significantly 
impairs the person’s occupational, social, or daily functioning or causes significant per-
sonal distress. Examples of impaired functioning include the following:

•	 Problems meeting one’s role responsibilities as a student, worker, or parent

•	 Engaging in behavior that is physically dangerous (e.g., mixing driving and  
substance use)

•	 Repeated social or interpersonal problems (e.g., repeatedly getting into fights 
when drinking)
When people repeatedly miss school or work because they are drunk or “sleeping 

it off,” their behavior may show signs of developing a substance use disorder. A single 
incident of excessive drinking at a friend’s wedding would not qualify for a diagnosis. 

Two of the many faces of alcohol use—and abuse. Alcohol is our most widely used—and 
abused—drug. Many people use alcohol to celebrate achievements and happy occasions, as in 
the photograph on the left. Unfortunately, like the man in the photograph on the right, some 
people use alcohol to drown their sorrows, which may only compound their problems. Where 
exactly does substance use end and abuse begin? Use becomes abuse when it leads to damaging 
consequences.
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Nor would regular consumption of low to moderate amounts of alcohol be considered 
abusive so long as it is not connected with any impairment in functioning. Neither the 
amount nor the type of drug ingested, nor whether the drug is illicit, is the key to defining 
whether a substance use disorder is present. Rather, the determining feature of substance 
use disorder is whether a pattern of drug-using behavior continues although it causes sig-
nificant problems in daily functioning or personal distress.

Unfortunately, substance use disorders are common in our society. About 1 in 
10 adults (10.3%) in the United States develop substance use disorders involving an 
illicit (illegal) drug at some point in their lives (Compton, Conway, Stinson, Colliver, 
& Grant, 2005). Figure 8.1 shows the percentages of U.S. adults who develop sub-
stance use disorders involving dependence on illicit drugs. But the substances most 
commonly associated with drug dependence are legally available substances, alcohol 
and tobacco.

Although a popular stereotype exists that drug-related problems are more fre-
quent among ethnic minorities, this belief is not supported by evidence. To the contrary, 
African Americans and Latinos have comparable or even lower rates of substance use 
disorders than do European Americans (non-Hispanic Whites) (Breslau, Kendler, Su, 
Gaxiola-Aguilar, & Kessler, 2005; Compton et al., 2005).

Nonchemical Addictions and Other Forms  
of Compulsive Behavior
The DSM-5 introduced a new diagnostic category, Substance Use and Addictive 
Disorders, that includes both substance use disorders and gambling disorder (previ-
ously called pathological gambling), which is considered a nonchemical form of addic-
tion. Pathological or compulsive gambling was previously classified in the DSM-IV in 
a diagnostic category called Impulse Control Disorders, which included other prob-
lem behaviors also characterized by difficulties controlling or restraining impulsive 
behavior, such as kleptomania (compulsive stealing) and pyromania (compulsive fire 
setting).

The change in diagnostic classification stems from the understanding that certain 
compulsive or addictive patterns of behavior share important features with drug-related 
problems. Compulsive gambling, compulsive shopping, and even compulsive Internet 
use share some hallmark features of drug addiction or dependence, such as impaired con-

figure 8.1 Lifetime prevalence of drug dependence by type of illicit drug. Drug 
dependence, which is characterized by impaired control over the use of a drug and physical 
dependence, affects nearly 2.5% of adults in the U.S. Under DSM-5, drug dependence is classified 
as a substance use disorder. Cannabis (marijuana) dependence is the most common type.

Source: Conway et al., 2006.
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trol over the behavior and the development of withdrawal symptoms like anxiety and 
 depression if the substance use stops abruptly. Future versions of the DSM-5 may incor-
porate other behavioral addictions such as compulsive shopping and compulsive Internet 
use as recognized disorders, but for now they are classified in a category of proposed dis-
orders requiring further study.

Clarifying Terms
What is physical or chemical dependence? What do we mean by the term drug addiction? 
What is psychological dependence? There exists a confusing medley of terms used by pro-
fessionals and laypeople to describe problem drug use. Let’s take a moment to clarify how 
we use these terms in this text.

We use the term physical dependence (also called chemical dependence or physi-
ological dependence) to refer to a pattern of drug-use behavior in which a person’s body 
has changed as a result of regular use of the drug, such that the person now requires larger 
amounts of the drug to achieve the same effects (tolerance) or has troubling withdrawal 
symptoms upon cutting back or stopping use of the drug (a withdrawal syndrome).

But physical dependence is not the same thing as addiction. Scientists lack any 
universally accepted definition of addiction. For our purposes, we define addiction as com-
pulsive use of a drug accompanied by signs of physical dependence. Addiction involves a 
loss of control over use of a drug despite knowledge of the harmful consequences it causes. 
People who are addicted to drugs have difficulty controlling how much or how often they 
use these drugs. They may have made many unsuccessful attempts to cut down or cut out 
their use of the drug or have a persistent desire to do so, but without following through.

The developers of the DSM-5 decided to use the term substance use disorder for 
diagnostic purposes, rather than the term addictive disorder. They believed that the more 
neutral term substance use disorder is less stigmatizing and pejorative than the term addic-
tion. They do use the term addictive to apply to nonchemical forms of compulsive behav-
ior such as problem gambling. That said, the use of the term addiction is widespread 
among both professionals and laypeople alike.

People may become physically (or chemically) dependent on a drug but not 
become addicted. For example, people recuperating from surgery are often given narcotics 
derived from opium as painkillers. Some may develop signs of physiological dependence, 
such as tolerance and a withdrawal syndrome, but do not develop impaired control over 
the use of these drugs. They can stop when they no longer need the drug to control pain. 
You (and your authors as well) may become chemically dependent on caffeine if you 
regularly use the substance (say in your morning coffee) and feel “out of sorts” or have a 
headache if you go a day or two without it. But you have no difficulty controlling how 
much or how often you use the drug and can stop if you put your mind (and heart) to it.

Let’s also consider people who develop a nonchemical addiction, such as compul-
sive gambling. They show impaired control over the problem behavior in a similar way 
that people with a chemical addiction have difficulty controlling their drug use. They 
may also show evidence of withdrawal symptoms if they cut back or stop performing the 
behavior. But their withdrawal symptoms are typically psychological (e.g., anxiety, irrita-
bility, or restlessness) rather than physiological (e.g., tremors, shaking hands, nausea) in 
nature.

Another pattern of problem drug use involves psychological dependence on a 
drug. People who become psychologically dependent use a drug compulsively to meet 
their psychological needs, such as relying on a drug to combat daily stress or anxiety. 
They may or may not be chemically or physiologically dependent or addicted to the 
drug. We can think of people who feel compelled to use marijuana (or caffeine or other 
drugs) to cope with the stresses of daily life, but do not require larger amounts of the 
substance to get high or experience distressing withdrawal symptoms when they cease 
using it. T / F

8.3 Explain the difference 
between physical and 
psychological dependence.

truth OR fiction

You cannot become psychologically 
dependent on a drug without also 
becoming physically dependent on it.

 TRUE You can become 
psychologically dependent on a drug 
without developing a physiological 
dependence.
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Pathways to Addiction
No one sets out to become addicted to drugs. What may have started off with experimen-
tation can progress through a series of stages to drug dependence or addiction. Just as there 
are different routes to follow to arrive at the same destination, there are different pathways 
to addiction. Here we consider a common pathway in the road to  addiction that involves 
three stages (Based on Weiss, R. D., & Mirin, S. M. (1987). Cocaine. Washington, DC: 
American Psychiatric Association.):

1. Experimentation. During the stage of experimentation, or occasional use, the drug 
temporarily makes users feel good, even euphoric. Users feel in control and believe 
they can stop at any time.

2. Routine use. During the next stage, a period of routine use, people begin to struc-
ture their lives around the pursuit and use of drugs. Denial plays a major role at 
this stage, as users mask the negative consequences of their behavior to themselves 
and others. Values change. What had formerly been important, such as family and 
work, comes to matter less than the drugs.

  A case example illustrates how denial can mask reality (Weiss & Mirin, 1987).  
A 48-year-old business owner was brought for a consultation by his wife. She com-
plained that his once-successful business was jeopardized by his erratic behavior, that 
he was grouchy and moody, and had spent $7,000 in the previous month on cocaine. 
He also had missed more than a third of his workdays during the previous two months 
due to cocaine use. And yet he continued to deny that he had a problem with cocaine. 
telling the interviewer that missing so many days from work was not a big deal and that 
his company could run itself. When pressed further on the point, he still was unwilling 
to admit to his drug problem, but confessed that he just didn’t want to think about it.

  As routine drug use continues, problems mount. Users devote more resources 
to drugs. They ravage family bank accounts, seek “temporary” loans from friends 
and family for trumped up reasons, and sell family heirlooms and jewelry for a 
fraction of their value. Lying and manipulation become a way of life to cover up 
the drug use. The husband sells the TV set and forces the front door open to make 
it look like a burglary. The wife claims to have been robbed at knifepoint to ex-
plain the disappearance of a gold chain or engagement ring. Family relationships 
become strained as the mask of denial shatters and the consequences of drug abuse 
become apparent: days lost from work, unexplained absences from home, rapid 
mood shifts, depletion of family finances, failure to pay bills, stealing from family 
members, and missing family gatherings or children’s birthday parties.

3. Addiction or dependence. Routine use becomes addiction or dependence when us-
ers feel powerless to resist drugs, either because they want to experience their ef-
fects or to avoid the consequences of withdrawal. Little or nothing else matters at 
this stage, as we saw in the case of Eugene with which we opened the chapter.

Now let’s examine the effects of different types of drugs of abuse and the conse-
quences associated with their use and abuse.

Drugs of Abuse
Drugs of abuse are generally classified within three major groupings: (a) depressants, such 
as alcohol and opioids; (b) stimulants, such as amphetamines and cocaine; and (c) hal-
lucinogens.

Depressants
A depressant is a drug that slows down or curbs the activity of the central nervous sys-
tem. It reduces feelings of tension and anxiety, slows movement, and impairs cognitive 
processes. In high doses, depressants can arrest vital functions and cause death. The most 
widely used depressant, alcohol, can cause death when taken in large amounts because 

8.4 Identify common stages 
in the pathway to addiction.

Addiction. Although no one sets out to 
become addicted to drugs, routine drug 
use can lead to addiction when users feel 
powerless to control their use of drugs.

8.5 Identify the major categories 
of psychoactive drugs and examples 
of specific drugs in each category, 
and describe the effects of these 
drugs and the risks they pose.
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of its depressant effects on breathing. Other effects are specific to the particular kind of 
depressant. For example, some depressants, such as heroin, produce a “rush” of pleasure. 
Here, let’s consider several major types of depressants.

ALCOhOL Alcohol is the most widely abused substance in the United States and world-
wide. You might not think of alcohol as a drug, perhaps because it is so common, or per-
haps because it is ingested by drinking rather than by smoking or injection. But alcoholic 
beverages—such as wine, beer, and hard liquor—contain a depressant drug called ethyl 
alcohol (or ethanol). The concentration of the drug varies with the type of beverage (wine 
and beer have less pure alcohol per ounce than distilled spirits such as rye, gin, or vodka). 
Alcohol is classified as a depressant because it has biochemical effects similar to those of a 
class of antianxiety agents or minor tranquilizers, the benzodiazepines, which includes the 
well-known drugs diazepam (Valium) and chlordiazepoxide (Librium). We can think of 
alcohol as an over-the-counter tranquilizer.

Most American adults drink alcohol at least occasionally and do so in moderation. 
But many people develop significant problems with alcohol. Many laypeople and profes-
sionals use the terms alcoholism and alcohol dependence interchangeably, as we will. We 
use either term to refer to a pattern of impaired control over the use of alcohol in someone 
who has become physiologically dependent on the drug. An estimated eight million U.S. 
adults suffer from alcoholism (Kranzler, 2006).

The most widely held view of alcoholism 
is the disease model, the belief that alcoholism is a 
medical illness or disease. From this perspective, 
once a person with alcoholism takes a drink, the 
biochemical effects of the drug on the brain create 
an irresistible physical craving for more. The disease 
model holds that alcoholism is a chronic, perma-
nent condition. The peer-support group Alcoholics 
Anonymous (AA) subscribes to this view, which is 
expressed in their slogan, “Once an alcoholic, always 
an alcoholic.” AA views people suffering from alco-
holism as either drinking or “recovering,” never 
“cured.” Although some health care providers believe 
that at least some alcohol abusers can learn to drink 
responsibly without “falling off the wagon,” the 
belief remains a source of controversy in the field.

The personal and social costs of alcoholism 
exceed those of all illicit drugs combined. Alcohol 
abuse is connected with lower productivity, loss of 
jobs, and downward movement in socioeconomic 
status. Alcohol plays a role in many violent crimes, 
including assaults and homicides, and more than 
180,000 rapes and sexual attacks annually in the 
United States (Bartholow & Heinz, 2006; Buddie 
& Testa, 2005). About one in three suicides in the 
United States and about the same proportion of deaths 
due to unintentional injury (e.g., from motor vehi-
cle accidents) are linked to alcohol use (Sher, 2005; 
Shneidman, 2005). More teenagers and young adults 
die from alcohol-related motor vehicle accidents than 
from any other cause. All told, about 85,000 people in 
the United States die from alcohol-related causes each 
year, with most of these deaths resulting from alcohol-
related motor vehicle crashes and diseases (Kleiman, 
Caulkins, & Hawken, 2012; Lerner, 2011). T / F

truth OR fiction

More teenagers and young adults die 
from alcohol-related motor vehicle 
accidents than from any other cause.

 TRUE Alcohol-related motor 
vehicle accidents are the leading cause 
of death among teenagers and young 
adults.

questionnaire

Are You Hooked?

Are you dependent on alcohol? If you shake and shiver and undergo the 
tortures of “Hell” when you go without a drink for a while, the answer 
is clear enough. However, sometimes the clues are more subtle. For the 

following quiz, place a check mark in the Yes or No column for each item. Then 
check the key at the end of the chapter.

Yes No

 1.  Do you skip meals when you are drinking or 
eat only junk food?

_______ _______

 2.  Do you feel down in the dumps after you’ve 
been drinking?

_______ _______

 3.  Do you drink more than most people you 
know?

_______ _______

 4. Are you drinking more than usual? _______ _______

 5. Do you binge drink on occasion? _______ _______

 6.  Are you sleeping it off in the morning after 
going out drinking the night before?

_______ _______

 7.  Have you missed work or school, or come in 
late, because of your drinking?

_______ _______

 8.  Have you been avoiding friends or family 
because you are embarrassed or feeling guilty 
about your drinking?

_______ _______

 9.  Do you find it difficult to go a day or two 
without drinking?

_______ _______

10.  Do you need to drink more and more, just to 
get drunk?

_______ _______

11.  Have you become more irritable because of 
your drinking?

_______ _______

12.  Have you done things when you’ve been 
drinking that you later regretted?

_______ _______
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Despite the popular image of the person who develops alcoholism as a skid row 
drunk, only a small minority of people with alcoholism fit the stereotype. The great major-
ity of people with alcoholism are quite ordinary—your neighbors, coworkers, friends, and 
members of your own family. They are found in all walks of life and every social and eco-
nomic class. Many have families, hold good jobs, and live fairly comfortably. Yet alcoholism 
can have just as devastating an effect on the well-to-do as on the indigent, leading to wrecked 
careers and marriages, to motor vehicle and other accidents, and to severe, life-threatening 
physical disorders, as well as exacting an enormous emotional toll. Alcoholism is also linked 
to domestic violence and increased risk of divorce (Foran & O’Leary, 2008). 

No single drinking pattern is exclusively associated with alcoholism. Some peo-
ple with alcoholism drink heavily every day; others binge only on weekends. Others can 
abstain for lengthy periods of time, but periodically go off the wagon and engage in epi-
sodes of binge drinking that last for weeks or months.

Alcohol, not cocaine or other drugs, is the drug of choice among young people 
today and the leading drug of abuse. Even though most college students are underage, 
drinking has become so integrated into college life that it is essentially normative, as 
much a part of the college experience as attending a weekend football or basketball game. 
Alcohol, not cocaine, heroin, or marijuana, is the BDOC—big drug on campus.

Drinking among college students tends to be limited to weekends and to be 
heavier early in the semester when academic demands are relatively light (Del Boca, 
Darkes, Greenbaum, & Goldman, 2004). College students tend to drink more than their 
peers who do not attend college (Slutske, 2005). Researchers describe a continuum of 
alcohol-related problems among college students, ranging from mild problems, such 
as missing class, to extreme problem behaviors, such as arrests resulting from drinking 
(Ham & Hope, 2003). In A Closer Look, we focus on binge drinking—a form of problem 
drinking that has become a leading problem on college campuses today.

Risk Factors for Alcoholism A number of factors place people at increased risk for de-
veloping alcoholism and alcohol-related problems. These include the following:

1. Gender. Men are more than twice as likely as women to develop alcoholism 
(Hasin et al., 2006). One possible reason for this gender difference is sociocul-
tural; perhaps tighter cultural constraints are placed on women. Yet it may also 
be that alcohol hits women harder, and not only because women usually weigh 
less than men. Alcohol seems to “go to women’s heads” more rapidly than to 
men’s. One reason may be that women have less of an enzyme that metabolizes 
alcohol in the  stomach than men do. Ounce for ounce, women  absorb more 
alcohol into their bloodstreams than men do. As a result, they are likely to become 
inebriated on less alcohol than men. Consequently, women’s bodies may put the 
brakes on excessive drinking more quickly than men’s.

2. Age. The great majority of cases of alcohol dependence develop in young adult-
hood, typically between the ages 20 and 40. Although alcohol use disorders tend 
to develop somewhat later in women than in men, women who develop these 
problems experience similar health, social, and occupational problems by middle 
age as their male counterparts.

3. Antisocial personality disorder. Antisocial behavior in adolescence or adulthood 
increases the risk of later alcoholism. On the other hand, many people with alco-
holism showed no antisocial tendencies in adolescence, and many antisocial ado-
lescents do not abuse alcohol or other drugs as adults.

4. Family history. The best predictor of problem drinking in adulthood appears to be 
a family history of alcohol abuse. Family members who drink may act as models 
(“set a poor example”). Moreover, the biological relatives of people with alcohol 
dependence may also inherit a predisposition that makes them more likely to de-
velop problems with alcohol.

5. Sociodemographic factors. Alcohol dependence is generally more common among 
people of lower income and educational levels, as well as among people living alone.

 Watch the Video Chris:  Alcoholism 
on MyPsychLab
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Ethnicity and Alcohol Use and Abuse Rates of alcohol use and 
alcoholism vary among American ethnic and racial groups. Some 
groups—Jews, Italians, Greeks, and Asians—have relatively low rates 
of alcoholism, largely as the result of tight social controls placed on ex-
cessive and underage drinking. Asian Americans, in general, drink less 
heavily than other population groups (Adelson, 2006). Not only do 
Asian families place strong cultural constraints on excessive drinking, 
but an underlying biological factor may be at work in curbing alcohol 
use. Asian Americans are more likely than other groups to show a flush-
ing response to alcohol (Peng et al., 2010). Flushing is characterized by 
redness and feelings of warmth on the face, and, at higher doses, nau-
sea, heart palpitations, dizziness, and headaches. Genes that control the 
metabolism of alcohol are believed to be responsible for regulating the 
flushing response (Luczak, Glatt, & Wall, 2006). Because people like 
to avoid these unpleasant experiences, flushing may serve as a natural 
defense against alcoholism by curbing excessive alcohol intake.

Hispanic American men and non-Hispanic White men 
have similar rates of alcohol consumption and alcohol-related physi-
cal problems. Hispanic American women, however, are much less 
likely to use alcohol and to develop alcohol use disorders than non-
Hispanic White women. Why? An important factor may be cultural 
expectations. Traditional Hispanic American cultures place severe 
restrictions on the use of alcohol by women, especially heavy drinking. However, with increas-
ing acculturation, Hispanic American women in the United States apparently are becoming 
more similar to European American women with respect to alcohol use and abuse.

Alcohol abuse is taking a heavy toll on African Americans. For example, the preva-
lence of cirrhosis of the liver, an alcohol-related, potentially fatal liver disease, is nearly twice 
as high in African Americans as in non-Hispanic White Americans. Yet African Americans 
show lower rates of alcohol abuse and dependence than do (non-Hispanic) White 
Americans. Why, then, do African Americans suffer more from alcohol-related problems?

Women and alcohol. Women are less likely to develop alcoholism, in 
part because of greater cultural constraints on excessive drinking by 
women, and perhaps because women absorb more pure alcohol into the 
bloodstream than men, making them more biologically sensitive to the 
effects of alcohol at the same level of intake as men.

Alcohol and ethnic diversity. The damaging effects of alcohol abuse appear to be taking the 
heaviest toll on African Americans and Native Americans. The prevalence of alcohol-related cirrhosis 
of the liver is nearly twice as high among African Americans as among White Americans, even 
though African Americans are less likely to develop alcohol abuse or dependence disorders. Jewish 
Americans have relatively low incidences of alcohol-related problems, perhaps because they tend 
to expose children to the ritual use of wine in childhood and impose strong cultural restraints on 
excessive drinking. Asian Americans tend to drink less heavily than most other Americans, in part 
because of cultural constraints and possibly because they have less biological tolerance for alcohol, 
as shown by a greater flushing response to alcohol.
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a ClOseR look

Binge Drinking, a Dangerous College Pastime

A major drug problem on college campuses today is binge 
drinking. Binge drinking is generally defined as consum-
ing five or more drinks (for men) or four or more drinks (for 

women) on a single occasion. More than two out of five college 
students reporting binge drinking episodes during the past month 
(Patrick & Schulenberg, 2011; Squeglia et al., 2012). Binge drinking 
is also reported by about one in four high school students (24%) 
(Johnston, Mash, Miller, & Ninowski, 2012). Overall, nearly one in 
five American adults (17%) reported a binge drinking episode dur-
ing the past month (CDC, 2012a).

Concerns about binge drinking are well founded. Binge drinking is 
associated with a wide range of problems, including getting into 
trouble with the police, engaging in unprotected sexual activity, 
serious motor vehicle and other accidents, unintended pregnancies, 
violent behavior, getting poorer grades, and developing drug use 
problems (e.g., Hingson, Zha, & Weitzmanet, 2009; CDC, 2012a; 
Wechsler & Nelson, 2008). And things could get worse, as they did 
in the tragic case of Leslie, a young college student at the University 
of Virginia. An art major whose work her professors found promis-
ing, Leslie had maintained a 3.67 GPA and was completing her 
senior essay on a Polish-born sculptor (Winerip, 1998). But she never 
finished it, because one day, after binge drinking, she fell down a 
flight of stairs and died. We may hear more about the deaths of 
young people due to heroin or cocaine overdoses, but more than 
1,000 college-age students, like Leslie, die each year from alcohol-
related causes such as overdoses and alcohol-related accidents 
(Yaccino, 2012).

Binge drinking is quite common, even ritualized, in celebration 
of reaching the legal drinking age of 21 (Neighbors et al., 2012). 
A recent survey at the University of Missouri showed that about 
one-third of college men and about one-fourth of college women 
reported consuming at least 21 drinks or more on their 21st birth-
days, which represents a level of severe intoxication that can result 

in significant health risks, including coma and even death (Rutledge, 
Park, & Sher, 2008). The findings of the Missouri study most prob-
ably generalize to many college campuses.

In a review article, psychologists Lindsay Ham and Debra Hope 
(2003) identified two general subtypes of college students who 
appear most clearly at risk of becoming problem drinkers. The first 
type includes students who drink mostly for social or  enjoyment 
 purposes. They tend to be male, European American , and 
 participate in Greek organizations or other social organizations 
in which heavy drinking is socially acceptable. The second type 
includes students who drink due to pressures to conform or who 

Death by alcohol. Samantha Spady, a 19-year-old Colorado State 
University student, blacked out when drinking with her friends and 
never woke up. Samantha died of an alcohol overdose from heavy 
drinking. Would you recognize the signs of an alcohol overdose? 
What steps could you take—should you take—to help a friend or 
acquaintance who shows signs of an overdose?

Socioeconomic factors may help explain these differences. African Americans are 
more likely to encounter the stresses of unemployment and economic hardship, and stress 
may compound the damage to the body caused by heavy alcohol consumption. African 
Americans also tend to lack access to medical services and may be less likely to receive 
early treatment for the medical problems caused by alcohol abuse.

Rates of alcohol abuse and dependence vary from tribe to tribe, but Native 
Americans overall have higher rates of alcoholism and suffer from more alcohol-related 
problems than any other ethnic group—problems such as cirrhosis of the liver, fetal 
abnormalities, and automobile and other accident-related fatalities (Henry et al., 2011; 
Spillane & Smith, 2009). A recent national survey of adolescents found the highest rates 
of substance use and substance use disorders involving alcohol and drugs to be among 
Native American youth (Wu, Woody, Yang, Pan, & Blazer, 2011).

Many Native Americans believe the loss of their traditional culture is largely 
responsible for their high rates of drinking-related problems (Beauvais, 1998). The dis-
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use alcohol to soothe 
negative feelings. They 
more often tend to 
be female and to be 
troubled by problems 
with anxiety or depres-
sion. Generating these 
profiles may help 
counselors and health 

care providers identify young people at increased risk of developing 
problem drinking  patterns.

Binge drinking and related drinking games (such as beer chug-
ging) can place people at significant risk of death from alcohol 
overdose. Many students who play these games don’t stop until 
they become too drunk or too sick to continue. What should you 
do if you see a friend or acquaintance become incapacitated or 
pass out from heavy drinking? Should you just let the person sleep 
it off? Can you tell whether a person has had too much to drink? 
Should you just mind your own business or turn to others for help?

You cannot tell simply by looking at a person whether the person 
has overdosed on alcohol. But a person who becomes unconscious 
or unresponsive is in need of immediate medical attention. Don’t 
assume that the person will simply sleep it off: He or she may never 
wake up. Be aware of the signs of potential overdose, such as the 
following (adapted from Nevid & Rathus, 2013):

•	 Nonresponsive when talked to or shouted at

•	 Nonresponsive to being pinched, shaken, or poked

•	 Unable to stand up on his or her own

•	 Failure to wake up or gain consciousness

•	 Purplish color or clammy-feeling skin

•	 Rapid pulse rate or irregular heart rhythms, low blood 
pressure, or difficulty breathing

If you suspect an overdose, do not leave the person alone. 
Summon medical help or emergency assistance and remain  
with the person until help arrives. If possible, place the person 
on his or her side or have the person sit up with his or her  
head bowed. Do not give the person any food or drink or 
 induce vomiting. If the person is responsive, find out if he  
or she had taken any medication or other drugs that  
might be interacting with the effects of the alcohol. Also, find 
out whether the person has an underlying illness that  
may contribute to the problem, such as diabetes or 
 epilepsy. T / F

It may be easier to just pass by without taking action. But ask your-
self what you would like someone else to do if you showed signs 
of overdosing on alcohol. Wouldn’t you want one of your friends to 
intervene to save your life?

A dangerous pastime. Beer chugging and binge drinking can quickly 
lead to an alcohol overdose, a medical emergency that can have lethal 
consequences. Many college officials cite binge drinking as the major 
drug problem on campus.

ruption of traditional Native American culture caused by the appropriation of Indian 
lands and by attempts by European American society to sever Native Americans from 
their cultural traditions while denying them full access to the dominant culture resulted in 
severe cultural and social disorganization (Kahn, 1982). Beset by such problems, Native 
Americans are also prone to child abuse and neglect. Abuse and neglect contribute to feel-
ings of hopelessness and depression among adolescents, who may seek escape from their 
feelings by using alcohol and other drugs.

Psychological Effects of Alcohol The effects of alcohol or other drugs vary from per-
son to person. By and large they reflect the interaction of (a) the physiological effects of 
the substances and (b) our interpretations of those effects. What do most people expect 
from alcohol? People frequently hold stereotypical expectations that alcohol will reduce 
tension, enhance pleasurable experiences, wash away worries, and enhance social skills. 
But what does alcohol actually do?

truth OR fiction

It is safe to let someone who has passed 
out from drinking just sleep it off.

 FALSE  Sadly, the person may 
never wake up. Passing out from 
drinking needs to be treated as a 
medical emergency.
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At a physiological level, alcohol appears to work like the benzodiazepines (a family of 
antianxiety drugs), by heightening activity of the neurotransmitter GABA (see Chapter 5).  
Because GABA is an inhibitory neurotransmitter (it tones down nervous system activity), 
increasing GABA activity produces feelings of relaxation. As people drink, their senses 
become clouded, and balance and coordination suffer. Still higher doses act on the parts 
of the brain that regulate involuntary vital functions, such as heart rate, respiration rate, 
and body temperature.

People may do many things when drinking that they would not do when sober, in 
part because of expectations concerning the drug and in part because of the drug’s effects 
on the brain. For example, they may become more flirtatious or sexually aggressive or say 
or do things they later regret. Their behavior may reflect their expectation that alcohol has 
liberating effects and provides an external excuse for questionable behavior. Later, they 
can claim, “It was the alcohol, not me.” The drug may also impair the brain’s ability to 
curb impulsive, risk-taking, or violent behavior, perhaps by interfering with information-
processing functions. Investigators find strong links between alcohol use and many forms 
of violent behavior, including domestic violence and sexual assaults (Abbey, Zawackia, 
Bucka, Clinton, & McAuslan, 2004; Fals-Stewart, 2003; Marshal, 2003).

Alcohol may lead people to feel more relaxed and self-confident, but it also impairs 
judgment, making it more difficult for people to weigh the consequences of their behav-
ior. Under the influence of alcohol, people may make choices they might ordinarily reject, 
such as engaging in risky sexual behavior (Bersamin, Paschall, Saltz, & Zamboanga, 2012; 
Orchowski, Mastroleo, & Borsari, 2012; Ragsdale et al., 2012). Chronic alcohol abuse 
can impair cognitive abilities, such as memory, problem solving, and attention. 

One of the lures of alcohol is that it induces short-term feelings of euphoria and 
elation that can drown self-doubts and self-criticism. Alcohol also makes people less capa-
ble of perceiving the unfortunate consequences of their behavior.

Alcohol use can dampen sexual arousal or excitement and impair sexual perfor-
mance. As an intoxicant, alcohol also hampers coordination and motor ability. These 
effects help explain why alcohol use is implicated in about one in three accidental deaths 
in the United States.

Physical health and Alcohol Chronic, heavy alcohol use affects virtually every organ 
and body system, either directly or indirectly. Heavy alcohol use is linked to increased 
risk of many serious health concerns, including liver disease, increased risk of some forms 
of cancer, coronary heart disease, and neurological disorders. Two of the major forms of 
alcohol-related liver disease are alcoholic hepatitis, a serious and potentially life-threatening 
inflammation of the liver, and cirrhosis of the liver, a potentially fatal disease in which 
healthy liver cells are replaced with scar tissue.

Habitual drinkers tend to be malnourished, which can put them at risk of 
 complications arising from nutritional deficiencies. Chronic drinking is thus  associated 
with nutritionally linked disorders such as cirrhosis of the liver (linked to protein  deficiency) 
and Korsakoff’s syndrome (connected with vitamin B deficiency), which is characterized by 
glaring confusion, disorientation, and memory loss for recent events (see Chapter 14).

Women who drink during pregnancy place their fetuses at risk for infant mor-
tality, birth defects, central nervous system dysfunctions, and later academic problems. 
Children whose mothers drink during pregnancy may develop fetal alcohol syndrome 
(FAS), a syndrome characterized by facial features such as a flattened nose, widely spaced 
eyes, and an underdeveloped upper jaw, as well as mental retardation and social skills 
deficits (O’Connor & Paley, 2006). FAS affects from 1 to 3 of every 1,000 live births.

Although the risk is greater among women who drink heavily during pregnancy, 
FAS has been found among children of mothers who drank as little as a drink and a half 
per week (Carroll, 2003). As there is no established “safe” limit for alcohol use by preg-
nant women, the safest course for women who know or suspect they are pregnant is not to 
drink (Feldman et al., 2012; Stein, 2012). Period. The fact remains that FAS is an entirely 
preventable birth defect.
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Moderate Drinking: Is There a health Benefit? Despite this list of adverse effects as-
sociated with heavy drinking, correlational evidence links moderate use of alcohol (about 
one drink per day for women, about two drinks for men) to lower risks of heart attacks 
and strokes, as well as to lower death rates overall (Brien, Ronksley, Turner, Mukamal,  
& Ghali, 2011; King, Mainous, & Geesey, 2008; Ronksley, Brien, Turner, Mukamal, & 
Ghali, 2011). That said, we should point out that higher doses of alcohol used on a regular 
basis are associated with higher mortality (death) rates. T / F

Although it is possible that moderate alcohol use has a protective effect on the 
heart and circulatory system, public health officials have not endorsed use of alcohol for 
this reason, based largely on concerns that such an endorsement might increase risks of 
problem drinking. Also, investigators lack definitive evidence from experimental research 
that alcohol use is causally related to lower health risks (Rabin, 2009). We should also 
recognize that even moderate drinking has a modest effect on increasing the risk of breast 
cancer in women (Chen, Rosner, Hankinson, Colditz, & Willett, 2011; Kaunitz, 2011; 
Narod, 2011). Health promotion efforts might be better directed toward finding safer 
ways of achieving the health benefits associated with moderate drinking than by encour-
aging alcohol consumption, such as by quitting smoking, lowering dietary intake of fat 
and cholesterol, and exercising more regularly.

BARBITURATES About 1% of adult Americans develop a substance use disorder involv-
ing use of barbiturates, sleep medication (hypnotics), or antianxiety agents at some point 
in their lives. Barbiturates such as amobarbital, pentobarbital, phenobarbital, and seco-
barbital are depressants, or sedatives. These drugs have several medical uses, including 
easing anxiety and tension, dulling pain, and treating epilepsy and high blood pressure. 
Barbiturate use quickly leads to psychological and physiological dependence in the form 
of both tolerance and development of a withdrawal syndrome.

Barbiturates are also popular street drugs because they are relaxing and produce a 
mild state of euphoria, or high. High doses of barbiturates, like alcohol, produce drowsi-
ness, slurred speech, motor impairment, irritability, and poor judgment—a particularly 
deadly combination of effects when their use is combined with operation of a motor 
vehicle. The effects of barbiturates last from three to six hours.

Because of synergistic effects, a mixture of barbiturates and alcohol is about four 
times as powerful as either drug used alone. A combination of barbiturates and alcohol was 
implicated in the deaths of the actresses Marilyn Monroe and Judy Garland. Even such 
widely used antianxiety drugs as Valium and Librium, which have a wide margin of safety 
when used alone, can be dangerous and lead to overdoses when combined with alcohol.

Physiologically dependent people need to be withdrawn carefully from sedatives, 
barbiturates, and antianxiety agents, and only under medical supervision. Abrupt with-
drawal can produce states of delirium that may involve visual, tactile, or auditory halluci-
nations and disturbances in thought processes and consciousness. The longer the period 
of use and the higher the doses used, the greater the risk of severe withdrawal effects. 
Epileptic (grand mal) seizures and even death may occur if the individual undergoes 
untreated, abrupt withdrawal.

OPIOIDS Opioids are classified as narcotics—strongly addictive drugs that have pain-
relieving and sleep-inducing properties. Opioids include both naturally occurring opi-
ates (morphine, heroin, codeine) derived from the poppy plant and synthetic drugs (e.g., 
Demerol, Vicodin) that have opiate-like effects. The ancient Sumerians named the poppy 
plant opium, meaning “plant of joy.”

Opioids produce a rush, or intense feelings of pleasure, which is the primary rea-
son for their popularity as street drugs. They also dull awareness of one’s personal prob-
lems, which is attractive to people seeking a mental escape from stress. Their pleasurable 
effects derive from their ability to directly stimulate the brain’s pleasure circuits—the 
same brain networks responsible for feelings of sexual pleasure or pleasure from eating a 
satisfying meal.

truth OR fiction

Even moderate use of alcohol 
increases the risk of heart attacks.

 FALSE  Findings from recent 
studies show that moderate intake of 
alcohol is associated with a lower risk 
of heart attacks and lower death rates.
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The major medical application of opioids—natural or synthetic—is the relief of 
pain, or analgesia. Medical use of opioids, however, is carefully regulated because over-
doses can lead to coma and even death. Street use of opioids is associated with many fatal 
overdoses and accidents. In a number of American cities, young men are more likely to 
die of a heroin overdose than in an automobile accident.

About 1.6 percent of Americans aged 12 or older report using heroin at some 
point in their lives and about 0.2% (2 in 1,000) report using the drug in the past year 
(SAMHSA, 2012). Once dependence sets in, it usually becomes chronic, relieved only by 
brief periods of abstinence. Adding to the problem is that prescription opioids, too, used 
medically for pain relief, can become drugs of abuse when they are used illicitly as street 
drugs (Friedman, 2006).

Two discoveries made in the 1970s show that the brain produces chemicals of 
its own that have opiate-like effects. One discovery was that neurons in the brain have 
receptor sites to which opiates fit like a key in a lock. The second was that the human 
body produces its own opiate-like substances that dock at the same receptor sites as 
opiates do. These natural substances, or endorphins, play important roles in regulating 
natural states of pleasure and pain. Opioids mimic the actions of endorphins by dock-
ing at receptor sites intended for endorphins, dulling pain and stimulating brain cen-
ters that produce pleasurable sensations. This helps explain why use of narcotic drugs 
produces feelings of pleasure (release of dopamine is yet another factor). Investigators 
have recently learned that drinking alcohol stimulates release of endorphins in the brain 
as well, which may help to account for why alcohol makes people feel good (Mitchell 
et al., 2012).

The withdrawal syndrome associated with opioids can be severe. It begins within 
four to six hours of the last dose. Flu-like symptoms are accompanied by anxiety, feel-
ings of restlessness, irritability, and cravings for the drug. Within a few days, symptoms 
progress to rapid pulse, high blood pressure, cramps, tremors, hot and cold flashes, 
fever,  vomiting, insomnia, and diarrhea, among others. Although these symptoms can 
be uncomfortable, they are usually not devastating, especially when other drugs are pre-
scribed to relieve them. Moreover, unlike withdrawal from barbiturates, the withdrawal 
syndrome rarely results in death.

Morphine Morphine—which receives its name from Morpheus, the Greek god of 
dreams—was introduced at about the time of the American Civil War. Morphine, a 

powerful opium derivative, was used liberally to deaden pain 
from wounds. Physiological dependence on morphine became 
known as the “soldier’s disease.” There was little stigma attached 
to dependence until morphine became a restricted substance.

heroin Heroin, the most widely used opiate, is a powerful 
 depressant that can create a euphoric rush. Users of heroin 
claim that it is so pleasurable it can eradicate any thought of 
food or sex. Heroin was developed in 1875 during a search for 
a drug that would relieve pain as effectively as morphine, but 
without causing addiction. Chemist Heinrich Dreser trans-
formed morphine into a drug believed to have “heroic” effects 
in relieving pain without addiction, which is why it was called 
 heroin.  Unfortunately, heroin does lead to a strong physiological 
 dependence.

About four million Americans have used heroin at 
some point in their lives and some 300,000 are current users 
(SAMHSA, 2012). More than half of current users are addicted 
to heroin. Most heroin users are men over the age of 25 and the 
their average age of first use is about 22 years.

Heroin is usually injected either directly beneath the 
skin (skin popping) or into a vein (mainlining). The effects are 

Shooting up. Heroin users often inject the substance directly into their 
veins. Heroin is a powerful depressant that provides a euphoric rush. Users 
often claim that heroin is so pleasurable that it obliterates any thought of 
food or sex.
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immediate. There is a powerful rush that lasts from 5 to 15 minutes and a state of sat-
isfaction, euphoria, and well-being that lasts from 3 to 5 hours. In this state, all positive 
drives seem satisfied. All negative feelings of guilt, tension, and anxiety disappear. With 
prolonged usage, addiction can develop. Many heroin dependent people support their 
habits through dealing (selling heroin), prostitution, or selling stolen goods. Heroin is a 
depressant, however, and its chemical effects do not directly stimulate criminal or aggres-
sive behavior.

Stimulants
Stimulants are psychoactive substances that increase the activity of the central nervous 
system, which enhances states of alertness, and can produce feelings of pleasure or even 
euphoric highs. The effects vary with the particular drug.

AMPhETAMINES The amphetamines are a class of synthetic stimulants. Street names 
for stimulants include speed, uppers, bennies (for amphetamine sulfate; trade name 
Benzedrine), meth (for methamphetamine; trade name Methedrine), and dexies (for dex-
troamphetamine; trade name Dexedrine).

Amphetamines are used in high doses for their euphoric rush. They are often 
taken in pill form or smoked in a relatively pure form called ice or crystal meth. The 
most potent form of amphetamine, liquid methamphetamine, is injected directly into 
the veins and produces an intense and immediate rush. Some users inject methamphet-
amine for days on end to maintain an extended high. Eventually such highs come to an 
end. People who have been on extended highs sometimes “crash” and fall into a deep 
sleep or depression. Some people commit suicide on the way down. High doses can 
cause restlessness, irritability, hallucinations, paranoid delusions, loss of appetite, and 
insomnia.

In one study, about 5% of Americans aged 12 or older reported using meth at 
some point in their lives and about 0.3% (3 in 1,000) reported using the drug in the 
past year (SAMHSA, 2012). In all, more than 12 million Americans have used meth at 
some point in their lives (Jefferson, 2005). Physiological dependence can develop from 
using amphetamines, leading to an abstinence syndrome characterized by depression and 
fatigue, as well as by unpleasant, vivid dreams, insomnia or hypersomnia (excessive sleep-
ing), increased appetite, and either a slowing down of motor behavior or agitation (APA, 
2013). Psychological dependence is seen most often in people who use amphetamines as 
a way of coping with stress or depression.

Methamphetamine abuse can cause brain damage, producing deficits in learn-
ing and memory in addition to other effects (Thompson et al., 2004; Toomey et al., 
2003). Chronic use is also associated with increased depression, aggressive behavior, and 
social isolation (Homer et al., 2008). Impulsive acts of violence may also occur, especially 
when the drug is smoked or injected intravenously. The hallucinations and delusions of 
amphetamine psychosis mimic those of paranoid schizophrenia, which has encouraged 
researchers to study the chemical changes induced by amphetamines as possible clues to 
the underlying causes of schizophrenia.

ECSTASy The drug ecstasy, or MDMA (3,4-methylenedioxymethamphetamine), is a 
designer drug, a chemical knockoff similar in chemical structure to amphetamine. It 
produces mild euphoria and hallucinations. Teen use of ecstasy dropped significantly in 
the early years of the new millennium, and then rose for a few years before declining 
significantly in 2012 (Johnston et al., 2012). Perhaps the message about the dangers of 
ecstasy is beginning to get across to young people.

Ecstasy can produce adverse psychological effects, including depression,  anxiety, 
insomnia, and even paranoia and psychosis. The drug can cause brain damage that impairs 
cognitive performance on tasks involving attention, learning, and memory (Di Iorio et 
al., 2011; de Win et al., 2008). The greater the amount people use, the greater their risk 
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of suffering long-lasting changes in the brain. Scientists suspect the drug kills or damages 
the neurons that produce the neurotransmitters dopamine and serotonin, key chemicals 
in the brain involved in regulating mood states and ability to reap pleasure in everyday life 
(Di Iorio et al., 2011; van Zessen et al., 2012). Physical side effects include higher heart 
rate and blood pressure, a tense or chattering jaw, and body warmth and/or chills. The 
drug can be lethal when taken in high doses.

COCAINE It might surprise you to learn that the original formula for Coca-Cola con-
tained an extract of cocaine. In 1906, however, the company withdrew cocaine from 
its secret formula. The drink was originally described as a “brain tonic and intellectual 
beverage,” in part because of its cocaine content. Cocaine is a natural stimulant extracted 
from the leaves of the coca plant—the plant from which the soft drink obtained its name. 
Coca-Cola is still flavored with an extract from the coca plant, but one that is not known 
to have psychoactive effects. T / F

It was long believed that cocaine was not physically addicting. However, the drug 
produces a tolerance effect and an identifiable withdrawal syndrome, which is character-
ized by depressed mood and disturbances in sleep and appetite. Intense cravings for the 
drug and loss of ability to experience pleasure may also be present. Withdrawal symptoms 
are usually brief in duration and may involve a crash, or period of intense depression and 
exhaustion, following abrupt withdrawal.

Cocaine is usually snorted in powder form or smoked in the form of crack, a 
hardened form of cocaine that may be more than 75% pure. Crack “rocks”—so called 
because they look like small white pebbles—are available in small, ready-to-smoke 
amounts and are considered to be the most habit-forming street drug available. Crack 
produces a prompt and potent rush that wears off in a few minutes. The rush from snort-
ing powdered cocaine is milder and takes a while to develop, but it tends to linger longer 
than the rush of crack.

Freebasing also intensifies the effects of cocaine. In freebasing, cocaine in powder 
form is heated with ether, freeing the psychoactive chemical base of the drug, and then 
smoked. Ether, however, is highly flammable.

Next to marijuana, cocaine is the most widely used illicit drug in the United 
States. Nearly 15% of Americans aged 12 and older have used cocaine and about 2% have 
reported using it during the past year (SAMHSA, 2012).

Effects of Cocaine Like heroin, cocaine directly stimulates the brain’s reward or plea-
sure circuits. It also produces a sudden rise in blood pressure and an accelerated heart 
rate that can cause potentially dangerous, even fatal, irregular heart rhythms. Overdoses 
can produce restlessness, insomnia, headaches, nausea, convulsions, tremors, hallucina-
tions, delusions, and even sudden death due to respiratory or cardiovascular collapse. 
Regular snorting of cocaine can lead to serious nasal problems, including ulcers in the 
nostrils.

Repeated use and high-dose use of cocaine can lead to depression and anxiety. 
Depression may be severe enough to prompt suicidal behavior. Both initial and routine 
users report episodes of crashing (feelings of depression after a binge), although crashing 
is more common among long-term high-dose users. Psychotic behaviors, which can be 
induced by cocaine use as well as by use of amphetamines, tend to become more severe 
with continued use. Psychotic symptoms may include intense visual and auditory halluci-
nations and delusions of persecution.

NICOTINE Habitual smoking is not merely a bad habit: It is also a physical addiction to 
a stimulant drug, nicotine, found in tobacco products, including cigarettes, cigars, and 
smokeless tobacco. Smoking is also deadly, claiming nearly 450,000 lives each year in the 
United States alone, mostly from lung cancer and other lung diseases, as well as cardiovas-
cular (heart and artery) disease (Tobacco Use, 2010). Smoking is recognized as the leading 

truth OR fiction

Coca-Cola originally contained 
cocaine.

 TRUE  The original formula for 
Coca-Cola contained an extract of 
cocaine.
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health risk in the United States and causes more premature deaths than any other cause, 
shaving about 10 years off the lifespan of the average smoker (Jha et al., 2013; Schroeder, 
2013). Overall, smoking accounts for about one in five deaths of Americans and  doubles 
the risk of dying before age 79 (Benowitz, 2010; Jha et al., 2013). Figure 8.2 shows the 
breakdown of causes of death in the United States attributable to cigarette smoking 
(CDC, 2009). The good news is that quitting smoking at any age greatly reduces—but 
does not eliminate—the increased risk of smoking-related death (Jha et al., 2013; Thun  
et al., 2013).

The World Health Organization estimates that one billion people worldwide 
smoke and more than three  million die each year from smoking-related causes. The 
good news is that the percentage of Americans who smoke has declined markedly over 
the past 50 years, from 43% in the mid-1960s to about 19% today (CDC, 2011; Koh &  
Sebelius, 2012). Smoking among teens is also on the decline (Kuehn, 2013; Rattue, 
2012). The bad news from a health perspective is that about one in five adult Americans 
still smoke and the rate of decline in smoking rates is actually slowing down (Koh & 
Sebelius, 2012).

It may surprise you to learn that more women die of lung cancer than any other 
type of cancer, including breast cancer. Although quitting smoking clearly has health 
benefits for women and men, it unfortunately does not reduce the risks to normal 
(nonsmoking) levels. The lesson is clear: If you don’t smoke, don’t start; if you do 
smoke, quit.

Ethnic differences in smoking rates are shown in Figure 8.3. With the exception 
of Native Americans (American Indian/Alaskan Native), women in each ethnic group are 
less likely to smoke than their male counterparts. Smoking is also becoming increasingly 
concentrated among people at lower income and educational levels (e.g., Blanco et al., 
2008).

Nicotine is delivered to the body through the use of tobacco products. As a 
 stimulant, it increases alertness but it can also give rise to cold, clammy skin, nausea and 
vomiting, dizziness and faintness, and diarrhea—all of which account for the discom-
forts of novice smokers. Nicotine also stimulates the release of epinephrine, a hormone 
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figure 8.2 
U.S. deaths attributable each year to cigarette smoking. Cigarette smoking claims the lives 
of nearly 450,000 Americans annually, mostly from lung cancer, heart disease, and chronic 
obstructive pulmonary disease. Source: Centers for Disease Control, 2008.
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that generates a rush of autonomic nervous system activity, including rapid heartbeat 
and release of stores of sugar into the blood. Nicotine quells the appetite and provides 
a psychological “kick.” Nicotine also leads to the release of endorphins, the opiate-like 
hormones  produced in the brain. This may account for the pleasurable feelings associated 
with tobacco use.

Habitual use of nicotine leads to physiological dependence on the drug. Nicotine 
dependence is associated with both tolerance (intake rises to a level of a pack or two a day 
before leveling off) and a characteristic withdrawal syndrome. The withdrawal syndrome 
for nicotine includes a wide range of features such as lack of energy, depressed mood, 
irritability, frustration, nervousness, impaired concentration, lightheadedness and dizzi-
ness, drowsiness, headaches, fatigue, insomnia, cramps, lowered heart rate, heart palpita-
tions, increased appetite, weight gain, sweating, tremors, and strong craving for cigarettes. 
About 50% of tobacco users who quit for two or more days show evidence of tobacco 
withdrawal disorder (APA, 2013). 

Smoking gives an almost instant “hit” of the stimulant nicotine. The nicotine in 
cigarette smoke begins to occupy nicotine receptors in the brain from the first several 
puffs.

hallucinogens
Hallucinogens, also known as psychedelics, are a class of drugs that produce sensory dis-
tortions or hallucinations, including major alterations in color perception and hearing. 
Hallucinogens may also have other effects, such as relaxation and euphoria or, in some 
cases, panic.

Hallucinogens include lysergic acid diethylamide (LSD), psilocybin, and mesca-
line. Psychoactive substances that are similar in effect to psychedelic drugs are marijuana 
(cannabis) and phencyclidine (PCP). Mescaline is derived from the peyote cactus and has 
been used for centuries by Native Americans in the Southwest, Mexico, and Central 
America in religious ceremonies, as has been psilocybin, which is derived from certain 
mushrooms. LSD, PCP, and marijuana are the most commonly used hallucinogens in the 
United States.

figure 8.3 
Ethnic and gender differences in rates of cigarette smoking among U.S. adults. Smoking 
rates are higher among men than women and among Native Americans (American Indian and 
Alaska Native) than other major racial/ethnic groups in the United States. Source: Centers for 
Disease Control, 2009.
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Although tolerance to hallucinogens may develop, investigators lack evidence of a 
consistent or clinically significant withdrawal syndrome associated with their use (APA, 
2013). However, cravings following withdrawal may occur.

LSD LSD is a synthetic hallucinogenic drug. In addition to the vivid parade of colors and 
visual distortions produced by LSD, users have claimed it “expands consciousness” and opens 
new worlds—as if they were looking into some reality beyond the usual reality. Sometimes 
they believe they have achieved great insights during the LSD “trip,” but when it wears off, 
they usually cannot follow through or even summon up a memory of these discoveries.

The effects of LSD are unpredictable and depend on the amount taken as well as 
on the user’s expectations, personality, mood, and surroundings. The user’s prior experi-
ences with the drug may also play a role, as users who have learned to handle the effects of 
the drug through past experience may be better prepared than new users.

Some users have unpleasant experiences with the drug, or “bad trips.” Feelings 
of intense fear or panic may occur. Users may fear losing control or sanity. Some experi-
ence terrifying fears of death. Fatal accidents have sometimes occurred during LSD trips. 
Flashbacks, typically involving a reexperiencing of some of the perceptual distortions of the 
“trip,” may occur days, weeks, or even years afterward. Flashbacks tend to occur suddenly 
and often without warning. Perceptual distortions may involve geometric forms, flashes 
of color, intensified colors, afterimages, or appearances of halos around objects, among 
others. They likely stem from chemical changes in the brain caused by the prior use of the 
drug. Triggers for flashbacks include entry into darkened environments, drug use, anxiety 
or fatigue, or stress. Psychological factors, such as underlying personality problems, may 
also explain why some users experience flashbacks. In some cases, a flashback may involve 
an imagined reenactment of the LSD experience.

PhENCyCLIDINE Phencyclidine—which is referred to as “angel dust” on the street—was 
developed as an anesthetic in the 1950s, but its use was discontinued when its hallucinatory 
side effects were discovered. A smokable form of PCP became popular as a street drug in the 
1970s. However, its popularity has since waned, largely because of its unpredictable effects.

The effects of PCP, like most drugs, are dose related. In addition to causing hal-
lucinations, PCP accelerates the heart rate and blood pressure and causes sweating, flush-
ing, and numbness. PCP is classified as a deliriant—a drug capable of producing states 
of delirium. It also has dissociating effects, causing users to feel as if there is some sort of 
invisible barrier between them and their environment. Dissociation can be experienced as 
pleasant, engrossing, or frightening, depending on the user’s expectations, mood, setting, 
and so on. Overdoses can give rise to drowsiness and a blank stare, convulsions, and, now 
and then, coma; paranoia and aggressive behavior; and tragic accidents resulting from 
perceptual distortion or impaired judgment during states of intoxication.

MARIjUANA Marijuana is derived from the Cannabis sativa plant. Marijuana is gener-
ally classified as a hallucinogen because it can produce perceptual distortions or mild 
hallucinations, especially in high doses or when used by susceptible individuals. The psy-
choactive substance in marijuana is delta-9-tetrahydrocannabinol, or THC for short. THC 
is found in branches and leaves of the plant but is highly concentrated in the resin of the 
female plant. Hashish, or hash, also derived from the resin, is more potent than marijuana 
but has similar effects.

Among Americans aged 12 or older, about 4 in 10 report having used marijuana 
or hashish at some point in their lives, and about 11.5% report using the drug during 
the past year (SAMHSA, 2012). About 1.5% of the U.S. adult population suffer from a 
cannabis (marijuana) use disorder in the current year (APA, 2013). Men are more likely 
than women to develop a marijuana use disorder, and rates of these disorders are greatest 
among people aged 18 to 30.
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Did you know that more teens today use marijuana than either alcohol or 
tobacco? Marijuana use among American youth has been rising for several years, although 
it stopped trending upward in 2012 (Johnston et al., 2012; Kuehn, 2011a, 2013; Wu 
et al., 2011). More than one in three 12th graders (36%) reported using marijuana during 
the previous year (Johnston et al., 2012; Kuehn, 2013). The increased use of marijuana 
stands in sharp contrast to continuing declines in youths in the use of cocaine. T / F

Low doses of the drug can produce relaxing feelings similar to those from drinking 
alcohol. Some users report that at low doses, the drug makes them feel more comfortable at 
social gatherings. Higher doses, however, often lead users to withdraw into themselves. Some 
users believe the drug increases their capacity for self-insight or creative thinking, although 
the insights achieved under its influence may not seem so insightful once the drug’s effects 
have passed. People may turn to marijuana, and to other drugs as well, to help them cope 
with life problems or to help them function when they are under stress. Strongly intoxicated 
people perceive time as passing more slowly. A song of a few minutes may seem to last an 
hour. There is increased awareness of bodily sensations, such as heartbeat. Smokers also 
report that strong intoxication heightens sexual sensations. Visual hallucinations may occur.

Strong intoxication can cause smokers to become disoriented. If their moods are 
euphoric, disorientation may be construed as harmony with the universe. Yet some smok-
ers find strong intoxication disturbing. An accelerated heart rate and sharpened awareness 
of bodily sensations cause some smokers to fear their hearts will “run away” with them. 
Some smokers are frightened by disorientation and the fear that they will not “come 
back.” High levels of intoxication now and then induce nausea and vomiting.

Cannabis dependence is associated more with compulsive use or psychological 
dependence rather than with physiological dependence. Although tolerance to the drug 
may occur with chronic use, some users report reverse tolerance, or sensitization, making 
them more sensitive to the drug’s effects with repeated use. Although a clear-cut with-
drawal syndrome has not been reliably demonstrated, evidence does point to a definable 
withdrawal syndrome in long-term, heavy users who abruptly stop using the drug (Allsop 

et al., 2012; Mason et al., 2012). Moreover, regular marijuana use can lead to 
impairment in learning and memory, especially among heavier or more persis-
tent users (Bossong et al., 2012; Han et al., 2012; Meier et al., 2012). Even more 
troubling is recent evidence that links persistent use of marijuana beginning in 
adolescence to loss of IQ points by midlife (Kuehn, 2012; Meier et al., 2012).

Evidence also links marijuana use to later use of harder drugs such as 
heroin and cocaine (Kandel, 2003). Whether marijuana use is a causal factor 
leading to use of harder drugs remains unclear. It is clear, however, that mari-
juana impairs perception and motor coordination and thus makes driving and 
the operation of other heavy machinery dangerous. Recent evidence shows that 
drivers who used marijuana within three hours of driving were nearly twice as 
likely to cause a crash as those who were unimpaired by drug use (Asbridge, 
Hayden, & Cartwright, 2012).

Although marijuana use induces positive mood changes in many users, 
some people report anxiety and confusion; there are also occasional reports of 
paranoia or psychotic reactions. Marijuana elevates heart rate and blood pres-
sure and is linked to an increased risk of heart attacks in people with heart dis-
ease. And, like cigarettes, smoking marijuana can damage lung tissue and lead 
to serious respiratory diseases, such as chronic bronchitis, and may increase the 
risk of lung cancer (Singh et al., 2009; Zickler, 2006).

Theoretical Perspectives
People begin using psychoactive substances for various reasons. Some adoles-
cents start using drugs because of peer pressure or because they believe drugs 
make them seem more sophisticated or grown up. Some use drugs as a way of 
rebelling against their parents or society at large. Regardless of why people get 

On the path to losing IQ points? Recent evidence shows 
that regular use of marijuana beginning in adolescence is 
linked to loss of IQ points by midlife.

8.6 Describe the major theoretical 
perspectives toward understanding 
substance use disorders.

truth OR fiction

More teens today use marijuana than 
either alcohol or tobacco.

 TRUE  Marijuana is more popular 
today among teens than either alcohol 
or cigarettes.
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started with drugs, they continue to use them because drugs produce pleasurable effects 
or because they find it difficult to stop. Most adolescents, however, drink alcohol to get 
high, not to establish that they are adults. Many people smoke cigarettes for the pleasure 
they provide. Others smoke to help them relax when they are tense and, paradoxically, to 
give them a kick or a lift when they are tired. Many would like to quit but find it difficult 
to break their addiction.

People who are anxious about their jobs or social lives may be drawn to the calm-
ing effects of alcohol, marijuana (in certain doses), tranquilizers, and sedatives. People 
with low self-confidence and self-esteem may be drawn to the ego-bolstering effects of 
amphetamines and cocaine. Many poor young people attempt to escape the poverty, 
anguish, and tedium of inner-city life through use of heroin and similar drugs. More 
well-to-do adolescents may rely on drugs to manage the transition from dependence to 
independence and major life changes concerning jobs, college, and lifestyles. In the next 
sections, we consider several major theoretical perspectives on drug use and abuse.

Biological Perspectives
Investigators are beginning to learn much more about the biological underpinnings of 
drug use and addiction. Much of the recent research has focused on the roles of neu-
rotransmitters, especially dopamine, and genetic factors.

NEUROTRANSMITTERS Many drugs of abuse, including nicotine, alcohol, heroin, mar-
ijuana, and especially cocaine and amphetamines, produce pleasurable effects by increas-
ing the availability of the neurotransmitter dopamine, a key brain chemical involved in 
activation of the brain’s reward or pleasure circuits—the networks of neurons that pro-
duce feelings of pleasure (Flagel et al., 2011; Voruganti & Awad, 2007; Whitten, 2009). 
When we eat because we are hungry or drink because we are thirsty, reward pathways 
in the brain become flooded with dopamine, producing feelings of pleasure associated 
with engaging in these life-sustaining activities. Neuroscientists find that in people with 
alcohol dependence, even the mere exposure to words associated with alcohol can activate 
reward pathways in the brain, the network of interconnected neurons that produce feel-
ings of pleasure (see Figure 8.4).

The role of dopamine is yet more complex; it motivates us to pay attention to 
objects linked to rewarding behaviors and basic survival needs, such as food when we’re 
hungry or threatening animals or other dangers (Angier, 2009). For addicts, the steady 
influx of dopamine from using drugs makes it difficult for them to focus on anything 
other than attaining and using drugs, even if the drugs no longer produce feelings of 
pleasure.

Over time, regular use of drugs such as cocaine, alcohol, and heroin may sap the 
brain’s own production of dopamine. Consequently, the brain’s natural reward system—
the “feel good” circuitry that produces states of pleasure associated with the ordinarily 
rewarding activities of life, such as consuming a satisfying meal and engaging in pleasant 
activities—becomes blunted (Dubovsky, 2006). Evidence based on brain imaging shows 
lower levels of naturally produced dopamine in the brains of cocaine-dependent individu-
als (Martinez et al., 2009). An addict’s brain may come to depend on having a supply of 
the drug available in order to produce any feelings of pleasure or satisfaction (Denizet-
Lewis, 2006). Without drugs, life may not seem to be worth living.

Changes in the dopamine system may help explain the intense cravings and anxi-
ety that accompany drug withdrawal and the difficulty people have in maintaining absti-
nence. But other neurotransmitters, including serotonin and endorphins, also appear to 
play important roles in drug abuse and dependence (Addolorato et al., 2005; Buchert et 
al., 2004).

Consider the role of endorphins, a class of neurotransmitters that have pain-
blocking properties similar to those of opioids such as heroin. As we discussed earlier, 
endorphins and opiates dock at the same receptor sites in the brain. Normally, the brain 
 produces a certain level of endorphins that maintains a psychological steady state of 

figure 8.4 
your brain in response to alcohol 
words. In a recent fMRI study, a group of 
alcohol-dependent women showed greater 
levels of brain activation in parts of the 
limbic system and frontal lobes (indicated 
by yellow/orange colors) in response to 
alcohol cue words (e.g., keg, binge) than 
did a group of women who were light 
social drinkers. These parts of the brain 
are involved in reward pathways activated 
by use of alcohol and other drugs. These 
findings suggest that in people with alcohol 
dependence, the mere exposure to words 
associated with alcohol may produce 
similar effects in the brain as the drug 
itself. Source: Tapert, Brown, Baratta, & 
Brown, 2004.
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 comfort and potential to experience pleasure. However, when the body becomes habit-
uated to a supply of opioids, it may stop producing endorphins. This makes the user 
dependent on opiates for comfort, relief from pain, and pleasure. When the habitual user 
stops using heroin or other opiates, feelings of discomfort and little aches and pains may 
be magnified until the body resumes adequate production of endorphins. This discomfort 
may account, at least in part, for the unpleasant withdrawal symptoms that people who 
are addicted to heroin or other opiates experience. However, this model remains specula-
tive, and more research is needed to document direct relationships between endorphin 
production and withdrawal symptoms.

GENETIC FACTORS Evidence points to an important role for genetic factors in a range 
of substance use disorders involving alcohol, amphetamines, cocaine, heroin, and even 
tobacco (e.g., Ducci et al., 2011; Frahm et al., 2011; Hartz et al., 2012; Kendler et al., 
2012; Ray, 2012). People who have a family history of substance use disorders stand a 
four to eight times greater chance of developing these disorders themselves (Urbanoski & 
Kelly, 2012). Environmental factors, such as family influences and peer pressure, appear 
to play a more important role in the initiation of drug use in early adolescence, whereas 
genetic factors play a prominent role in explaining continuation of drug use through early 
and middle adulthood (Kendler et al., 2008).

Investigators have begun to hunt for specific genes involved in alcohol and drug 
dependence or addiction (Ray et al., 2012; Sullivan et al., 2013). Our focus here is on 
the genetic underpinnings of alcohol dependence, because this has been the area of great-
est research interest. However, it appears that some genes involved in alcoholism are 
also involved in other forms of addiction, such as addiction to cocaine, nicotine (regular 
smoking), and heroin (Ming & Burmeister, 2009).

Alcoholism tends to run in families. The closer the genetic relationship, the greater 
the risk. Familial patterns provide only suggestive evidence of genetic factors, because 
families share a common environment as well as common genes. More definitive evidence 
comes from twin and adoptee studies.

Monozygotic (MZ) twins have identical genes, whereas fraternal or dizygotic (DZ) 
twins share only half of their genes. If genetic factors are involved, we would expect MZ 
twins to have higher concordance (agreement) rates for alcoholism than DZ twins. We 
have converging evidence that points to an important genetic contribution to alcoholism 
(MacKillop, McGeary, & Ray, 2010). First, there is a large body of evidence showing higher 
concordance rates for alcoholism among MZ twins than among DZ twins, which is consis-
tent with a genetic contribution to alcoholism. Second, among adopted children raised in 
nonalcoholic families, those having a family history of alcoholism are more prone to develop 
alcoholism themselves than are those without alcoholism in their families.

If problem drinking and alcoholism are influenced by genetic factors, what exactly 
is inherited? Some clues have emerged (e.g., Corbett et al., 2005; Radel et al., 2005). 
Alcoholism, nicotine dependence, and opioid addiction are linked to genes that determine 
the structure of dopamine receptors in the brain. As we’ve noted, dopamine is involved in 
regulating states of pleasure, so one possibility is that genetic factors enhance feelings of 
pleasure derived from alcohol.

The genetic vulnerability to alcoholism most probably involves a combination of 
factors, such as reaping greater pleasure from alcohol and a capacity for greater biological 
tolerance for the drug. People who can tolerate larger doses of alcohol without incur-
ring upset stomachs, dizziness, and headaches may have difficulty knowing when to stop 
drinking. Thus, people who are better able to “hold their liquor” may be at greater risk 
of developing drinking problems. They may need to rely on other cues, such as counting 
their drinks, to limit their drinking. Other people whose bodies more readily “put the 
brakes” on excess drinking may be less likely to develop problems in moderating their 
drinking. T / F

Whatever role genetics may play in alcohol dependence and other forms of sub-
stance dependence, genes do not dictate behavior. Environment also plays a role, as do 

8.7 Explain how cocaine 
affects the brain.

truth OR fiction

People who can “hold their liquor” 
better than most stand a lower risk of 
becoming problem drinkers.

 FALSE  A high physical tolerance 
for liquor may lead a person to drink 
excessively, which may set the stage 
for problem drinking.
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interactions of genetic and environmental factors. For example, investigators report that 
drug use among a sample of young people at heightened genetic risk of developing drug 
abuse problems was reduced for those who had highly supportive parents (Brody et al., 
2009). Similarly, other investigators reported that being raised by parents free of alcohol-
ism was associated with a lower risk of developing alcohol-related disorders in people at 
high genetic risk of alcohol-related problems (Jacob et al., 2003). In effect, good parent-
ing can reduce the influence of bad genes. In sum, we can say that genetic factors act 
together with environmental and psychological factors in contributing to the develop-
ment of substance use disorders.

Learning Perspectives
Learning theorists propose that substance use behaviors are largely learned and can, in 
principle, be unlearned. They focus on the roles of operant and classical conditioning and 
observational learning. Drug-related problems are not regarded as symptoms of disease 
but rather as problem habits. Although learning theorists do not deny that genetic or 
biological factors may increase susceptibility to substance abuse problems, they emphasize 

a ClOseR look

How Cocaine Affects the Brain

Cocaine works on the brain’s use of dopamine (see Figure 
8.5). Cocaine interferes with the process of reuptake by 
which excess molecules of dopamine are reabsorbed by the 

transmitting neuron. As a result, high levels of dopamine remain 
active in the synaptic gaps between neurons in brain networks that 
control feelings of pleasure, overstimulating neurons that produce 
states of pleasure, including the euphoric high associated with 
cocaine use. In effect, cocaine and other drugs such as heroin and 

alcohol that also affect dopamine feel good because of the effects 
they have on the availability of dopamine in the brain’s reward 
or pleasure networks. However, regular use of cocaine over time 
makes the brain less capable of producing dopamine on its own. 
Consequently, cocaine abusers crash when they stop using the drug 
because the brain is stripped of its own supply of this pleasure-
producing chemical. 

figure 8.5 
Cocaine’s effects on the brain. 

Source: Adapted from National 
Institute on Drug Abuse, U.S. 
Department of Health and Human 
Services, National Institutes of Health. 
Research Report Series: Cocaine Abuse 
and Addiction. NIH Publication Number 
99-4342, revised November 2004. 
Reprinted from J.S. Nevid, Psychology: 
Concepts and Applications, 2009,  
with permission of Cengage Learning.

Sending neuron

Receiving neuron

Synaptic
vesicle

Neurotransmitters

Synaptic gapReceptor site

1. Neurotransmitters, such as dopamine,
 are stored in synaptic vesicles in the
 sending neuron and released into the
 synaptic gap. Normally, excess mole-
 cules of neurotransmitters not taken
 up by receptor sites are absorbed by
 the sending neuron in a recycling pro-
 cess called reuptake.

2. Cocaine (orange circles in diagram)
 blocks the reuptake of dopamine
 by the sending neuron.

3. The accumulation of dopamine in the
 synapse overstimulates neurons in
 key reward pathways in the brain,
 producing a pleasurable “high.” Over
 time, the brain becomes less capable
 of producing feelings of pleasure on
 its own, leading users to “crash” if
 they stop using the drug.

 Watch the Video In the Real World: 
 Neurotransmitters on MyPsychLab
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the role of learning in the development and maintenance of these problem behaviors. 
They also recognize that people who suffer from depression or anxiety may turn to alco-
hol as a way of relieving these troubling emotional states, however brief the relief may be. 
Emotional stress, such as anxiety or depression, often sets the stage for the development 
of drug-related problems.

Drug use may become habitual because it produces feelings of pleasure (positive 
reinforcement) or temporary relief (negative reinforcement) from negative emotions, such 
as anxiety and depression. With drugs like cocaine, which appear capable of directly stimu-
lating pleasure mechanisms in the brain, the positive reinforcement is direct and powerful.

OPERANT CONDITIONING People may initially use a drug because of social influence, 
trial and error, or social observation. In the case of alcohol, they learn that the drug can 
produce reinforcing effects, such as feelings of euphoria, and reductions in anxiety and 
tension. Alcohol may also reduce behavioral inhibitions. Alcohol can thus be reinforcing 
when it is used to combat depression (by producing euphoric feelings, even if short lived), 
to combat tension (by functioning as a tranquilizer), or to help people sidestep moral 
conflicts (e.g., by dulling awareness of moral prohibitions). Drug abuse may also provide 
social reinforcers, such as the approval of drug-abusing companions and, in the cases of 
alcohol and stimulants, the (temporary) overcoming of social shyness.

ALCOhOL AND TENSION REDUCTION Learning theorists have long maintained that 
one of the primary reinforcers for use of alcohol is relief from states of tension or unpleasant 
states of arousal. According to the tension-reduction theory, the more often one drinks to reduce 
tension or anxiety, the stronger the habit becomes. We can think of these uses of alcohol and 
other drugs as forms of self-medication—as a means of using the pill or the bottle to temporar-
ily ease psychological pain (Robinson, Sareen, Cox, & Bolton, 2009). We can see this pattern 
of negative reinforcement (relief from psychological pain) in the following case example.

Although nicotine, alcohol, and other drugs may temporarily alleviate emotional 
distress, they cannot resolve underlying personal or emotional problems. Rather than 
learning to resolve these problems, people who turn to alcohol or other drugs as forms of 
self-medication often find themselves facing additional substance use problems.

“I” “Taking Away the Hurt I Feel”
“I use them [the pills and alcohol] to take away the hurt I feel inside.” Joceyln, a 
36-year-old mother of two, was physically abused by her husband, Phil. “I have no 
self-esteem. I just don’t feel I can do anything,” she told her therapist. Joceyln had 
escaped from an abusive family background by getting married at age 17, hoping 
that marriage would offer her a better life. The first few years were free of abuse, but 
things changed when Phil lost his job and began to drink heavily. By then, Jocelyn had 
two young children and felt trapped. She blamed herself for her unhappy family life, 
for Phil’s drinking, for her son’s learning disability. “The only thing I can do is drink or 
do pills. At least then I don’t have to think about things for a while.” Although drug 
use temporarily dulled her emotional pain, it came with a greater long-term cost in 
terms of the burden of addiction.

From the Author’s Files

NEGATIvE REINFORCEMENT AND WIThDRAWAL Once people become physiologi-
cally dependent, negative reinforcement comes into play in maintaining the drug habit. 
In other words, people may resume using drugs to gain relief from unpleasant withdrawal 
symptoms. In operant conditioning terms, relief from unpleasant withdrawal symptoms 
is a negative reinforcer for resuming drug use (Higgins, Heil, & Lussier, 2004). For 
 example, the addicted smoker who quits cold turkey may shortly return to smoking to 
fend off the discomfort of withdrawal.
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ThE CONDITIONING MODEL OF CRAvINGS Classical condi-
tioning may help explain some forms of drug cravings. In some 
cases, cravings may represent a conditioned response to environ-
mental cues associated with prior use of the substance (Kilts, Gross, 
Ely, & Drexler, 2004). In people with drug-related problems, 
exposure to cues such as the sight or aroma of an alcoholic bever-
age or the sight of a needle and syringe can become conditioned 
stimuli that elicit the conditioned response of strong drug crav-
ings. For example, socializing with certain companions (“drink-
ing buddies”) or even passing a liquor store may elicit conditioned 
cravings for alcohol. In support of this theory, people who suf-
fer from alcoholism show distinctive changes in brain activity in 
areas of the brain that regulate emotion, attention, and appetitive  
behavior when shown pictures of alcoholic beverages (George  
et al., 2001). Social drinkers, by comparison, do not show this pat-
tern of brain activation.

Negative emotional states, such as anxiety and depression 
that have been paired with the use of alcohol or drugs in the past 
may also elicit cravings. The following case illustrates cravings 
conditioned to environmental cues.

Self-medication? People who turn to alcohol or other drugs to quell 
disturbing emotions can compound their problems by developing a 
substance use disorder.

Similarly, some people are primarily “stimulus smokers.” They reach for a cigarette 
in the presence of smoking-related stimuli, such as seeing someone else smoke or smell-
ing smoke. Smoking becomes a strongly conditioned habit because it is paired repeatedly 
with many situational cues—watching TV, finishing dinner, driving in the car, studying, 
drinking or socializing with friends, sex, and, for some, using the bathroom.

The conditioning model of craving is supported by early research showing that 
people with alcoholism tend to salivate more than others at the sight and smell of alcohol 
(Monti et al., 1987). Pavlov’s classic experiment conditioned a salivation response in dogs 
by repeatedly pairing the sound of a bell (a conditioned stimulus) with the presentation 
of food powder (an unconditioned stimulus). Salivation among people who develop alco-
holism can also be viewed as a conditioned response to alcohol-related cues. People with 
drinking problems who show the greatest salivary response to alcohol cues may be at high-
est risk of relapse. They may also profit from conditioning-based treatments designed to 
extinguish responses to alcohol-related cues.

In a form of treatment for alcoholism called cue exposure training, the person is 
seated in front of alcohol-related cues, such as open alcoholic beverages, but is prevented 
from imbibing (Dawe, Rees, Mattick, Sitharthan, Heather, 2002). The pairing of the cue 
(alcohol bottle) with nonreinforcement (by dint of preventing drinking) may lead to extinc-
tion of the conditioned cravings. However, cravings can return after treatment, and often 
do return when people go back to their usual environments (Havermans & Jansen, 2003).

OBSERvATIONAL LEARNING Modeling or observational learning plays an important  
role in determining risk of drug-related problems. Parents who model inappropriate or  

A Case of Conditioned Drug Cravings
A 29-year-old man was hospitalized for the treatment of heroin addiction. After four 
weeks of treatment, he returned to his former job, which required him to ride the sub-
way past the stop at which he had previously bought his drugs. Each day, when the 
subway doors opened at this location, [he] experienced enormous craving for heroin, 
accompanied by tearing, a runny nose, abdominal cramps, and gooseflesh. After the 
doors closed, his symptoms disappeared, and he went on to work.

From Weiss, R. D., & Mirin, S. M. (1987). Cocaine. Washington, DC: American 
Psychiatric Association.
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excessive drinking or use of illicit drugs may set the stage for maladaptive drug use in their 
children (Kirisci, Vanyukov, & Tarter, 2005). Evidence shows that adolescents who have 
a parent who smokes face a substantially higher risk of smoking than do their peers in 
families where neither parent smokes (Peterson et al., 2006). Other investigators find that 
having friends who smoke influences adolescents to begin smoking (Bricker et al., 2006).

Cognitive Perspectives
Evidence supports the role of cognitive factors in drug-related problems, especially the role 
of expectancies (Doran, Schweizer, & Myers, 2011). Holding positive expectancies about 
drug use, such as believing that drinking alcohol makes you more popular or outgoing, 
increases the likelihood of use of these substances (e.g., Cable & Sacker, 2007; Mitchell 
et al., 2006). Outcome expectancies in teens—what they expect a drug’s effects will be—
are strongly influenced by the beliefs held by others in their social environment, including 
friends and parents (e.g., Donovan, Molina, & Kelly, 2009; Gunn & Smith, 2010).

Alcohol or other drug use may also boost self-efficacy expectations—personal expec-
tancies we hold about our ability to successfully perform tasks. If we believe we need a 
drink or two (or more) to “get out of our shell” and relate socially to others, we may come 
to depend on alcohol in social situations.

Expectancies may account for the “one-drink effect”—the tendency of chronic 
alcohol abusers to binge once they have a drink. The late psychologist G. Alan Marlatt 
(1978) explained the one-drink effect as a type of self-fulfilling prophecy. If people with 
alcohol-related problems believe that just one drink will cause a loss of control, they may 
perceive the outcome as predetermined when they drink. Having even one drink may 
thus escalate into a binge. This type of expectation is an example of what Aaron Beck 
calls absolutist thinking. When we insist on seeing the world in black and white rather 
than shades of gray—as either complete successes or complete failures—we may interpret 
one bite of dessert as proof that we are off our diets, or one cigarette as proof that we are 
hooked again. Rather than telling ourselves, “Okay, I goofed, but that’s it. I don’t have to 
have more,” we encode our lapses as catastrophes and transform them into relapses. Still, 
alcohol-dependent people who believe they may go on a drinking binge if they have just 
one drink are well advised to abstain.

Psychodynamic Perspectives
According to traditional psychodynamic theory, alcoholism reflects an oral-dependent 
 personality. Psychodynamic theory also associates excessive alcohol use with other oral 
traits, such as dependence and depression, and traces the origins of these traits to fixa-
tion in the oral stage of psychosexual development during infancy. Excessive drinking or 
smoking in adulthood symbolizes an individual’s efforts to attain oral gratification.

Research support for these psychodynamic concepts is mixed. Although people 
who develop alcoholism often show dependent traits, it is unclear whether dependence 
contributes to or stems from problem drinking. Chronic drinking, for example, is con-
nected with loss of employment and downward movement in social status, both of which 
would render drinkers more reliant on others for support. Moreover, an empirical con-
nection between dependence and alcoholism does not establish that alcoholism represents 
an oral fixation that can be traced to infant development.

Then, too, many—but certainly not all—people who suffer from alcoholism have 
antisocial personalities characterized by independence-seeking as expressed through rebel-
liousness and rejection of social and legal codes. All in all, there doesn’t appear to be any 
single alcoholic personality.

Sociocultural Perspectives
Drinking is determined, in part, by where we live, whom we worship with, and the social 
or cultural norms that regulate our behavior. Cultural attitudes can encourage or discour-
age problem drinking. As we have already seen, rates of alcohol abuse vary across ethnic 
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and religious groups. Let’s note some other sociocultural factors. Church attendance, for 
example, is generally connected with abstinence from alcohol. Perhaps people who are 
more willing to engage in culturally sanctioned activities, such as churchgoing, are also 
more likely to adopt culturally sanctioned prohibitions against excessive drinking.

Peer pressure and exposure to a drug subculture are important influences in deter-
mining substance use among adolescents and young adults (Dishion & Owen, 2002; 
Hu, Davies, & Kandel, 2006). Children who start drinking before age 15 stand a five-
fold higher risk of developing alcohol dependence in adulthood as compared with those 
who began drinking at a later age (Kluger, 2001). Yet studies of Hispanic and African 
American adolescents show that support from family members can reduce the negative 
influence of drug-using peers on the adolescent’s use of tobacco and other drugs (Farrell 
& White, 1998; Frauenglass, Routh, Pantin, & Mason, 1997).

a ClOseR look

Subliminal Cues Trigger Brain Responses in Cocaine Abuse Patients

We’ve noted that exposure to drug-related cues, such as 
the sight of a bottle of Scotch whiskey or of a needle 
and syringe, can elicit drug cravings in people with drug-

related problems. But a recent study with cocaine-abusing patients 
goes a step further. Investigators flashed cocaine-related images 
at blinding speeds that the patients could not consciously perceive 
(see Figure 8.6). Yet these “unseen” cues activated parts of the 
brain’s limbic system, the interconnected parts of the inner brain 
involved in processing basic emotional responses, which is impli-
cated in drug cravings and drug-seeking behavior (Childress et al., 
2008) (see Figure 8.7). Dr. Nora Volkow, the director of the National 
Institute on Drug Abuse (NIDA), observed, “This is the first evidence 
that cues outside one’s awareness can trigger rapid activation of 
the circuits driving drug-seeking behavior” (cited in “Subliminal 
Signals,” 2008).

This research underscores the problems faced by patients with 
cocaine and other substance abuse problems. They may be 
exposed daily to images—even mere glimpses of images—that acti-
vate networks in the brain that prompt craving responses. As NIDA 
director Volkow puts it, “Patients often can’t pinpoint when or why 
they start craving drugs. Understanding how the brain initiates that 
overwhelming desire for drugs is essential to treating addiction.”

Compounding the problem further is that parts of the brain acti-
vated by drug-related subliminal cues are those that also become 
active in response to sexual images. Drug cravings may tap into the 
same reward systems as those involved in basic rewards such as 
sexual gratification and food consumption.

figure 8.7 
Limbic system response to “unseen” drug-related stimuli. Parts 
of the limbic system in the brain, including the amygdala (denoted 
here by amyg), become active in response to cocaine-related images 
flashed at such a high speed that they are not consciously perceived. 
A similar pattern of activation was found for “unseen” sexual cues, 
suggesting that drug-related cues activated similar reward pathways 
in the brain as sexual cues. Source: Childress et al., 2008.

figure 8.6 
visual stimuli used in subliminal cue study. These are examples 
of visual cues flashed to male cocaine patients to determine whether 
brain circuits involved in reward pathways of the brain would respond 
even if the stimuli themselves remained unseen. Source: Childress 
et al., 2008.
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Treatment of Substance Use Disorders
There is a vast array of nonprofessional, biological, and psychological approaches to treat-
ing problems with substance abuse and dependence. However, treatment has often been 
a frustrating endeavor. In many, perhaps most, cases, drug-dependent people may not be 
ready or motivated to change their drug use behavior or may not seek treatment on their 
own. Substance abuse counselors may use techniques such as motivational interviewing to 
first increase their clients’ readiness to make changes in their lives (Martins & McNeil, 
2009; Miller & Rollnick, 2002). In a supportive rather than confrontational manner, 
counselors help clients recognize the problems caused by their drug use and the risks they 
face in continuing to use drugs. They then focus on raising clients’ awareness of the dif-
ferences between their present circumstances and how they want their lives to be and the 
steps they need to take to make these changes.

When drug-dependent people are ready to break free of drugs, the process of help-
ing them through the withdrawal syndrome is an important first step. However, helping 
them pursue a life devoid of their preferred substances is more problematic. Treatment 
takes place in a setting—such as the therapist’s office, a support group, a residential cen-
ter, or a hospital—in which abstinence is valued and encouraged. Then the individual 
returns to the work, family, or street settings in which abuse and dependence were insti-
gated and maintained. The problem of relapse can thus be more troublesome than the 
problems involved in initial treatment.

Another complication is that many people with drug-related problems have other 
psychological disorders as well. However, most clinics and treatment programs focus on 
the drug or alcohol problem, or the other psychological disorders, rather than treating all 
these problems simultaneously. This narrow focus results in poorer treatment outcomes, 
including more frequent rehospitalizations among those with these dual diagnoses.

Biological Approaches
An increasing range of biological approaches are being used in treating substance use 
disorders (Quenqua, 2012; Wessell & Edwards, 2010). For people with chemical depen-
dencies, biological treatment typically begins with detoxification—that is, helping them 
through withdrawal from addictive substances.

DETOxIFICATION Detoxification is often more safely carried out in a hospital setting. In 
the case of addiction to alcohol or barbiturates, hospitalization allows medical personnel 
to monitor and treat potentially dangerous withdrawal symptoms such as convulsions. 
Antianxiety drugs, such as the benzodiazepines Librium and Valium, may help block 
severe withdrawal symptoms such as seizures and delirium tremens. Detoxification to alco-
hol takes about a week. Detoxification is an important step toward staying clean, but it is 
only a start. Approximately half of all drug abusers relapse within a year of detoxification 
(Cowley, 2001). Continuing support and structured therapy, such as behavioral counsel-
ing, plus possible use of therapeutic drugs, increase the chances of long-term  success.

A number of therapeutic drugs are used in treating people with chemical depen-
dencies, and more chemical compounds are in the testing stage. Here, we survey some of 
the major therapeutic drugs in use today.

DISULFIRAM The drug disulfiram (Antabuse) discourages alcohol consumption because 
the combination of the two—the drug and the alcohol—produces a violent response 
consisting of nausea, headache, heart palpitations, and vomiting. In some extreme cases, 
combining disulfiram and alcohol can produce such a dramatic drop in blood pressure 
that the individual goes into shock or even dies. Although disulfiram has been used widely 
in alcoholism treatment, its effectiveness is limited because many patients who want to 
continue drinking simply stop using the drug. Others stop taking the drug because they 
believe they can remain abstinent without it. Unfortunately, many return to uncontrolled 
drinking. Another drawback is that the drug has toxic effects in people with liver disease, 

8.8 Evaluate methods of treating 
substance use disorders.
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a frequent ailment of people who suffer from alcoholism. Little evidence supports the 
efficacy of the drug in the long run.

ANTIDEPRESSANTS Antidepressants may help reduce cravings for cocaine following 
withdrawal. These drugs stimulate neural processes that promote feelings of pleasure  
derived from everyday experiences. If cocaine users can feel pleasure from non- 
drug-related activities, they may be less likely to return to using cocaine. However,  
antidepressants have yet to produce consistent results in reducing relapse rates for cocaine 
dependence, so it is best to withhold judgment concerning their efficacy. The antidepres-
sant drug bupropion (Zyban) is used to blunt cravings for nicotine in much the same way 
that other antidepressants are being used to reduce cocaine cravings. The drug has a mod-
est benefit in helping people quit smoking successfully (Croghan et al., 2007).

The drug varenicline (trade name Chantix) may be helpful in quitting smoking, 
but its effectiveness in scientific studies appears to be rather modest (e.g., Dubovsky, 
2011; Garza et al., 2011). The drug works on the brain to blunt the pleasurable effects of 
nicotine while also helping to prevent cravings for nicotine following smoking cessation 
(Franklin et al., 2011). However, the drug is linked to serious complications, includ-
ing increased risks of depression and suicidal behaviors as compared with other smok-
ing-cessation treatments (“Chantix Unsuitable,” 2011; Moore, Furberg, Glenmullen, 
Maltsberger, & Singh, 2011).

NICOTINE REPLACEMENT ThERAPy Most regular smokers, perhaps the great majority, 
are nicotine dependent. The use of nicotine replacements in the form of prescription gum 
(Nicorette), transdermal (skin) patches, and nasal sprays can help smokers avoid unpleas-
ant withdrawal symptoms and cravings for cigarettes (Strasser et al., 2005). After quit-
ting smoking, ex-smokers can gradually wean themselves from the nicotine replacement. 
Evidence supports the therapeutic benefits of nicotine replacement therapy, although men 
seem to benefit more than women (e.g., Japuntich, Piper, Leventhal, Bolt, & Baker, 2011; 
Strasser et al., 2005).

Although nicotine replacement can help quell the physiological components of 
withdrawal, it has no effect on the behavioral patterns of addiction, such as the habit of 
smoking while drinking alcohol or socializing. As a result, nicotine replacement may be 
ineffective in promoting long-term changes unless it is combined with behavior therapy 
that focuses on fostering adaptive behavioral changes.

METhADONE MAINTENANCE PROGRAMS Methadone is a synthetic opiate that 
blunts cravings for heroin and helps curb the unpleasant symptoms that accompany with-
drawal. Because methadone in normal doses does not produce a high or leave the user 
feeling drugged, it can help heroin addicts hold jobs and get their lives back on track 
(Schwartz et al., 2006). However, like other opioids, methadone is highly addictive. For 
this reason, people treated with methadone are, in effect, substituting dependence on one 
drug for dependence on another. Yet, because most methadone programs are publicly 
financed, they relieve people addicted to heroin of the need to resort to criminal activity 
to support their drug habit. Although methadone is safer than heroin, its use needs to be 
strictly monitored because overdoses can be lethal and it may become abused as a street 
drug (Veilleux, Colvin, Anderson, York, & Heinz, 2010).

Since the introduction of methadone treatment, the annual death rate from opioid 
dependence has declined significantly (Krantz & Mehler, 2004). One frequent criticism 
of methadone treatment is that many participants continue to take the drug indefinitely, 
potentially even for a lifetime, rather than be weaned from it. However, proponents of 
methadone treatment point out that the measure of success should be whether people 
are able to take care of themselves and their families and act responsibly, not how long 
they continue to receive treatment (Marion, 2005). Even so, not everyone succeeds in 
 treatment. Some patients turn to other drugs, such as cocaine, to get a high or return to 
using heroin. Others drop out of methadone programs and resume using heroin.

Is the path to abstinence from smoking 
skin deep? Forms of nicotine replacement 
therapy, such as the nicotine transdermal 
(skin) patch shown here and nicotine 
chewing gum, allow people to continue to 
take in nicotine when they quit smoking. 
Although nicotine replacement therapy is 
more effective than a placebo in helping 
people quit smoking, it does not address 
the behavioral components of addiction to 
nicotine, such as the habit of smoking while 
drinking alcohol. For this reason, nicotine 
replacement therapy may be more effective 
if it is combined with behavior therapy that 
focuses on changing smoking habits.



320  CHAPTER 8 Substance-Related and Addictive Disorders

Buprenorphine, another synthetic opiate drug that is chemically similar to mor-
phine, blocks withdrawal symptoms and cravings without producing a strong narcotic 
high (Ling et al., 2011; Veilleux et al., 2010). Many treatment providers prefer buprenor-
phine to methadone because it produces less of a sedative effective and can be taken 
in pill form only three times a week, whereas methadone is given in liquid form daily. 
Levomethadyl, another synthetic anti-opiate, also lasts longer than methadone and can be 
dispensed three times a week. The inclusion of psychosocial treatments, such as counsel-
ing and rehabilitation services, can help boost adherence to treatment with methadone or 
other therapeutic drugs (Veilleux et al., 2010). T / F

NALTRExONE Naltrexone is a drug that helps block the high or feelings of pleasure 
produced by alcohol, opioids such as heroin, and amphetamines. The drug doesn’t pre-
vent the person from taking a drink or using another drug, but seems to blunt cravings for 
these drugs (Anton, 2008; Myrick et al., 2008;). Blocking the pleasure produced by drugs 
may help break the vicious cycle in which one drink or ingestion of a drug creates a desire 
for more. However, evidence of the effectiveness of naltrexone and similar drugs in treat-
ing alcohol, opiate, and amphetamine dependence is mixed, with some studies showing 
benefits and others not (e.g., Anton et al., 2011; Jayaram-Lindström, Hammarberg, Beck, 
& Franck, 2008; Woody et al., 2008; Veilleux et al., 2010).

A nagging problem with drugs such as naltrexone, disulfiram, and methadone is 
that people who are suffering from drug addiction may drop out of treatment programs 
or simply stop using the drugs and soon return to their substance-abusing behavior. Nor 
do such drugs provide alternative sources of positive reinforcement that can replace the 
pleasurable states produced by drugs of abuse. These therapeutic drugs are effective only 
in the context of a broader treatment program consisting of psychological counseling 
and life skills components, such as job and stress management training. These treatments 
provide people with the skills they need to embark on a life in the mainstream culture 
and to find drug-free means for coping with stress (Fouquereau, Fernandez, Mullet, & 
Sorum, 2003).

Culturally Sensitive Treatment of Alcoholism
Members of ethnic minority groups may resist traditional treatment approaches because 
they feel excluded from full participation in society. Native American women, for exam-
ple, tend to respond less favorably to traditional alcoholism counseling than White women 
(Rogan, 1986). Hurlburt and Gade (1984) attribute this difference to the resistance of 
Native American women to “White man’s” authority, suggesting that Native American 
counselors might be more successful in overcoming this resistance.

truth OR fiction

A widely used treatment for heroin 
addiction involves substituting one 
addictive drug for another.

 TRUE  Methadone, a synthetic 
narcotic, is widely used in treating 
heroin addiction.

Thinking CRiTiCally about abnormal psychology

@Issue: Should We Use Drugs to Treat Drug Abuse?

A variety of therapeutic drugs are used to treat drug addic-
tion, including disulfiram for alcoholism, nicotine replace-
ment for smoking dependence, antidepressants for 

cocaine dependence, and the most controversial of all, the opioid 
methadone to treat dependence on the opioid heroin. It may 
seem ironic, indeed paradoxical, to use drugs to treat problems 
with drugs.

In thinking critically about the issue of using therapeutic drugs to 
treat problems of drug abuse, answer the following questions:

•	 What drawbacks, if any, do you see in using therapeutic 
drugs to treat drug addiction?

•	 Should heroin addicts be given free opiates in the form 
of methadone by the government? Why or why not?

•	 Should there be limits placed on methadone treatment 
requiring people to be weaned from the drug after a 
certain period of time, or should they be permitted to 
take methadone as long as they feel they need it?
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The use of counselors from the client’s own ethnic group is an example of a cul-
turally sensitive treatment approach. Culturally sensitive programs address all facets of the 
human being, including racial and cultural identity, that nurture pride and help people 
resist the temptation to cope with stress through chemicals. Culturally sensitive treatment 
approaches have been extended to other forms of drug dependence, including programs 
for smoking cessation (e.g., Nevid & Javier, 1997; Nevid, Javier, & Moulton, 1996).

Treatment providers may also be more successful if they recognize and incorporate 
indigenous forms of healing into treatment. For example, spirituality is an important 
aspect of traditional Native American culture, and spiritualists have played important 
roles as natural healers. Seeking the assistance of a spiritualist may improve the counsel-
ing relationship. Likewise, given the importance of the church in African American and 
Hispanic American cultures, counselors working with people with alcohol use disorders 
from these groups may be more successful when they draw on clergy and church members 
as resources.

Nonprofessional Support Groups
Despite the complexity of the factors contributing to drug abuse, drug treatment ser-
vices are frequently provided by laypeople or nonprofessionals. Such people often have or 
had the same problems themselves. For example, self-help group meetings are sponsored 
by organizations such as Alcoholics Anonymous, Narcotics Anonymous, and Cocaine 
Anonymous. These groups promote abstinence and provide members an opportunity 
to discuss their feelings and experiences in a supportive group setting. More experienced 
group members (sponsors) support newer members during periods of crisis or potential 
relapse. The meetings are sustained by nominal voluntary contributions.

Alcoholics Anonymous, the most widely used nonprofessional program, is based 
on the belief that alcoholism is a disease, not a sin. The AA philosophy holds that people 
suffering from alcoholism will never be cured, regardless of how long they abstain from 
alcohol; rather, people with alcoholism who remain “clean and sober” are seen as “recov-
ering alcoholics.” It is also assumed that people who suffer from alcoholism cannot con-
trol their drinking and need help to stop drinking. AA has more than 50,000 chapters in 
North America. AA is so deeply embedded in the consciousness of helping professionals 
that many of them automatically refer newly detoxified people to AA as the follow-up 
agency. About half of AA members have problems with illicit drugs as well as alcohol.

The AA experience is in part spiritual, in part group supportive, in part cognitive. 
AA follows a 12-step approach that focuses on accepting one’s powerlessness over alcohol 
and turning one’s will and life over to a higher power. This spiritual component may 
be helpful to some participants but distasteful to others. (Other lay organizations, such 
as Rational Recovery, adopt a nonspiritual approach.) The later steps in AA’s approach 
focus on examining one’s character flaws, admitting one’s wrongdoings, being open to 
a higher power for help to overcome one’s character defects, making amends to others, 
and, in step 12, bringing the AA message to other people suffering from alcoholism. 
Members are urged to pray or meditate to help them get in touch with their higher 
power. The meetings themselves provide group support. So does the buddy, or sponsor, 
system, which encourages members to call each other for support when they feel tempted 
to drink.

The success rate of AA remains in question, in large part because AA does not keep 
records of its members, but also because of an inability to conduct randomized clinical 
trials in AA settings. However, evidence exists that participation in AA is linked to lower 
frequency and intensity of drinking (Ferri, Amato, & Davoli, 2006; Ilgen, Wilbourne, 
Moos, & Moos, 2008). However, many people drop out of AA, as well as from other 
treatment programs. People who are more likely to do well with AA tend to be those 
who make a commitment to abstinence, who express intentions to avoid high-risk situa-
tions associated with alcohol use, and who stay longer with the program (e.g., McKellar, 
Stewart, & Humphreys, 2003; Moos & Moos, 2004).

Culturally sensitive treatment. Culturally 
sensitive therapy or treatment addresses all 
aspects of the person, including ethnic factors 
and the nurturance of pride in one’s cultural 
identity. Ethnic pride may help people resist 
the temptation to cope with stress through 
alcohol and other substances.
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Al-Anon, begun in 1951, is a spin-off of AA that sup-
ports the families and friends of people suffering from alcohol-
ism. Another spin-off of AA, Alateen, provides support to children 
whose parents have alcoholism, helping them see that they are not 
to blame for their parents’ drinking and are thus undeserving of 
the guilt they may feel.

Residential Approaches
A residential approach to treatment requires a stay in a hospital 
or therapeutic residence. Hospitalization is recommended when 
substance abusers cannot exercise self-control in their usual envi-
ronments, cannot tolerate withdrawal symptoms, or behave self-
destructively or dangerously. Less costly outpatient treatment is 
indicated when withdrawal symptoms are less severe, clients are 
committed to changing their behavior, and support systems, such 
as families, can help clients make the transition to a drug-free life-
style. The great majority of alcohol-dependent patients are treated 
on an outpatient basis.

Most inpatient programs use an extended 28-day detoxification period. For the 
first few days, treatment focuses on helping clients with withdrawal symptoms. Then 
the emphasis shifts to counseling about the destructive effects of alcohol and combat-
ing distorted ideas or rationalizations. Consistent with the disease model, abstinence 
is the goal.

Most people with alcohol use disorders, however, do not require hospitalization. 
A classic review article showed that outpatient and inpatient programs achieved about the 
same relapse rates (Miller & Hester, 1986). However, because medical insurance does not 
always cover outpatient treatment, many people who might benefit from outpatient treat-
ment admit themselves for inpatient treatment instead.

A number of residential therapeutic communities are also in use. Some have 
part- or full-time professional staffs. Others are run entirely by laypeople. Residents are 
expected to remain free of drugs and take responsibility for their actions. They are often 
challenged to take responsibility for themselves and to acknowledge the damage caused by 
their drug abuse. They share their life experiences to help one another develop productive 
ways of handling stress.

As with AA, there is a lack of evidence from controlled studies demonstrating the 
efficacy of residential treatment programs. Also like AA, therapeutic communities have 
high numbers of early dropouts. Moreover, many residents relapse upon returning to the 
world outside.

Psychodynamic Approaches
Psychoanalysts view alcohol and drug problems as symptoms of conflicts rooted in child-
hood experiences. The therapist attempts to resolve the underlying conflicts, assuming 
that abusive behavior will then subside as the client seeks more mature forms of gratifi-
cation. Although there are many successful psychodynamic case studies of people with 
substance use problems, there is a dearth of controlled and replicable research studies. The 
effectiveness of psychodynamic methods for treating alcohol and drug-related problems 
thus remains unsubstantiated.

Behavioral Approaches
Behavioral approaches to treating alcohol and drug-related problems focus on mod-
ifying abusive and dependent behavior patterns. The key question for behaviorally 
oriented therapists is not whether alcohol- and drug-related problems are diseases 
but whether abusers can learn to change their behavior when they are faced with 
 temptation.

A path toward recovery. Self-help groups, such as Alcoholics 
Anonymous, provide support to people struggling with problems of 
alcohol and drug abuse.
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Self-Control Strategies Self-control training helps abusers develop skills they can use 
to change their abusive behavior. Behavior therapists focus on three components—the 
ABCs—of substance abuse:

1. The antecedent cues or stimuli (As) that prompt or trigger abuse
2. The abusive behaviors (Bs) themselves
3. The reinforcing or punishing consequences (Cs) that maintain or discourage abuse

Table 8.1 shows the kinds of strategies used to modify the ABCs of substance 
abuse.

table 8.1 

Self-Control Strategies for Modifying the ABCs of Substance Abuse

1. Controlling the As (Antecedents) of Substance Abuse
People who abuse or become dependent on psychoactive substances become conditioned to a wide range of external (environmental) 
and internal (bodily states) stimuli. They may begin to break these stimulus–response connections by
•	 	removing	drinking	and	smoking	paraphernalia	from	the	home—including	all	alcoholic	beverages,	beer	mugs,	carafes,	ashtrays,	

matches, cigarette packs, lighters, etc.
•	 	restricting	the	stimulus	environment	in	which	drinking	or	smoking	is	permitted	by	using	the	substance	only	in	a	stimulus-deprived	

area of their homes, such as the garage, bathroom, or basement. All stimuli that might be connected to using the substance are 
removed from this area—e.g., there is no TV, reading material, radio, or telephone. In this way, substance abuse becomes detached 
from many controlling stimuli.

•	 	not	socializing	with	others	with	substance	abuse	problems,	by	avoiding	situations	linked	to	abuse—bars,	the	street,	bowling	 
alleys, etc.

•	 	frequenting	substance-free	environments—lectures	or	concerts,	a	gym,	museums,	evening	classes;	and	by	socializing	with	
nonabusers, eating in restaurants without liquor licenses.

•	 	managing	the	internal	triggers	for	abuse.	This	can	be	done	by	practicing	self-relaxation	or	meditation	and	not	taking	the	substance	
when tense; by expressing angry feelings by writing them down or self-assertion, not by taking the substance; by seeking 
counseling, not alcohol, pills, or cigarettes, for prolonged feelings of depression.

2. Controlling the Bs (Behaviors) of Substance Abuse
People can prevent and interrupt substance abuse by
•	 	using	response	prevention—breaking	abusive	habits	by	physically	preventing	them	from	occurring	or	making	them	more	difficult	

(e.g., by not bringing alcohol home or keeping cigarettes in the car).
•	 	using	competing	responses	when	tempted;	by	being	prepared	to	handle	substance	use	situations	with	appropriate	ammunition—

mints, sugarless chewing gum, etc.; by taking a bath or shower, walking the dog, walking around the block, taking a drive, calling a 
friend, spending time in a substance-free environment, practicing meditation or relaxation, or exercising when tempted, rather than 
using the substance.

•	 	making	abuse	more	laborious—buying	one	can	of	beer	at	a	time;	storing	matches,	ashtrays,	and	cigarettes	far	apart;	wrapping	
cigarettes in foil to make smoking more cumbersome; pausing for 10 minutes when struck by the urge to drink, smoke, or use 
another substance and asking oneself, “Do I really need this one?”

3. Controlling the Cs (Consequences) of Substance Abuse
Substance abuse has immediate positive consequences such as pleasure, relief from anxiety and withdrawal symptoms, and stimulation. 
People can counter these intrinsic rewards and alter the balance of power in favor of nonabuse by
•	 rewarding	themselves	for	nonabuse	and	punishing	themselves	for	abuse.
•	 switching	to	brands	of	beer	and	cigarettes	they	don’t	like.
•	 setting	gradual	substance	reduction	schedules	and	rewarding	themselves	for	sticking	to	them.
•	 	punishing	themselves	for	failing	to	meet	substance	reduction	goals.	People	with	substance	abuse	problems	can	assess	themselves,	

say, by setting aside a specific cash penalty for each slip and donating the cash to an unpalatable cause, such as a disliked brother-
in-law’s birthday present.

•	 rehearsing	motivating	thoughts	or	self-statements—such	as	writing	reasons	for	quitting	smoking	on	index	cards,	for	example:
❍ Each day I don’t smoke adds another day to my life.
❍ Quitting smoking will help me breathe deeply again.
❍ Foods will smell and taste better when I quit smoking.
❍ Think how much money I’ll save by not smoking.
❍ Think how much cleaner my teeth and fingers will be by not smoking.
❍ I’ll be proud to tell others that I kicked the habit.
❍ My lungs will become clearer each and every day I don’t smoke.

•	 	Smokers	can	carry	a	list	of	20	to	25	such	statements	and	read	several	of	them	at	various	times	throughout	the	day.	They	can	become	
parts of one’s daily routine, a constant reminder of one’s goals.
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CONTINGENCy MANAGEMENT PROGRAMS Learning theorists believe that our 
behavior is shaped by rewards and punishments. Consider how virtually everything you 
do, from attending class to stopping at red lights to working for a paycheck, is influenced 
by the flow of reinforcements or rewards (money, praise, approval) and punishments (traf-
fic tickets, rebukes). Contingency management (CM) programs provide reinforcements 
(rewards) contingent on performing desirable behaviors, such as producing drug-negative 
urine samples (Petry, Alessi, Marx, Austin, & Tardif, 2005; Poling et al., 2006; Roll et al., 
2006). In one example, a group of patients had the opportunity to draw from a bowl and 
win monetary rewards or prize money (rewards) ranging from $1 to $100 in value (Petry 
& Martin, 2002). The monetary reward was contingent on submitting clean urine sam-
ples for cocaine and opioids. On average, the contingency management (reward) group 
achieved longer periods of continual abstinence than the standard methadone treatment 
group. Investigators find that even modest rewards for abstinence can help improve thera-
peutic outcomes in treating substance abusers (Dutra et al., 2008; Higgins, 2006).

AvERSIvE CONDITIONING In aversive conditioning, painful or aversive stimuli are 
paired with substance abuse or abuse-related stimuli to condition a negative emotional 
response to drug-related stimuli. In the case of problem drinking, tasting alcoholic bever-
ages is usually paired with drugs that cause nausea and vomiting or with electric shock. As 
a consequence, alcohol may come to elicit an unpleasant emotional or physical reaction. 
Unfortunately, aversive conditioning effects are often temporary and fail to generalize to 
real-life settings in which aversive stimuli are no longer administered. However, it may be 
useful as a treatment component in a broader-based treatment program.

SOCIAL SkILLS TRAINING Social skills training helps people develop effective interper-
sonal responses in social situations that prompt substance abuse. Assertiveness training, 
for example, may be used to train alcohol abusers to fend off social pressures to drink. 
Behavioral marital therapy seeks to improve marital communication and problem-solving 
skills with the goal of relieving marital stresses that can trigger abuse. Couples may learn 
how to use written behavioral contracts. For example, the person with a substance abuse 
problem might agree to abstain from drinking or to take Antabuse, while the spouse 
agrees to refrain from commenting on past drinking and the probability of future lapses.

CONTROLLED DRINkING: A vIABLE GOAL? According to the disease model of alcohol-
ism, having even one drink causes people with alcoholism to lose control and go on a binge. 
Some professionals, however, argue that many people with alcohol abuse or dependence can 
develop self-control techniques that allow them to engage in controlled drinking—to have 
a drink or two without necessarily falling off the wagon (Sobell & Sobell, 1973a, 1973b, 
1984). This contention, however, remains controversial. The proponents of the disease 
model of alcoholism strongly oppose attempts to teach controlled social drinking. However, 
controlled drinking programs may represent a pathway to abstinence for people who would 
not otherwise enter abstinence-only treatment programs (Tatarsky & Kellogg, 2010). That 
is, a controlled drinking program can be a first step toward giving up drinking completely. 
By offering moderation as a treatment goal, controlled drinking programs may reach many 
people who refuse to participate in abstinence-only treatment programs.

Relapse-Prevention Training
The word relapse derives from Latin roots meaning “to slide back.” Because of the high 
rates of relapse in substance abuse treatment programs, cognitive-behavioral therapists 
have devised a number of methods referred to as relapse-prevention training. This training 
is designed to help substance abusers identify high-risk situations and learn effective cop-
ing skills for handling these situations without turning to alcohol or drugs (Witkiewicz & 
Marlatt, 2004). High-risk situations include negative mood states, such as depression, anger, 
or anxiety; interpersonal conflict, for example, marital problems or conflicts with employ-
ers; and socially conducive situations such as “the guys getting together” (Chung & Maisto, 
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2006). Participants learn to cope with these situations, for example, by learning relaxation 
skills to counter anxiety and by learning to resist social pressures to drink. They also learn 
to avoid practices that might prompt a relapse, such as keeping alcohol on hand for friends.

Relapse-prevention training also focuses on preventing lapses from turning into 
full-blown relapses. Clients learn about the importance of their interpretations of any lapses 
or slips that may occur, such as smoking a first cigarette or taking a first drink following 
quitting. They are taught not to overreact to a lapse by changing how they think about 
lapses. For example, they learn that people who lapse are more likely to relapse if they 
attribute their slip to personal weakness, and experience shame and guilt, than if they 
attribute the slip to an external or transient event. Consider a skater who slips on the ice 
(Marlatt & Gordon, 1985). Whether the skater gets back up and continues to perform 
depends largely on whether the skater sees the slip as an isolated and correctable event or 
as a sign of utter failure. Because lapses in ex-smokers often occur in response to with-
drawal symptoms, it is important to help smokers develop ways of coping with these 
symptoms without resuming smoking (Piasecki, Jorenby, Smith, Fiore, & Baker, 2003). 
Participants in relapse-prevention training programs learn to view lapses as temporary set-
backs that provide opportunities to learn what kinds of situations lead to temptation and 
to either avoid them or learn to cope with them. If they can learn to think, “Okay, I had 
a slip, but that doesn’t mean all is lost unless I believe it is,” they are less likely to relapse.

All in all, efforts to treat people with alcohol and drug problems have had mixed 
results at best. Many abusers really do not want to discontinue use of these substances, 
although they would prefer, if possible, to avoid their negative consequences. Yet many 
treatment approaches, including 12-step and cognitive-behavioral approaches, can work 
well when they are well delivered and when individuals desire change (DiClemente, 2011; 
Moos & Moos, 2005).

Effective treatment programs include multiple approaches that match the needs 
of substance abusers and the range of problems with which they often present, including 
co-occurring psychiatric problems, such as depression and personality disorders (Grant 
et al., 2004; Watkins et al., 2011). Comorbidity (co-occurrence) of substance use disor-
ders and other psychological disorders, especially mood disorders, has become the rule in 
treatment facilities for substance abusers rather than the exception (Pettinati, O’Brien, & 
Dundon, 2013; Quello, Brady, & Sonne, 2005). Not surprisingly, drug abuse treatment 
is often complicated by the presence of other serious psychological problems. As noted in 
the following case example, the co-occurrence of substance abuse greatly complicates the 
treatment of other psychological disorders.

“Surely They Can’t Mean Beer!”
A 30-year-old man who suffered from both bipolar disorder and alcoholism struggled 
with giving up alcohol, which he used to treat himself for symptoms of depression and 
mania. He later recounted how alcohol, especially beer, had become his best friend 
during those dark years when he was repeatedly hospitalized for recurrent manic epi-
sodes. It was during one of those hospital stays that he was told he needed to give up 
alcohol. He clearly remembered his response: “Surely they can’t mean beer!” He was 
in complete denial about how alcohol was damaging his body and preventing him 
from benefiting from medication for bipolar disorder. It wasn’t until his parents threat-
ened to withdraw their emotional and financial support if his drinking contributed to 
yet another hospitalization that he finally decided to take action by participating in 
meetings of Alcoholics Anonymous. Over time, he eventually achieved abstinence, 
making it possible for his bipolar medication to work effectively. Stopping his use of 
alcohol, including beer, was an important step toward successful recovery, enabling 
him to work with his doctors to control his mood swings.

Source: Adapted from a testimonial posted on an online support site, NYC Voices.
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Although effective treatment programs are available, only a minority of people 
with alcohol dependence ever receive treatment, even when treatment is defined broadly 
enough to include AA (Kranzler, 2006). A Canadian study echoed these findings. In a 
sample of more than 1,000 people in Ontario, Canada, with alcohol abuse or depen-
dence disorders, only about one in three had ever received any treatment for their disorder 
(Cunningham & Breslin, 2004). Clearly, more needs to be done in helping people with 
drug-related problems.

In the case of inner-city youth who have become trapped within a milieu of street 
drugs and hopelessness, culturally sensitive drug counseling and job training would be 
of considerable benefit in helping them to assume more productive social roles. The 
challenge is clear: to develop cost-effective ways of helping people recognize the nega-
tive effects of substances and forgo the powerful and immediate reinforcements they 
provide.

Gambling Disorder
Gambling may never have been more popular in the United States than it is today. 
Legalized gambling encompasses many forms such as state lotteries, offtrack betting 
(OTB) parlors, casino nights sponsored by religious and fraternal organizations, and gam-
bling meccas like Atlantic City and Las Vegas. There has been a proliferation of online 
gambling opportunities, including Internet betting on sports and horse races and online 
card games, in recent years, despite crackdowns by legal authorities (e.g., Hodgins, Stea, 
& Grant, 2011; King et al., 2013).

Most people who gamble are able to maintain self-control and can stop whenever 
they wish. Others, like the man in the case example on the following page, fall into a pat-
tern of problem or compulsive gambling, which DSM-5 classifies as a type of addictive 
disorder called gambling disorder.

Compulsive gambling can take many forms, from excessive wagering on horse races 
or in card games and casinos, to extravagant betting on sporting events, to chancy stock 
picks. Many compulsive gamblers seek treatment only during a financial or  emotional 
crisis, such as a bankruptcy or divorce.

The first national survey of its kind on problem gambling showed that about 2% 
of young Americans aged 14 to 21 (some 750,000 people in total) engaged in prob-

lem gambling during the past year (Welte, Barnes, 
Tidwell, Hoffman, 2008). Problem gambling was repre-
sented by such behaviors as gambling more money than 
one had intended or stealing money to gamble. About 
0.4% to 1.0% of the general population will develop 
a  gambling disorder at some point in their lives (APA, 
2013). Compulsive or problem gambling is on the rise, 
due in part to the increasing spread of legalized forms of 
gambling (Carlbring & Smit, 2008; Hodgins, Stea, & 
Grant, 2011). The question is, where should we draw 
the line between recreational gambling and compulsive  
gambling?

Compulsive or pathological gamblers often 
report they had experienced a big win, or a series of 
winnings, early in their gambling careers. Eventually, 
however, their losses begin to mount, and they feel 
driven to bet with increasing desperation to reverse 
their luck and recoup their losses. Losses sometimes 
begin with the first bet, and compulsive gamblers often 
become trapped in a negative spiral of betting yet more 
frequently to recover losses even as their losses—and 

Gambling, American style. Gambling is big business in the United States. 
Although most gamblers can control their gambling behavior, compulsive gamblers 
are unable to resist impulses to gamble. Many compulsive gamblers seek help only 
when their losses throw them into financial or emotional crisis.

8.9 Describe the basic features 
of gambling disorder and 
evaluate ways of treating it.
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their debts—multiply. At some point, most compulsive gamblers hit rock bottom, a 
state of despair characterized by loss of control over gambling, financial ruin, suicide 
attempts, and shattered family relationships. They may attempt to reduce their mount-
ing losses by gambling more frequently, hoping for the one “big score” that will put 
them “into the black.” They may sometimes be bouncing with energy and overconfi-
dence and at other times feel anxious and filled with despair. A compulsive gambler 
named Ed recounts, in his own words, how he sought the one big score to dig himself 
out of a financial whole.  

“I” “The Big Hit”
I looked at the amount of money I owed and thought there’s no way I can go out and 
get a job and pay this off. I’ve got to have a big hit in order to do this. And you keep 
chasing and chasing not realizing you get further into a hole all the time. When gam-
bling takes control of what you’re doing rather than you controlling it, life became 
unmanageable. I was borrowing money. You shouldn’t have to do that. I was lying 
about my gambling. You shouldn’t have to do that. It [gambling] was taking away from 
other things in my life, my home life, my professional life, all those things were suffer-
ing because I was gambling.

Source: Excerpted from Speaking Out: Videos in Abnormal Psychology, Pearson Education, 
2008. All rights reserved.

Many compulsive gamblers suffer from low self-esteem and were rejected or abused 
as children by their parents (Hodgins et al., 2010). Gambling may become a means of 
boosting their self-esteem by proving that they are winners. Far too often, however, win-
nings are elusive and losses mount. Losing only strengthens their negative self-image, 
which can lead to depression and even suicide. Here, Ed comments on how  winning 
boosted his self-esteem and how losses were explained away:

“I” “I Was Smarter Than Other People”
There were a couple of things I know today were deficient in my character. I had failed 
as an athlete, I had failed as a student. I had failed in my original goal—I was going 
to be a priest. What was I going to be successful at? I was going to be successful as 
a handicapper (of greyhound dog races). I pursued that with a passion. I felt that [I] . 
. . would be successful and I would be an outstanding handicapper and make a lot of 
money at it.

The biggest rush of all was not so much winning fantastic sums of money or 
anything like that, but was being right. People would ask, how did you pick that? And 
it was my intelligence, that I was smarter than other people. I felt a definite sense of 
excitement, almost like a nervous anticipation . . . before the greyhounds were put in 
the box. While it’s going on, you’re almost in a nervous trance sensing what’s going to 
happen and then depending on the final result, it was either one of ecstasy because 
you won or dejection because something had happened. It wasn’t as if you made the 
wrong choice, but it was something that happened that impacted what would have 
gone your way. . . . I wanted people to look at me and say, “Wow, how did you do 
this, look at how smart you are.” . . . They heard about my winnings, but they never 
heard about my losing’s.

Source: Excerpted from Speaking Out: Videos in Abnormal Psychology, Pearson Education, 
2008. All rights reserved.

 Watch the Video Ed: Gambling Disorder 
on MyPsychLab
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Compulsive Gambling as a Nonchemical Addiction
We can think of compulsive gambling as a kind of nonchemical addiction. It shares with 
substance dependence (addiction) a loss of control over the behavior, a state of high 
arousal or pleasurable excitement experienced when the behavior is performed, and with-
drawal symptoms, such as headaches, insomnia, and loss of appetite, when the person cuts 
back or stops the compulsive behavior.

Personality characteristics of compulsive gamblers and chemical abusers also over-
lap, with psychological test profiles of both groups showing traits such as impulsivity, 
self-centeredness, need for stimulation, emotional instability, low tolerance for frustration, 
and manipulativeness (e.g., Billieux et al., 2012; Clark, 2012; MacLaren, Best, Dixon, 
& Harrigan, 2011; Oleski et al., 2011). Compulsive gamblers and alcohol-dependent 
patients also share similar deficits on neuropsychological tests, suggestive of brain dysfunc-
tions in the prefrontal cortex, the part of the brain responsible for controlling impulsive 
behavior (Goudriaan, Oosterlaan, de Beurs, & van den Brink, 2006). Investigators also 
find high rates of comorbidity (co-occurrence) between compulsive gambling and sub-
stance use disorders (e.g., Dannon, Lowengrub, Aizer, & Kotler, 2006). Like many forms 
of abnormal behavior, evidence also points to an important genetic component in com-
pulsive gambling (Shaffer & Martin, 2011; Slutske, Zhu, Meier, & Martin, 2010, 2011).

Although DSM-5 classifies gambling disorder within the category of Substance 
Related and Addictive Disorders, the addiction model may apply more directly to some 
compulsive gamblers than others. Some forms of compulsive gambling may be more 
closely aligned to mood disorders or obsessive–compulsive disorder than to addictive 
 disorders.

Treatment of Compulsive Gambling
Treatment of compulsive gambling remains a challenge. Helping professionals face an 
uphill battle in working with compulsive gamblers who, like people with personality dis-
orders and substance use disorders, make maladaptive choices and show little insight into 
the causes of their problems. They are reluctant to enter treatment and may resist efforts 
to help them. Successful treatment efforts are reported, however, including cognitive-
behavioral programs that focus on helping gamblers correct cognitive biases (e.g., beliefs 
that they can control gambling outcomes that are actually governed by chance, and ten-
dencies to credit themselves for their wins and explain away their losses) (e.g., Gooding & 
Tarrier, 2009; Okuda, Balán, Petry, Oquendo, & Blanco, 2009; Petry et al., 2008; Shaffer 
& Martin, 2011). Promising results are also reported from use of antidepressants and 
mood-stabilizing drugs, which suggests that compulsive gambling and mood disorders 
may share common features (e.g., Dannon et al., 2006; Grant, Williams, & Kim, 2006).

Many treatment programs involve peer support programs, like Gamblers 
Anonymous (GA), which models itself on Alcoholics Anonymous. This program empha-
sizes personal responsibility for one’s behavior and ensures anonymity of group members 
so as to encourage participation and sharing of experiences. Within a supportive group 
setting, members gain insight into their self-destructive behaviors. In some cases, hospital-
based or residential treatment programs may be used to sequester compulsive gamblers, so 
that they can help break away from their usual destructive routines. Upon release, they are 
encouraged to continue treatment by participating in GA or similar programs. To ensure 
anonymity, lay programs like GA do not keep records of participants, so it is difficult to 
appraise success. Still, it appears that GA can be helpful in many cases, but abstinence 
rates among attendees are unfortunately low (Petry et al., 2006; Tavares, 2012).

Some compulsive gamblers show improvement on their own; indeed, some 
become free of symptoms, even without receiving any formal treatment. The problem 
is that investigators don’t know which problem gamblers are likely to improve on their 
own. An analysis of data from two nationally representative samples in the United States 
showed that about 4 out of 10 compulsive gamblers were symptom-free during the previ-
ous year (Slutske, 2006).
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Tying it Together

A Biopsychosocial Model of Substance Dependence

Substance use disorders involve maladaptive patterns of sub-
stance abuse and dependence and reflect the interplay of 
biological, psychological, and environmental factors. These 

problems are best understood by investigating the distinctive con-
stellation of factors that apply to each individual case. No single 

model or set of factors will explain each case, which is why thera-
pists need to understand each individual’s unique characteristics and 
personal history and direct treatment accordingly. Figure 8.8 illus-
trates a biopsychosocial model of substance dependence, showing 
how these causal factors interact.

Social–environmental factors
increase potential for abuse
and dependence

Regular
Usage

Adolescent
Experimentation

Substance
Dependence
(Addiction)

Genetic predisposition 
increases risks of abuse 
and dependence

Learning Factors
• Pleasurable effects of drugs and peer 
 approval are sources of positive 
 reinforcement
• Relief from anxiety or tension are
 sources of negative reinforcement

Compulsive use of a substance
(impaired control) along with
signs of physical dependence
(tolerance, withdrawal
syndrome) 

ental factors

Social and Cognitive Factors
Peer pressure and positive
expectations of drug use

G ti

Use becomes abuse when 
it leads to maladaptive 
consequences

Withdrawal Syndrome

Resumption of drug use to quell 
withdrawal symptoms strengthens 
long-term pattern of drug 
dependence

figure 8.8 
A biopsychosocial model of substance dependence. 
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As you can see in Figure 8.8, genetic factors can create a predispo-
sition or diathesis for the development of drug-related problems 
(Young-Wolff, Enoch, & Prescott, 2011). Some people may be born 
with a greater tolerance for alcohol, which can make it difficult for 
them to regulate use of alcohol—to know “when to say when.” 
Others have genetic tendencies that can lead them to become 
unusually tense or anxious. Perhaps they turn to alcohol or other 
drugs to quell their nervousness. Genetic predispositions can inter-
act with environmental factors to increase the potential for drug 
abuse and dependence—factors such as pressure from peers to 
use drugs, parental modeling of excessive drinking or drug use, 
and family disruption that results in a lack of effective guidance or 
support. Cognitive factors, especially positive drug expectancies 
(e.g., beliefs that using drugs will enhance one’s social skills or sexual 
prowess), raise the potential for alcohol or drug use problems. In 
adolescence and adulthood, these positive expectations, together 
with social pressures and a lack of cultural constraints, affect the 
young person’s decision to begin using drugs and to continue to 
use them. Echoing the importance of interactions between genetic 

and environmental factors in explaining abnormal behavior patterns, 
investigators believe that genetic factors may increase the risk of 
people turning to alcohol or other drugs when they are under stress 
(Dong et al., 2011; Yager, 2011).

Sociocultural and biological factors are also included in this matrix of 
factors: the availability of alcohol and other drugs; the presence or 
absence of cultural constraints; the glamorizing of drug use in popu-
lar media; and genetic tendencies (such as among Asians) to flush 
more readily following alcohol intake (Luczak, et al., 2006).

Learning factors also play important roles. Drug use may be 
positively reinforced by pleasurable effects (mediated perhaps 
by release of dopamine in the brain or by activation of endorphin 
receptors). It may also be negatively reinforced by the reduction of 
tension and anxiety that depressant drugs such as alcohol, heroin, 
and tranquilizers can produce. In a sad but ironic twist, people who 
become dependent on drugs may continue to use them solely 
because of the relief from withdrawal symptoms and cravings they 
encounter when they go without the drugs.

A Biopsychosocial Model of Substance Dependence (Continued)
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Classification of Substance Use and Addictive 
Disorders
8.1 Identify the major types of substance-related disorders in 
the DSM-5 and describe their general features.
The DSM-5 classifies substance related disorders in two major diag-
nostic categories, substance-induced disorders (repeated episodes of 
drug intoxication or development of a withdrawal syndrome), and 
substance use disorders (maladaptive use of a substance leading to 
psychological distress or impaired functioning).

8.2 Describe nonchemical forms of addiction or compulsive 
behavior.
Patterns of compulsive behavior, such as compulsive gambling and 
shopping, and perhaps even excessive Internet use, may represent 
nonchemical forms of addiction. These behavior patterns are associ-
ated with classic signs of drug dependence or addiction, including 
impaired control over the behavior and withdrawal symptoms such 
as anxiety or depression, upon abrupt cessation of use.

8.3 Explain the difference between physiological dependence 
and psychological dependence.
Physiological dependence involves changes in the body as the result 
of regular use of a substance, such as the development of tolerance 
and a withdrawal syndrome. Psychological dependence involves 
habitual use of a substance to meet a psychological need, either with 
or without physiological dependence.

8.4 Identify common stages in the pathway to drug 
 dependence.
Three commonly identified stages in the pathway to drug depen-
dence are (1) experimentation; (2) routine use; and (3) addiction or 
dependence.

Drugs of Abuse
8.5 Identify the major categories of psychoactive drugs and 
specific drugs in each category, and describe the effects of 
these drugs and the risks they pose.
Depressants are drugs that depress or slow down nervous system 
activity. They include alcohol, sedatives and minor tranquilizers, and 
opioids. Their effects include intoxication, impaired coordination, 
slurred speech, and impaired intellectual functioning. Chronic alco-
hol abuse is associated with health risks including Korsakoff’s syn-
drome, cirrhosis of the liver, fetal alcohol syndrome, and other physi-
cal health problems. Barbiturates are depressants or sedatives that have 
been used medically for short-term relief of anxiety and treatment 

of epilepsy, among other uses. Like alcohol, they can impair driving 
ability and also can be dangerous in overdose  situations,  especially 
when use of barbiturates is combined with alcohol. Opioids such 
as morphine and heroin are derived from the opium poppy. Others 
are synthesized. Opioids are used medically for relief of pain and are 
strongly addictive and can result in lethal overdoses.

Stimulants increase activity in the central nervous system. 
Amphetamines and cocaine are stimulants that increase the avail-
ability of neurotransmitters in the brain, leading to heightened 
states of arousal and pleasurable feelings. High doses can produce 
psychotic reactions that mimic features of paranoid schizophre-
nia. Habitual cocaine use can lead to a variety of health problems, 
and an overdose can cause sudden death. Repeated use of nico-
tine, a mild stimulant found in tobacco, leads to physiological 
dependence.

Hallucinogens are drugs that distort sensory perceptions and 
can induce hallucinations. They include LSD, psilocybin, and mes-
caline. Other drugs with similar effects are cannabis (marijuana) and 
phencyclidine, a deliriant that can induce a state of mental confusion 
or delirium. Although hallucinogens may not lead to physiological 
dependence, psychological dependence may occur. Concerns are also 
raised about the potential for brain damage affecting learning and 
memory ability in heavier users of marijuana.

Theoretical Perspectives
8.6 Describe the major theoretical perspectives toward 
understanding substance use disorders.
The biological perspective focuses on uncovering the biological 
pathways that may explain mechanisms of physiological depen-
dence. The biological perspective spawns the disease model, which 
posits that alcoholism and other forms of substance dependence are 
disease processes. Learning perspectives view problems with sub-
stance abuse as learned patterns of behavior, with roles for classi-
cal and operant conditioning and observational learning. Cognitive 
perspectives focus on roles of attitudes, beliefs, and expectancies 
in accounting for substance use and abuse. Sociocultural perspec-
tives emphasize the cultural, group, and social factors that underlie 
drug-use patterns, including the role of peer pressure in determin-
ing adolescent drug use. Psychodynamic theorists view problems of 
substance abuse, such as excessive drinking and habitual smoking, as 
signs of an oral fixation.

8.7 Explain how cocaine affects the brain.
Cocaine blocks the reuptake of dopamine by the transmitting neu-
ron, which means that more dopamine remains in the synaptic gap, 
creating a euphoric high by overstimulating receiving neurons in 
brain networks that regulate feelings of pleasure.

Treatment of Substance Use Disorders
8.8 Describe methods of treating substance use disorders.
Biological approaches to substance use disorders include detoxi-
fication; the use of drugs such as disulfiram, methadone, nal-
trexone, and antidepressants; and nicotine replacement therapy. 

summing up8
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Residential treatment approaches include hospitals and therapeu-
tic residences. Nonprofessional support groups, such as Alcoholics 
Anonymous, promote abstinence within a supportive group set-
ting. Psychodynamic therapists focus on uncovering the inner con-
flicts originating in childhood that they believe lie at the root of 
substance abuse problems. Behavior therapists who focus on help-
ing people with  substance use problems change problem behaviors 
through techniques such as self-control training, aversive condi-
tioning, and skills training approaches. Regardless of the initial suc-
cess of a treatment technique, relapse remains a pressing problem in 
treating people with substance abuse problems. Relapse-prevention 
training employs cognitive-behavioral techniques to help recover-
ing substance abusers cope with high-risk situations and prevent 
lapses from becoming relapses by interpreting lapses in less damag-
ing ways.

8.9 Describe the basic features of gambling disorder and 
evaluate ways of treating it.
Gambling disorder or compulsive gambling can be likened to a type 
of nonchemical addiction in which people experience a loss of con-
trol over the behavior, a state of high arousal or pleasurable excite-
ment when the behavior is performed, and withdrawal symptoms 
when they stop gambling. People with the disorder frequently have 
comorbid conditions, especially substance use disorders and mood 
disorders. Promising treatment approaches for compulsive gambling 
have been developed, including antidepressants and mood-stabiliz-
ing drugs and cognitive-behavioral therapy, which is used to correct 
cognitive biases that may underlie compulsive gambling patterns. 
Many compulsive gamblers participate in peer support groups, such 
as Gamblers Anonymous, that help them gain insight into their self-
defeating behavior and change their compulsive behavior patterns.

On the basis of your reading of this chapter, answer the following 
questions:

• What is the basis for determining when drug use becomes abuse 
or dependence? Have you or someone you’ve known crossed the 
line between use and abuse? On what evidence do you base this 
judgment?

• Do you or someone you know show evidence of nonchemical 
forms of addiction, such as compulsive shopping, gambling, or 
sexual behavior? How is this behavior affecting your (or his or 

her) life? What can you (or he or she) do about overcoming it?

• What do you think of the concept of using methadone, a narcotic 
drug, to treat addiction to another narcotic drug, heroin? What 
are the advantages and disadvantages of this approach? Do you 
believe the government should support methadone maintenance 
programs? Why or why not?

• Many teenagers today have parents who themselves smoked mari-
juana or used other drugs when they were younger. If you were one 
of those parents, what would you tell your children about drugs?

critical thinking questions

substance-induced disorders 291
substance intoxication 291
substance withdrawal 291
tolerance 291
withdrawal syndrome 292
substance use disorders 292
physical dependence 295
addiction 295
psychological dependence 295

depressant 296
alcoholism 297
barbiturates 303
narcotics 303
endorphins 304
morphine 304
heroin 304
stimulants 305
amphetamines 305

amphetamine psychosis 305
cocaine 306
crack 306
hallucinogens 308
marijuana 309
detoxification 318
methadone 319
naltrexone 320

key terms

Any “yes” answer suggests that you may be dependent on alcohol. 
If you have answered any of these questions in the affirmative, we 

suggest you seriously examine what your drinking means to you and 
talk things over with a counselor or health care provider.

Scoring key for “Are you hooked?” Questionnaire
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learning objectives
9.1

Describe the key features of three types of 
eating disorders: anorexia nervosa, bulimia 

nervosa, and binge-eating disorder.

9.2
Describe causal factors involved in 

anorexia nervosa and bulimia nervosa.

9.3
Evaluate methods used to 

treat eating disorders.

9.4
Identify health risks associated with obesity.

9.5
Identify factors linked to obesity.

9.6
Identify and describe specific types 

of sleep-wake disorders.

9.7
Evaluate methods used to treat 

sleep-wake disorders.

9.8
Apply your knowledge of healthy 

sleeping habits to steps you can take to 
develop more adaptive sleep habits.

9
truth OR fiction

T  F   Although others see them as extremely thin, young women with anorexia 
 nervosa still see themselves as too fat. (p. 337)

T  F   Although anorexia is a serious psychological disorder, women with anorexia are 
actually less likely to attempt suicide than are women in general. (p. 338)

T  F   Women with bulimia induce vomiting only after binges. (p. 342)

T  F   Obesity is one of the most common psychological disorders in the United 
States. (p. 346)

T  F   When people start losing significant amounts of weight, their bodies respond as 
though they were starving. (p. 347)

T  F   After Santa Claus, the most recognizable figure to children is Ronald McDonald. 
(p. 347)

T  F   Many people suffer from sleep attacks in which they suddenly fall asleep with-
out any warning. (p. 355)

T  F   Some people literally gasp for breath hundreds of times during sleep without 
realizing it. (p. 356)

“I” “What’s Up with That?”
Every night that I throw up I can’t help but be afraid that my heart might stop or 
something else will happen. I just pray and hope I can stop this throwing up before 
it kills me. I hate this bulimia and I won’t stop. It’s hard for me to binge and throw up 
now (refrigerator is locked) and I just can’t do it anymore. I just can’t race through so 
much food so fast and then throw it up. I don’t really want to. There are times that I 
do but not often. My new pattern is sure leaving me with an awful feeling in the morn-
ing. I eat dinner and kind of keep eating (snacking) afterwards to the point where I 
either feel too full or think (know) I’ve eaten too much, then I fall asleep (one hour or 
so) wake up and think I have to throw up. Half of me doesn’t want to, the other half 
does and I always find myself throwing up. I try falling back asleep but it always seems 
like eventually sometime during the night I always throw up.

I feel crazy when I have a panic attack because someone I’m with is eating 
totally sugary foods, as though I’m afraid just being near it will somehow allow the 
food, or the fat, or the calories to attack me. Julie picked me up from class the other 
day, and she was eating dry sugar cookie mix from a bowl with a huge spoon. I pan-
icked. I shook, perspired, had trouble taking full breaths, and couldn’t focus or con-
centrate with all the thoughts rushing through my head. I wasn’t eating it, but I could 
smell it and see it and heard the sugar crystals crunch as she chewed big mouthfuls of 
it. Then she started eating a cupcake. I couldn’t handle it. She offered me some and I 
became severely nauseated by the mere thought of her offer. When she dropped me 
off, I raced into the house to gain control of this incredible binge. I was horrified and 
sick, saw myself gaining weight through my distorted vision, and immediately took 
laxatives to rid myself of all that forbidden food I felt inside, even though I hadn’t 
eaten a thing.

After I calmed down, I realized the reality of the situation, and I felt stupid and 
crazy and like a total failure. Not only do I not need anyone else to abuse me, now I 
can do that myself. I don’t even need a binge to have my purging cycle triggered to 
an intense degree. What’s up with that?

Costin, 1997, pp. 62–63
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The young woman who wrote this vignette has bulimia nervosa, an eating disorder charac-
terized by repeated episodes of binge eating and purging. How can we explain eating dis-
orders like bulimia nervosa or anorexia nervosa, a psychological disorder of self-starvation 
that can lead to serious medical consequences, even death? Eating disorders primarily 
affect young people of high school or college age, especially young women. Even if you 
don’t know anyone with a diagnosable eating disorder, chances are you know people 
with disturbed eating behaviors such as occasional binge eating and excessive dieting. You 
probably also know people who suffer from obesity, a major health problem that affects 
increasing numbers of Americans.

This chapter explores the three major types of eating disorders: anorexia nervosa, 
bulimia nervosa, and binge-eating disorder. We also examine factors that contribute to 
obesity, a health problem that has reached epidemic proportions in our society. Our 
focus in this chapter also extends to another set of problems that commonly affects young 
adults: sleep-wake disorders. The most common form of sleep-wake disorder, insomnia 
disorder, affects many young people who are making their way in the world and tend to 
bring their worries and concerns to bed with them.

Eating Disorders
In a nation of plenty, some people literally starve themselves—sometimes to death. They 
are obsessed with their weight and desire to achieve an exaggerated image of thinness. 
Others engage in repeated cycles in which they binge on food and then attempt to purge 
their excess eating, for example, by inducing vomiting. These dysfunctional patterns are, 
respectively, the two major types of eating disorders, anorexia nervosa and bulimia  
nervosa.

Eating disorders involve disordered eating behaviors and maladaptive ways of 
controlling body weight. Eating disorders often occur together with other psychological 
disorders, such as depression, anxiety disorders, and substance abuse disorders (Jenkins 
et al., 2011). Table 9.1 provides an overview of the three types of eating disorders we 
examine in this chapter.

9.1  Describe the key features 
of three types of eating disorders: 
anorexia nervosa, bulimia nervosa, 
and binge-eating disorder.

table 9.1 

Overview of Eating Disorders

Type of Disorder
Lifetime Prevalence  
in Population (approx.) Description Associated Features

Anorexia Nervosa 0.9%, or 9 in 1,000 
women; about 0.3%, or 3 
in 1,000 men

Self-starvation, resulting 
in abnormally low body 
weight for one’s age, 
gender, height, and physical 
health and developmental 
level

•  Strong fears of gaining weight or becoming fat
•   Distorted self-image (perceiving oneself as fat despite 

extreme thinness)
•   Two general subtypes: binge eating/purging type and 

restricting type
•   Potentially serious, even fatal, medical complications
•   Typically affects young, European American women

Bulimia Nervosa 0.9% to 1.5% in women; 
0.1% to 0.5% in men

Recurrent episodes of 
binge eating followed by 
purging

•  Weight is usually maintained within a normal range
•  Overconcern about body shape and weight
•   Binge/purge episodes may result in serious medical 

complications
•  Typically affects young European American women

Binge-Eating 
Disorder

3.5% in women; 2% in 
men

Recurrent binge eating 
without compensatory 
purging

•   Individuals with BED are frequently described as 
compulsive overeaters

•   Typically affects obese women who are older than those 
affected by anorexia or bulimia

Sources: Prevalence rates derived from Hudson et al., 2006, 2007; Smink, van Hoeken, & Hoek, 2012.
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The great majority of cases of anorexia nervosa and bulimia nervosa occur among 
young women. Although eating disorders may develop in middle or even late adulthood, 
they typically begin during adolescence or early adulthood when the pressures to be thin 
are the strongest. As these social pressures have increased, so too have rates of eating dis-
orders. Evidence from a large community-based survey indicates that anorexia nervosa 
affects about 0.9% of women (nearly 1 in 100) (Hudson et al., 2006). Bulimia nervosa is 
believed to affect about 0.9% to 1.5% of women (Smink, van Hoeken, & Hoek, 2012). 
There are also many cases of people with some anorexic or bulimic behaviors but not at a 
level that would warrant a diagnosis of an eating disorder.

Rates of anorexia nervosa and bulimia nervosa among men are estimated at about 
0.3% (3 in 1,000) for anorexia and 0.1% to 0.5% (1 to 5 in 1,000) for bulimia (Hudson 
et al., 2006, 2007; Smink, van Hoeken, & Hoek, 2012). Many men with anorexia ner-
vosa participate in sports, such as wrestling, that impose pressures on maintaining weight 
within a narrow range.

Anorexia Nervosa
Anorexia Nervosa: The Case of Karen

Karen was the 22-year-old daughter of a renowned English professor. She had begun 
her college career full of promise at the age of 17, but 2 years ago, after “social 
problems” occurred, she had returned to live at home and taken progressively lighter 
course loads at a local college. Karen had never been overweight, but about a year 
ago, her mother noticed that she seemed to be gradually “turning into a skeleton.”

Karen spent literally hours every day shopping at the supermarket, butcher, 
and bakeries conjuring up gourmet treats for her parents and younger siblings. 
Arguments over her lifestyle and eating habits had divided the family into two camps. 
The camp led by her father called for patience; that headed by her mother demanded 
confrontation. Her mother feared that Karen’s father would “protect her right into her 
grave” and wanted Karen placed in residential treatment “for her own good.” The 
parents finally compromised on an outpatient evaluation.

At an even 5 feet, Karen looked like a prepubescent 11-year-old. Her nose and 
cheekbones protruded crisply. Her lips were full, but the redness of the lipstick was 
unnatural, as if too much paint had been dabbed on a corpse for the funeral. Karen 
weighed only 78 pounds, but she had dressed in a stylish silk blouse, scarf, and baggy 
pants so that not one inch of her body was revealed.

Karen vehemently denied that she had a problem. Her figure was “just about 
where I want it to be” and she engaged in aerobic exercise daily. A deal was struck in 
which outpatient treatment would be tried as long as Karen lost no more weight and 
showed steady gains back to at least 90 pounds. Treatment included a day hospital 
with group therapy and two meals a day. But word came back that Karen was artfully 
toying with her food—cutting it up, sort of licking it, and moving it about her plate—
rather than eating it. After 3 weeks Karen had lost another pound. At that point, her 
parents were able to persuade her to enter a residential treatment program, where 
her eating behavior could be more carefully monitored.

From the Author’s Files

The word anorexia derives from the Greek roots an-, meaning “without,” and orexis, 
meaning “a desire for.” Anorexia thus means “without desire for [food],” which is some-
thing of a misnomer, because people with anorexia nervosa rarely lose their appetite. 
However, they may be repelled by food and refuse to eat more than is absolutely necessary 
to maintain a minimal weight for their ages and heights. Often, they starve themselves 
to the point where they become dangerously emaciated. Anorexia nervosa (commonly 
referred to as anorexia) usually develops between the ages of 12 and 18, although earlier 
and later onsets are sometimes found.
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The most prominent sign of anorexia nervosa is severe weight loss due to signifi-
cant restriction of calorie intake or self-starvation. Other common features include the 
following: 

•	 Excessive	fears	of	gaining	weight	or	becoming	fat,	despite	being	abnormally	thin

•	 A	distorted	body	image,	as	reflected	in	self-perception	of	one’s	body,	or	of	parts	of	
one’s	body,	as	fat,	even	though	others	perceive	the	person	as	thin

•	 Failure	to	recognize	the	risks	posed	by	maintaining		body	weight	at	abnormally	
low levels
One	common	pattern	of	anorexia	begins	after	menarche	when	the	girl	notices	

added	weight	and	insists	it	must	come	off.	The	addition	of	body	fat	is	normal	in	adoles-
cent	females:	in	an	evolutionary	sense,	fat	is	added	in	preparation	for	childbearing	and	
nursing.	But	women	with	anorexia	seek	to	rid	their	bodies	of	any	additional	weight	and	so	
turn	to	extreme	dieting	and,	often,	excessive	exercise.	However,	these	efforts	continue	
unabated	after	the	initial	weight	loss	goal	is	achieved,	even	after	family	and	friends	express	
concern.	Another	common	pattern	occurs	when	young	women	leave	home	to	attend	col-
lege and encounter difficulties adjusting to the demands of college life and independent 
living.	Anorexia	nervosa	is	also	common	among	young	women	involved	in	ballet	or	mod-
eling,	both	fields	that	place	strong	emphasis	on	maintaining	an	unrealistically	thin	body	
shape. 

Adolescent	girls	and	women	with	anorexia	nervosa	almost	always	deny	that	they	
are	losing	too	much	weight.	They	may	argue	that	their	ability	to	engage	in	stressful	exer-
cise	demonstrates	their	fitness.	Women	with	eating	disorders	are	more	likely	than	normal	
women	to	have	a	distorted	body	image.	Other	people	may	see	them	as	nothing	but	“skin	
and	bones,”	but	women	with	anorexia	still	see	themselves	as	too	fat.	Although	they	liter-
ally	starve	themselves,	they	may	spend	much	of	the	day	thinking	and	talking	about	food	
and	even	preparing	elaborate	meals	for	others.	T / F

SubtypeS of AnorexiA nervoSA	 There	 are	 two	general	 subtypes	 of	 the	disor-
der,	a	binge	eating/purging	type	and	a	restricting	type.	The	binge	eating/purging	type	
is	characterized	by	frequent	episodes	during	the	prior	three-month	period	of	binge	eat-
ing	or	purging	(such	as	by	self-induced	vomiting	or	overuse	of	 laxatives,	diuretics,	or	
enemas);	the	restrictive	type	does	not	have	bingeing	or	purging	episodes.	The	distinction	
between	the	subtypes	of	anorexia	nervosa	is	supported	by	differences	in	personality	pat-
terns.	Individuals	with	the	binge	eating/purging	type	tend	to	have	problems	relating	to	
impulse	control,	which	in	addition	to	binge-eating	episodes	may	involve	substance	abuse	
or	stealing.	They	tend	to	alternate	between	periods	of	rigid	control	and	impulsive	behav-
ior.	Those	with	the	restrictive	type	tend	to	rigidly,	even	obsessively,	control	their	diet	and	
appearance.

MedicAl coMplicAtionS of AnorexiA nervoSA	 Anorexia	nervosa	can	lead	to	
serious	medical	complications	that	in	extreme	cases	can	be	fatal.	Losses	of	as	much	as	35%	
of	body	weight	may	occur,	and	anemia	may	develop.	Females	suffering	from	anorexia	
nervosa	are	also	likely	to	encounter	dermatological	problems	such	as	dry,	cracking	skin;	
fine,	downy	hair;	even	a	yellowish	discoloration	of	the	skin	that	may	persist	for	years	after	
weight	is	regained.	Cardiovascular	complications	include	heart	irregularities,	hypoten-
sion	(low	blood	pressure),	and	associated	dizziness	upon	standing,	sometimes	causing	
blackouts.	Decreased	food	ingestion	can	cause	gastrointestinal	problems	such	as	constipa-
tion,	abdominal	pain,	and	obstruction	or	paralysis	of	the	bowels	or	intestines.	Menstrual	
irregularities	in	women	are	common	in	cases	of	anorexia,	as	is	amenorrhea	(absence	or	
suppression	of	menstruation).	Muscular	weakness	and	abnormal	growth	of	bones	may	
occur,	causing	loss	of	height	and	osteoporosis.

Then,	sadly,	there	is	an	increased	risk	of	death,	which	is	pegged	at	5%	to	20%	of	
cases	of	anorexia	nervosa,	due	to	either	suicide	or	malnutrition	due	to	starvation	(Arcelus,	

truth OR fiction

Although others see them as extremely 
thin, young women with anorexia 
nervosa still see themselves as too fat.

 TRUE  Others may see them as 
nothing but “skin and bones,” but 
anorexic women have a distorted body 
image and may still see themselves as 
too fat.

 Watch the Video  
Natasha: Anorexia  
on MyPsychLab
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2011; Haynos, & Fruzzetti, 2011). Young women with anorexia nervosa are eight times 
more likely to commit suicide than are young women in the general population (Yager, 
2008). In a study of several hundred people who had suffered from anorexia, or were suf-
fering still—95% of whom were female—nearly one in five (17%) had made a suicide 
attempt (Bulik et al., 2008). T / F

Bulimia Nervosa
Bulimia Nervosa: The Case of Nicole

Nicole has only opened her eyes, but already she wishes it was time for bed. She 
dreads going through the day, which threatens to turn out like so many other recent 
days. Each morning she wonders if this will be the day that she will be able to get 
by without being obsessed by thoughts of food. Or will she spend the day gorging 
herself? Today is the day she will get off to a new start, she promises herself. Today 
she will begin to live like a normal person. Yet she is not convinced that it is really up 
to her.

Nicole starts the day with eggs and toast. Then she goes to work on cookies; 
doughnuts; bagels smothered with butter, cream cheese, and jelly; granola; candy 
bars; and bowls of cereal and milk—all within 45 minutes. Then she cannot take in 
any more food and turns her attention to purging what she has eaten. She goes 
to the bathroom, ties back her hair, turns on the shower to mask any noise she will 
make, drinks a glass of water, and makes herself vomit. Afterward she vows, “Starting 
 tomorrow, I’m going to change.” But she suspects that tomorrow may be just another 
chapter of the same story.

Adapted from Boskind-White & White, 1983, p. 29

Nicole suffers from bulimia nervosa (commonly referred to as bulimia). The word bulimia 
derives from the Greek roots bous, meaning “ox” or “cow,” and limos, meaning “hunger.” 
The unpretty picture inspired by the origin of the term is one of continuous eating, like 
a cow chewing its cud. Bulimia nervosa is an eating disorder characterized by recurrent 
episodes of gorging on large quantities of food, followed by use of inappropriate ways of 
compensating for overeating to prevent weight gain.

The defining feature of bulimia nervosa is the occurrence of frequent episodes of 
binge eating (gorging), followed by compensatory behaviors such as self-induced vomit-
ing, abuse of laxatives, diuretics, or enemas, or fasting or excessive exercise. Other com-
monly occurring features of bulimia nervosa include the following: 

•	 Feelings	of	lack	of	control	over	eating	during	binge	eating	episodes
•	 Excessive	fear	of	gaining	weight
•	 Excessive	emphasis	on	body	shape	and	body	weight	on	self-image

A DSM-5 diagnosis of bulimia nervosa nervosa requires that binge-eating episodes 
and the accompanying compensatory behaviors occur at an average frequency of at least 
once a week for three months (APA, 2013). A person with bulimia may use two or more 
strategies for purging, such as vomiting and laxatives. Although people with anorexia 
nervosa are extremely thin, those with bulimia nervosa are usually of normal weight. 
However, they have an excessive concern about their shape and weight.

People who suffer from bulimia nervosa typically gag themselves to induce 
 vomiting. Most attempt to conceal their behavior. Fear of gaining weight is a constant 
factor. But  people with bulimia nervosa do not pursue the extreme thinness characteristic 
of anorexia  nervosa. Their ideal weights are similar to those of women who do not suffer 
from eating disorders.

Eating	binges	often	occur	in	secret,	typically	during	unstructured	afternoon	or	
evening hours. A binge may last from 30 to 60 minutes and involves consumption of 

How do I see myself? A distorted body 
image is a common feature of eating 
disorders.

truth OR fiction

Although anorexia nervosa is a serious 
psychological disorder, women with 
anorexia are actually less likely to 
attempt suicide than are women in 
general.

 FALSE  Actually, the rate of suicide 
attempts in young women with anorexia 
nervosa is much higher than that of 
young women in the general population.
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forbidden foods that are generally sweet and rich in fat. Binge eaters typically feel a lack of 
control over their bingeing and may consume as many as 5,000 to 10,000 calories. One 
young woman described eating everything available in the refrigerator, even to the point 
of scooping out margarine from its container with her finger. The episode continues until 
the binger is spent or exhausted, suffers painful stomach distention, induces vomiting, or 
runs out of food. Drowsiness, guilt, and depression usually ensue, but bingeing is initially 
pleasant because of release from dietary constraints.

Bulimia nervosa typically affects women in late adolescence or early adult-
hood, when concerns about dieting and dissatisfaction with body shape or weight are 
at their height. Despite the widespread belief that eating disorders, especially anorexia 
nervosa, are most common among affluent people, the available evidence shows no 
strong linkage between socioeconomic status and eating disorders (Gibbons, 2001;  
Z. Wang et al., 2005). Beliefs that eating disorders are associated with high socioeconomic 
status may reflect the tendency for affluent patients to obtain treatment. Alternatively, it 
may be that the social pressures on young women to strive to achieve an ultrathin ideal 
have now generalized across all socioeconomic levels.

MEDicAL cOMPLicATiONS OF BuLiMiA NErvOSA Like anorexia nervosa, buli-
mia nervosa is associated with many medical complications. Many of these stem from 
repeated vomiting: skin irritation around the mouth due to frequent contact with stom-
ach acid, blockage of salivary ducts, decay of tooth enamel, and dental cavities. The acid 
from the vomit may damage taste receptors on the palate, making the person less sensi-
tive to the taste of vomit with repeated purging. Decreased sensitivity to the aversive taste 
of vomit may help maintain the purging behavior. Cycles of bingeing and vomiting may 
cause abdominal pain, hiatal hernia, and other abdominal complaints, as well as dis-
turbed menstrual functioning. Stress on the pancreas may produce pancreatitis (inflam-
mation of the pancreas), which is a medical emergency. Excessive use of laxatives may 
cause bloody diarrhea and laxative dependency, so the person cannot have normal bowel 
movements without laxatives. In extreme cases, the bowel can lose its reflexive elimina-
tory response to pressure from waste material. Bingeing on large quantities of salty food 
may cause convulsions and swelling. Repeated vomiting or abuse of laxatives can lead to 
potassium deficiency, producing muscular weakness, cardiac irregularities, and even sud-
den death—especially when diuretics are used. As with anorexia, menstruation may come 
to a halt. Also like patients with anorexia, those with bulimia have high rates of early 
deaths as compared to the general population, with deaths resulting from various causes 
such as suicide, substance abuse, and medical disorders (Crow et al., 2009b). Although 
patients with bulimia show a shockingly high rate of suicide attempts, estimated at 25% 
to 35%, it’s not yet clear whether their rate of completed suicide is higher than average 
(Franko	&	Keel,	2006).

causes of Anorexia Nervosa and Bulimia Nervosa
Like other psychological disorders, anorexia nervosa and bulimia nervosa involve a com-
plex interplay of factors. Perhaps most significant are social pressures that lead young 
women to base their self-worth on their physical appearance, especially their weight.

SOciOcuLTurAL FAcTOrS Sociocultural theorists point to social pressures and expec-
tations placed on young women in our society as contributing factors in eating disorders 
(McKnight	Investigators,	2003;	Mendez,	2005).	The	drive	for	thinness	and	body	dissatis-
faction figure prominently in eating disorders (Brannan, & Petrie, 2011; Chernyak & 
Lowe, 2010). Comparing one’s own body unfavorably to others in terms of appearance 
can lead to body dissatisfaction (Myers & Crowther, 2009). Young women begin measuring 
themselves against unrealistic standards of thinness—the “body perfect”— represented in 
media images of ultrathin models and performers, setting the stage for body dissatisfac-
tion (Bell & Dittmar, 2011; Dalley, Buunk, & Umit, 2009; Rodgers, Salès, & Chabrol, 

9.2  Describe causal factors 
involved in anorexia nervosa 
and bulimia nervosa.



340  CHAPTER 9 Eating Disorders and Sleep-Wake Disorders

2010). Body dissatisfaction, in turn, may lead to excessive dieting and disturbed eating 
behaviors. Even in children as young as 8 years, investigators find that girls express more 
dissatisfaction with their bodies than boys do (Ricciardelli & McCabe, 2004). Pressures 
to achieve a thin ideal are underscored by findings from a college sample that one in seven 
(14%) women said they would feel embarrassed buying a single chocolate bar in a store 
(Rozin, Bauer, & Catanese, 2003). Peer pressure from friends to adhere to a thin body 
shape also emerges as a strong predictor of bulimic behavior in young women (Young, 
McFatter,	&	Clopton,	2001).	Body	dissatisfaction	is	also	linked	to	eating	disorders	in	
young men (Olivardia et al., 2004).

The idealization of thinness in women can be illustrated in the changes in the 
body mass index (BMI) of winners of the Miss America pageant (Rubinstein & Caballero, 
2000)	(see	Figure	9.1).	BMI	is	a	measure	of	height-adjusted	weight.	Notice	the	down-
ward trend. What messages about feminine beauty might this be conveying to young 
women and young men?

The pressure to be thin is so prevalent that dieting has become the normative 
pattern	of	eating	among	young	American	women.	Four	out	of	five	young	women	in	the	
United States have gone on a diet by the time they reach their 18th birthdays. A recent 
survey of a sample of college women showed that regardless of how much they weighed, 
the great majority, about 80%, reported dieting (Malinauskas et al., 2006). Concerns 
about social pressures to be thin bring to light the idealized body images to which girls are 
exposed, including perhaps the most famous of all ultrathin ideals—Barbie (see Thinking 
Critically About Abnormal Psychology on page 344).

In support of the sociocultural model, evidence shows that eating disorders 
are much less common in non-Western countries that do not associate thinness with 
female beauty (Giddens, 2006). Yet even in non-Western cultures, such as those in 
East Africa, the level of exposure to Western media and travel in Western countries 
is associated with a higher rate of eating disorder symptoms in young women (Eddy, 
Hennessey, & Thompson-Brenner, 2007). Investigators also find high levels of both 

Body dissatisfaction starts 
early. Investigators find greater levels of 
body dissatisfaction in girls than boys as 
young as 8 years of age.
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figure 9.1 
Thinner and thinner.  Note the downward trend in the BMI levels of Miss America contest 
winners over time. What might these data suggest about changes in society’s view of the ideal 
female form? Source: Rubinstein & Caballero (2000).
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body  dissatisfaction and disordered eating behaviors in male and female middle-school 
children	in	Korea	(Jung,	Forbes,	&	Lee,	2009).	And	in	Taiwan,	investigators	find	that	
body dissatisfaction among young women is predictive of intentions to lose weight (Lu &  
Hou, 2009).

Eating disorders in developing countries may be linked to factors other than obses-
sive	concerns	about	weight.	For	example,	among	young	women	in	the	African	country	of	
Ghana, researchers found that extreme thinness was linked to fasting for religious reasons 
rather than for weight concerns (Bennett et al., 2004).

Rates of disordered eating behaviors and eating disorders also vary in the United 
States among ethnic groups, with higher rates found among Euro-American adolescents than 
among African American and other ethnic minority adolescents (Lamberg, 2003; Striegel-
Moore et al., 2003). One likely reason for this discrepancy is that body image and body 
dissatisfaction are less closely tied to body weight among minority women (Angier, 2000b). 
That said, investigators expect that the prevalence of eating disorders in young women of 
color will rise with increased exposure to Eurocentric concepts of feminine beauty (Gilbert, 
2003). Disturbed eating behaviors may also be more common among ethnic minority groups, 
including Native Americans, than is commonly believed (Shaw et al., 2004). Although 
anorexia nervosa is far more common in women than in men, an increasing number of 
young	men	are	presenting	with	disturbed	eating	behavior,	even	anorexia	nervosa.	Factors	
associated with disturbed eating behavior in young men parallel those in young women, such 
as needs for perfection, perceived pressures from others to lose weight, and participation in 
sports that place a strong value on leanness (Ricciardelli & McCabe, 2004). 

PSycHOSOciAL FAcTOrS Although cultural pressures to conform to an ultrathin 
female ideal play a major role in eating disorders, the great majority of young women 
exposed to these pressures do not develop eating disorders. Other factors must be 
involved.	For	one	thing,	a	pattern	of	overly	restricted	dieting	is	common	to	women	with	
bulimia nervosa and anorexia nervosa. Women with eating disorders typically adopt very 
rigid dietary rules and practices about what they can eat, how much they can eat, and 
how often they can eat. It’s important to recognize, however, that eating disorders involve 
deeper emotional issues involving feelings of insecurity, body dissatisfaction, and use of 
food for emotional gratification, as illustrated in this woman’s firsthand account.

“I” “My Voice, My Cry for Help”
I started dieting when I was 13. As I look back now, I can see that I had feelings of inse-
curity that were surfacing as I struggled with relationships, my identity, and my sexual-
ity. Back then it just felt like I was too fat. As my body began to change from a normal 
undeveloped child to a rounder, curvier woman, I held on to the ideals I saw in the 
media of the very thin, tall, hard bodies that defined beauty. My body was wrong. All 
my emotional struggles and insecurities became placed on my body. The first day I put 
myself on a diet, I stopped listening to the wisdom and truth of my own body. I began 
instead the pattern of forcing myself to conform to cultural standards that were impos-
sible for me to obtain. My soul was crying out for love, for reassurance, security, and 
emotional soothing during a very overwhelming, confusing period in my life. The only 
way I knew how to soothe myself was to eat. The only way I knew how to be accepted 
was to diet. My voice, my cry for help was buried under the obsession and compulsion 
of dieting and bingeing, bingeing and purging.

Source: Normandi & Rorak, 1998.

Bulimia nervosa is also linked to problems in interpersonal relationships. Women 
with bulimia tend to be shy and have few if any close friends. Enhancing the social skills 
of women with bulimia may increase the quality of their relationships and perhaps reduce 
their tendencies to use food in maladaptive ways.
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EMOTiONAL FAcTOrS People with anorexia nervosa may restrict their food intake in a 
misguided attempt to relieve upsetting emotions by seeking mastery or control over their 
bodies (Merwin, 2011). Young women with bulimia nervosa often have more emotional 
problems and lower self-esteem than other dieters (Jacobi et al., 2004). Negative emo-
tional states such as anxiety and depression can trigger episodes of binge eating (Reas & 
Grilo, 2007). Bulimia nervosa is often accompanied by other diagnosable disorders, such 
as depression, obsessive–compulsive disorder, and substance-related disorders. This sug-
gests that some forms of binge eating represent attempts at coping with emotional distress. 
Unfortunately, cycles of bingeing and purging exacerbate emotional problems rather than 
relieve them. We also have learned that women with bulimia are more likely than other 
women	to	have	experienced	childhood	sexual	and	physical	abuse	(Kent	&	Waller,	2000).	
In some cases, bulimia nervosa may develop as an ineffective means of coping with abuse. 
Binge eating may represent an attempt to manage or soothe negative feelings. Recent evi-
dence	links	negative	emotional	states	to	binge	eating	episodes	(Haedt-Matt	&	Keel,	2011).

LEArNiNg PErSPEcTivES	 From	a	learning	perspective,	we	can	conceptualize	eating	
disorders as a type of weight phobia. In this model, relief from anxiety acts as negative 
reinforcement. Women with bulimia tend to have been slightly overweight before they 
developed bulimia, and the binge–purge cycle usually begins after a period of strict diet-
ing to lose weight.

In a typical scenario, the rigid dietary controls fail, leading to a loss of inhibi-
tions (disinhibition), which prompts a binge eating episode. The binge eating induces 
fear of weight gain, which in turn prompts self-induced vomiting or excessive exercise. 
Some people with bulimia even resort to vomiting after every meal. Purging is negatively 
reinforced because it produces relief, or at least partial relief, from anxiety over gaining 
weight. As in anorexia, food-rejecting behavior (and purging in cases of the binge eating/
purging subtype) is negatively reinforced by relief from anxiety about weight gain. T / F

Dietary restraint appears to play a more prominent role in bulimia nervosa for 
women at high genetic risk of the disorder (Racine et al., 2011). This again illustrates the 
need to examine interactions of psychosocial factors (dietary restraint) and genetic factors 
in the development of psychological disorders.

cOgNiTivE FAcTOrS Perfectionism and overconcern about making mistakes figure 
prominently in eating disorders (Deas et al., 2011; Wade & Tiggemann, 2013). People 
with eating disorders may impose perfectionistic pressures on themselves to achieve a 
“perfect body” and get down on themselves when they fail to meet their impossibly high 
standards. Their extreme dieting may give them a sense of control and independence that 
they feel they lack in other aspects of their lives. Here, a young woman with anorexia ner-
vosa speaks about the feelings of power she experienced by deciding to go without food:

“I” “I Felt the Power”
I was constantly comparing myself to people . . . that was just the absolutely unavoidable 
thing . . . Just looking at everybody and thinking to myself, “Oh my gosh, do I look like 
that?” . . . I would only find the skinniest people . . . that’s just where my eyes went, to 
the thinnest people and . . . that’s where I would be like, “I want to be like them.” I wasn’t 
scared of gaining weight, I . . . just wanted to keep on losing weight and if I wasn’t, then 
there was something wrong. Or if my jeans didn’t fit just right or if they weren’t baggy 
enough . . . or my thighs touched together—that was a big thing of mine—or my arms jig-
gling . . . But my idea of arms jiggling was my skin moving. . . . (And if your body jiggled, 
what did that mean?). . . That I was fat . . . if my body was moving, then that means I 
wouldn’t eat for the day, or the night, or the weekend, whatever I decided, and that’s 
where I felt the power that people talk about, the control, it’s what I decided to do.

Source: Excerpted from Speaking Out: Videos in Abnormal Psychology, Pearson 
Education, 2008. All rights reserved.

truth OR fiction

Women with bulimia nervosa induce 
vomiting only after binges.

 FALSE  Some bulimic women 
induce vomiting after every meal.
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People who struggle with bulimia tend to think in dichotomous or “black or 
white” terms. Thus, they expect to adhere perfectly to their rigid dietary rules and judge 
themselves as complete failures when they deviate even slightly. They also judge them-
selves harshly for episodes of binge eating and purging. They may also hold exaggerated 
beliefs about the negative consequences of gaining weight, which further contributes to 
disordered eating. Investigators find that women with eating disorders tend to heap blame 
on themselves for negative events in general, and self-blame most probably contributes 
to maintaining their disordered eating behavior (Morrison, Waller, & Lawson, 2006).

Body dissatisfaction is also an important factor in eating disorders. Body dissat-
isfaction may lead to maladaptive attempts—through self-starvation and purging—to 
attain a desired body weight or shape. Women with eating disorders tend to be extremely 
concerned about their body weight and shape (Jacobi et al., 2004). Excessive weight-
related concerns even affect many young children and may possibly set the stage for devel-
opment of eating disorders in adolescence or early adulthood.

PSycHODyNAMic PErSPEcTivES Psychodynamic theorists suggest that girls with 
anorexia nervosa have difficulty separating from their families and consolidating separate, 
individuated identities (e.g., Bruch, 1973; Minuchin, Rosman, & Baker, 1978). Perhaps 
anorexia represents the girl’s unconscious effort to remain a prepubescent child. By main-
taining the veneer of childhood, pubescent girls may avoid dealing with adult issues such 
as increased independence and separation from their families, sexual maturation, and 
assumption of adult responsibilities.

FAMiLy FAcTOrS Eating disorders frequently develop against a backdrop of family 
problems and conflicts. Some theorists focus on the brutal effect of self-starvation on par-
ents. They suggest that some adolescents refuse to eat to punish their parents for feelings 
of loneliness and alienation they experience in the home. 

Young women with eating disorders often come from dysfunctional family back-
grounds characterized by high levels of family conflict and by parents who tend to be over-
protective on the one hand but less nurturing and supportive on the other (e.g., Giordano, 
2005; McGrane & Carr, 2002). Parents often seem less capable of promoting indepen-
dence, or even permitting autonomy, in their daughters. Yet it remains uncertain whether 
these family patterns contribute to eating disorders or whether eating disorders disrupt 
family dynamics in these ways. The truth probably lies in an interaction between the two. 
Might binge eating, as suggested by Humphrey (1986), be a metaphoric effort to gain the 
nurturance and comfort through food that the daughter is lacking from the family?

From	a	systems	perspective,	families	are	systems	that	regulate	themselves	in	ways	
that minimize the open expression of conflict and reduce the need for change. Within 
this perspective, girls who develop anorexia nervosa may be seen as helping maintain the 
shaky balances and harmonies found in dysfunctional families by displacing attention 
from family conflicts and marital tensions onto themselves. The girl may become the 
identified patient, although it is actually the family unit that is dysfunctional.

Regardless of the factors that initiate eating disorders, social reinforcers may main-
tain them. Children with eating disorders may quickly become the focus of attention in 
their families, receiving attention from their parents that is otherwise lacking.

BiOLOgicAL FAcTOrS Scientists suspect that abnormalities in brain mechanisms con-
trolling hunger and satiety are involved in bulimia nervosa, most probably involving the 
brain chemical serotonin. Serotonin plays a key role in regulating mood and appetite, espe-
cially cravings for carbohydrates (Hildebrandt et al., 2010). Irregularities in the levels of 
serotonin or how it is used in the brain may contribute to binge-eating episodes. This line 
of thinking is buttressed by findings that antidepressants that specifically target serotonin, 
such as Prozac and Zoloft, help decrease binge eating episodes in bulimia (Walsh et al.,  
2004). We also know that many women with eating disorders are depressed or have a history  
of depression, and imbalances of serotonin are implicated in depressive disorders.

Death by starvation. A leading fashion 
model, Brazilian Ana Carolina Reston,  
was just 21 when she died in 2006 from  
complications due to anorexia. At the time  
of her death, the 5’7” Reston weighed only 
88 pounds. Anorexia nervosa continues to be 
a widespread problem among fashion models 
today.
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DSM5

Thinking CRiTiCally about abnormal psychology

@Issue: Should Barbie Be Banned?

We’re not suggesting that Barbie and her entourage be 
thrown overboard in some modern-day version of the 
Boston Tea Party, or that stores be prohibited from sell-

ing the popular toys. But by raising such a provocative question, 
we hope to encourage you to think critically about the effects that 
these anatomically incorrect figurines may have on the psyches of 
young women. Lest you think that Barbie, now more than 50 years 
old, is merely a quaint relic of an earlier generation, she is still the 
world’s highest earning doll, accounting for some $1.2 billion in 
revenues annually (Towner, 2009).

As writer Laura Vanderkam (2003) notes in her article, “Barbie  
and Fat as a Feminist Issue,” Barbie was designed to fit the 

idealized male fantasy of a bosomy but impossibly thin female 
form, and then sold to girls who grew up wanting to look like her. 
Social worker Abigail Natenshon, author of When Your Child Has an 
Eating Disorder, argues that images of Barbie and ultrathin female 
models and actresses create expectations in the minds of young 
women about how they are supposed to look. Though many factors 
undoubtedly contribute to eating disorders, should parents keep 
Barbie at bay and not bring the doll into their homes? Or should 
they welcome Barbie but help their daughters see that her ultrathin 
form is not a female ideal, and help them understand that self-
esteem should not be measured by a bathroom scale?

For that matter, should parents inform their sons that bulked-up 
wrestlers, muscularized movie heroes, and even action figures in 
video games are not exemplars of what they should aspire to? Even 
GI Joe–type action figures (i.e., dolls) appear more muscular today 
than in earlier versions.

Exposure to overly masculinized male images may create pressures 
on boys that can lead to disturbed eating behaviors. Evidence 
shows that many men express dissatisfaction with their bodies 
(Murray et al., 2013; Tiggemann, Martins, & Kirkbride, 2007). For 
both men and women, it appears that exposure to “perfect” bodies 
in the media and advertising reinforces the idea that “normal” bod-
ies are not acceptable.

On the other hand, Vanderkam cautions us not to the throw the 
“Barbie” out with the bathwater (apologies for the pun). In light 
of the epidemic of obesity facing our society, perhaps we should 
champion the active, energetic lifestyle that Barbie embodies. What 
do you think?

In thinking critically about the issue, answer the following questions:

•	 Assume that you are a parent of a young boy or girl. 
Would you restrict the kinds of toys you buy based on 
considerations of appropriate body size and weight? 
Why or why not?

•	 What messages should parents convey to children 
regarding the overly slenderized and masculinized 
images that children regularly see?

To be like Barbie. The Barbie doll has long 
represented a symbol of the buxom but thin 
feminine form that has become idealized in  
our culture. What message do you think the 
Barbie-doll figure conveys to young girls?

Genetics appears to play an important role in the development of eating disorders 
(Baker	et	al.,	2009;	Kaye,	2009).	We	know	that	eating	disorders	tend	to	run	in	families,	
which is consistent with a genetic contribution (Hitti, 2006). We also have evidence of 
genetic	factors	from	an	important	early	study	of	more	than	2,000	female	twins	(Kendler	
et al., 1991). The investigators found a much higher concordance rate for bulimia ner-
vosa, 23% versus 9%, among monozygotic (MZ) twins than among dizygotic (DZ) 
twins. (Recall that concordance rate refers to the percentage of twins in which both twins 
have a given trait or disorder in common.) A greater concordance for anorexia nervosa is 
also found among MZ twins than among DZ twins, 50% versus 5% (Holland, Sicotte, &  
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Treasure, 1988). Nonetheless, genetic factors cannot fully account for the development 
of eating disorders. Consistent with the diathesis–stress model, a genetic predisposition 
affecting the regulation of neurotransmitter activity in the brain may interact with stress 
associated with social and family pressures to increase the risk of eating disorders.

Treatment of Anorexia Nervosa and Bulimia Nervosa
Anorexia and bulimia nervosa are often difficult to treat and outcomes remain less than 
satisfactory	 in	many	cases	 (Castellini	et	al.,	2011;	Haynos	&	Fruzzetti,	2011;	Yager,	
2011). Still, it’s fair to say that progress is being made in treating these challenging disor-
ders. Unfortunately, most people with these eating disorders do not receive appropriate 
medical or mental health treatment for their specific disorder (Hart et al., 2011; Labbe, 
2011; Swanson et al., 2011).

Treatment of anorexia nervosa may involve hospitalization, especially in cases in 
which weight loss becomes severe or body weight falls rapidly. In the hospital, patients are 
usually placed on a closely monitored refeeding regimen. Behavioral therapy is commonly 
used, with rewards made contingent on adherence to the refeeding protocol. Commonly 
used reinforcers include ward privileges and social opportunities. However, relapses are 
common and upward of 50% of inpatients treated for anorexia nervosa are rehospitalized 
within	a	year	of	discharge	(Haynos	&	Fruzzetti,	2011).

Psychodynamic therapy is sometimes combined with behavior therapy to probe 
for	psychological	conflicts.	Family	therapy	may	also	be	employed	to	help	resolve	underly-
ing family conflicts. Continuing therapy following hospitalization, generally in the form 
of individual or family therapy, is recommended to provide continuing care.

Hospitalization may also be helpful in breaking the binge–purge cycle in bulimia 
nervosa, but it appears to be necessary only where eating behaviors are clearly out of con-
trol and outpatient treatment has failed, or where there are severe medical complications, 
suicidal thoughts or attempts, or substance abuse.

Research evidence supports the benefits of cognitive-behavioral therapy (CBT) in 
treating bulimia nervosa (Byrne et al., 2011; Crow et al., 2009a; Lampard et al., 2011; 
Masheb, Grilo, & Rolls, 2011). A recent large-scale study showed that CBT resulted in 
the elimination of bingeing episodes in about two of three eating disorder patients who 
presented with bingeing as a core symptom (Striegel-Moore et al., 2010).

CBT therapists help people with bulimia challenge self-defeating thoughts and 
beliefs, such as unrealistic, perfectionistic expectations regarding dieting and body weight. 
Another common dysfunctional thought pattern is dichotomous (all-or-nothing) think-
ing, which predisposes them to purge when they slip even a little from their rigid diets. 
CBT also challenges tendencies to overemphasize appearance in determining self-worth. 
To control self-induced vomiting, therapists may use the behavioral technique of exposure 
with response prevention, which was developed for treatment of people with obsessive–
compulsive disorder. In this technique, the person with bulimia nervosa is exposed to 
eating forbidden foods while the therapist stands by to prevent vomiting until the urge 
to purge passes. Individuals with bulimia thus learn to tolerate violations of their rigid 
dietary rules without resorting to purging.

Interpersonal psychotherapy (IPT), a structured form of psychodynamic therapy, 
is also helpful in treating bulimia nervosa and may be useful in cases that fail to respond to 
CBT (Rieger et al., 2010). IPT focuses on resolving interpersonal problems based on the 
belief that more effective interpersonal functioning will lead to the adoption of healthier 
food habits and attitudes. Antidepressant drugs, such as Prozac, have demonstrated thera-
peutic benefits in treating bulimia nervosa (Walsh et al., 2004). These drugs decrease the 
urge to binge by normalizing levels of serotonin—the brain chemical involved in regulat-
ing appetite. However, tests of the effectiveness of antidepressant drugs have yielded mixed 
results in treating anorexia nervosa (Walsh et al., 2006).

In A Closer Look, we focus on a health problem closely identified with binge eat-
ing: obesity.

9.3  Evaluate methods used 
to treat eating disorders.

9.4  identify health risks 
associated with obesity.

9.5  Identify factors 
linked to obesity.
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a ClOseR look

Obesity: A National Epidemic

The problem of obesity once again brings into context 
the complex interrelationships between mind and body. 
Obesity is classified as a medical condition, not a psycho-

logical disorder, but psychological factors play important roles in 
its development and treatment, which is why it is the focus of our 
attention here. T / F

Obesity has reached epidemic proportions not only in the United 
States, but throughout the world. More Americans are overweight 
today than at any time since the government started tracking 
obesity in the 1960s. About one-third of Americans are obese and 
about another third are overweight (Bray, 2012; CDC, 2011; Flegal 
et al., 2012; Mitka, 2012). Assuming current trends continue, nearly 
200 million American adults will be obese by the year 2030 (Gorman, 
2012). Presently, about one in three children and teens in the United 
States is either overweight or obese (Tavernise, 2012; Weir, 2012).

Health officials are rightly concerned about obesity because it is a 
risk factor in many chronic and potentially life-threatening diseases, 
including heart disease, stroke, diabetes, respiratory disease, and 
some forms of cancer (Gorman, 2012; Khoo et al., 2011; Taubes, 
2012). All told, obesity accounts for more than 160,000 excess 
deaths in the United States every year and shaves 6 or 7 years off 
the average person’s life expectancy (Flegal et al., 2005; Fontaine  
et al., 2003; Freedman, 2011). But what about people who are  
overweight but not obese? The answer is not entirely clear, as  
recent findings indicate that overweight people who were not  
clinically obese actually have a lower risk of early death than people 
of normal weight (Flegal et al., 2013; Heymsfield & Cefalu, 2013).

Body weight is essentially a function of energy balance. When 
caloric intake exceeds energy output, the excess calories are 
stored in the body in the form of fat, leading to obesity (see 

Figure 9.2). Despite all the money and effort spent on weight-
loss products and programs, our collective waistlines are getting 
larger—a result, health experts believe, of Americans consum-
ing too many calories and exercising too little (Lamberg, 2006; 
Pollan, 2003). Americans today average 530 more calories per 
day than they did 30 years ago (Gorman, 2003). The reasons? A 
diet containing too much high-fat, high-calories, and supersized 
portions that are growing ever larger.

The key to preventing obesity is to bring energy expenditure in line 
with energy (caloric) intake. Unfortunately, this is easier said than 
done. Research suggests that a number of factors contribute to the 
imbalance between energy intake and expenditure that underlies 
obesity, including genetics, metabolic factors, lifestyle factors, psy-
chological factors, and socioeconomic factors. 

genetic Factors

Obesity is a complex condition in which multiple causes are involved 
(Hamre, 2013). Evidence points to a role for genetics, but genes 
don’t tell the whole story (Friedman, 2011; Small et al., 2011). 
Environmental factors (diet and exercise patterns) are also important 
contributors. 

Metabolic Factors

Genetic differences in metabolic rate (the rate at which the body 
burns calories) may play an important role in determining risk of 

Calories
in food

Calories
used

figure 9.2 
Weight: A balancing act.  Body weight is determined by the 
balance between energy consumed in the form of food calories 
and energy used in the course of the day through physical activity 
and maintenance of bodily processes. When calories consumed 
in food exceed calories used, we gain weight. To lose weight, we 
need to take in fewer calories than we expend. Weight control 
involves a balance between calories consumed and calories 
used. Source: Physical Activity and Weight Control, National 
Institutes of Diabetes and Digestive and Kidney Diseases (NIDDK), 
http://win.niddk.nih.gov/publications/physical.htm.

Hazardous waist. Obesity is indeed a hazard to 
health and longevity.

truth OR fiction

Obesity is one of the most common 
psychological disorders in the United 
States.

 FALSE  Obesity is a medical 
disorder, not a psychological disorder.
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obesity. Then too, when people start to lose significant amounts 
of weight, the body reacts as if it were starving by slowing the 
metabolic rate to preserve energy resources (Freedman, 2011). 
This makes it difficult to continue losing more weight or even to 
maintain weight that was lost. Mechanisms in the brain control 
the body’s metabolism to keep body weight around a geneti-
cally influenced set point. The ability of the body to adjust the 
metabolic rate downward when calorie intake declines may have 
helped ancestral humans survive times of famine. However, this 
mechanism is a bane to people today who are trying to lose 
weight and keep it off. T / F

People may be able to offset this metabolic adjustment by los-
ing weight more gradually and by following a more vigorous 
exercise regimen. Vigorous exercise burns calories directly and 
may increase the metabolic rate by replacing fat tissue with mus-
cle, especially if the exercise program involves weight-bearing 
activity. Also, ounce for ounce, muscle tissue burns more calories 
than fat tissue. Before starting an exercise regimen, check with 
your physician to determine which types of activity are best 
suited to your overall health condition.

Fat cells

Fat cells, which are cells that store fat, comprise the fatty tissue 
in the body (also called adipose tissue). Obese people have 
more fat cells than people who are not obese. Severely obese 
people may have some 200 billion fat cells, as compared to 25 
or 30 billion in normal-weight individuals. Why does this mat-
ter? As time passes after eating, the blood sugar level declines, 
drawing out fat from these cells to supply more nourishment 
to the body. The hypothalamus in the brain triggers hunger 
when it detects depletion of fat in these cells. Hunger is a 
drive that motivates eating, which thereby replenishes the fat 
cells. Unfortunately, even if we lose weight, we do not shed fat 
cells (Hopkin, 2008). In people who have more fatty tissue and 
hence higher numbers of fat cells, the body sends more signals 
of fat depletion to the brain than in people with fewer fat cells; 
as a result, they feel food deprived sooner, making it more dif-
ficult for them to lose weight or to maintain the weight they 
have lost.

Lifestyle Factors

Eating habits are changing, and not for the better. The constant 
bombardment of food-related cues in television commercials, 
print advertising, and the like can take a toll on our individual 
and collective waistlines. Restaurants today are competing with 
each other in terms of who can pile the most food on ever-larger 
dinner plates. Pizzerias are using larger pans and fast-food res-
taurants are supersizing meals—all of which takes a toll on the 
waistline. That “big gulp” 64-ounce soft drink packs an incred-
ible 800 calories (T. K. Smith, 2003)! And guess which character, 
after Santa Claus, children recognize most often? The answer: 
Ronald McDonald (Parloff, 2003). T / F

Another contributing factor to our expanding waistlines is 
America’s growing suburbs and the car-dependent culture this entails 
(McKee, 2003). City dwellers may burn off some extra calories hiking 
around town, but suburbanites must rely on their cars to get from 
place to place in spread-out communities in the suburban sprawl.

Psychological Factors

According to psychodynamic theory, eating is the cardinal oral 
activity. Psychodynamic theorists believe that people who were 
fixated in the oral stage by conflicts concerning dependence 
and independence are likely to regress in times of stress to 
excessive oral activities such as overeating. Other psychological 
factors connected with overeating and obesity include low self-
esteem, lack of self-efficacy expectancies, family conflicts, and 
negative emotions. Emotions such as anger, fear, and sadness 
can prompt excessive eating.

Socioeconomic Factors

Obesity is more prevalent among people of lower-income levels. 
Because people of color in our society are as a group lower in 
socioeconomic status than (non-Hispanic) White Americans, we 
should not be surprised that rates of obesity are higher among 
people of color, at least among women of color (see Figure 9.3).

Why are people on the lower rungs of the socioeconomic ladder at 
greater risk of obesity? For one thing, more affluent people have 
greater access to information about nutrition and health and are 
more likely to take health education courses. They also have greater 

truth OR fiction

When people start losing significant 
amounts of weight, their bodies respond 
as though they were starving.

 TRUE  The body responds to 
slowing the metabolic rate, making 
it more difficult for dieters to lose 
additional weight or keep off the weight 
they lost.

truth OR fiction

After Santa Claus, the most recognizable 
figure to children is Ronald McDonald.

 TRUE  Ronald is the second-most 
recognizable figure among children. 
What might his popularity have to do 
with our fast-food-obsessed culture?
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access to health care providers. Poorer people also exercise less 
regularly than more affluent people do. More affluent people are 
more likely to have the time, the income, and the space to exercise. 
Many poor people in the inner city also turn to food as a way of cop-
ing with the stresses of poverty, discrimination, crowding, and crime.

Acculturation may also contribute to obesity, at least when it 
involves adopting the unhealthful dietary practices of the host 
culture. Consider that Japanese American men living in California 
and Hawaii eat a higher-fat diet than Japanese men do. Not surpris-
ingly, the prevalence of obesity is two to three times higher among 
Japanese American men than among men living in Japan (Curb & 
Marcus, 1991).

Facing the challenge of Obesity

Despite their appeal, quickie diets don’t work. The great majority of 
people who diet, perhaps more than 9 out of 10 people, regain any 
weight they lose. Nor are antiobesity or diet drugs the answer, as 
they offer temporary benefits at best and can have significant side 
effects. Long-term success in the “battle of the bulge” requires a 
continuing commitment to following a sensible, lower-calorie, lower-
fat diet combined with regular exercise (Bray, 2012; Freedman, 
2011; Sacks et al., 2009). Even people whose heredity may work 
against them can control their weight within some broad limits 
through adopting a sensible diet, increasing activity and exercise 
levels, and developing healthier eating habits.
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figure 9.3 
rates of obesity (age 20 or higher). This figure shows the rates of obesity among U.S. 
adults in relation to race and ethnicity. Source: Health, United States, 2003, Centers for 
Disease Control and Prevention, National Center for Health Statistics, National Health 
and Nutrition Examination Survey.

Although progress has been made in treating eating disorders, there is consider-
able	room	for	improvement	(Fairburn	et	al.,	2009).	Even	CBT,	which	is	recognized	as	
the most effective form of treatment for bulimia, fails to succeed with a substantial pro-
portion of patients (Wilson, Grilo, & Vitousek, 2007). Drug therapy sometimes proves 
helpful for patients with bulimia who fail to respond to cognitive-behavioral treatment 

Obesity: A National Epidemic (Continued)
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(Walsh et al., 2000). We can’t yet say whether a combination CBT/medication approach 
is more effective than either component alone.

Eating disorders can be tenacious and enduring problems, especially when exces-
sive fears about body weight and distortions in body image continue beyond active treat-
ment	(Fairburn	et	al.,	2003).	Though	recovery	from	anorexia	tends	to	be	a	 long	and	
uncertain process, we are encouraged by recent evidence that CBT can help delay or even 
prevent relapse (Carter et al., 2009).

Difficulties in treating eating disorders only affirm the need to develop effective 
prevention programs. Recent studies demonstrate reduced risks of eating disorders fol-
lowing participation in programs targeting disordered eating behaviors and attitudes (e.g., 
Becker et al., 2008; McMillan, W., Stice, E., & Rohde, 2011; Stice et al., 2011).

Binge-Eating Disorder
People with binge-eating disorder (BED) have repeated binge-eating episodes 
but unlike bulimia nervosa, there is no compensatory behavior afterward to reduce 
weight—no self-induced vomiting, excessive laxative use or exercise, for example. 
Binge-eating episodes in BED occur on an average of at least once a week for a period 
of three months (APA, 2013). These episodes are characterized by a lack of control 
over eating and by consuming far greater amounts of food than people typically eat in 
the same span of time. During a binge, the person may eat much more quickly than 
usual and continue eating despite feeling uncomfortably full. The person may binge 
alone because of embarrassment over excessive eating in front of others. Afterward, 
they may feel disgusted with themselves, be depressed, or be plagued by feelings  
of guilt.

BED is more common than either anorexia or bulimia, affecting about 3.5% of 
women and 2% of men at some point in their lives (Hudson et al., 2006). An estimated 
8 million Americans struggle with BED (Ellin, 2012). People with BED tend to be older 
than those with anorexia or bulimia and the disorder tends to develop later in life, often 
in	the	person’s	30s	or	40s.	Findings	from	a	recent	study	showed	that	when	compared	to	
overweight individuals, people with BED tend to have higher levels of depression and 
more disturbed eating behaviors (Griet al., 2008).

Although people with bulimia nervosa typically fall within a normal weight 
range, many (but not all) BED patients are either overweight or obese (Bulik et al., 
2012; Hudson et al., 2006). BED is also linked to depression and to a history of 
unsuccessful attempts at losing excess weight and keeping it off. Like other eating dis-
orders, it occurs more often among women and may have a genetic component. But 
BED occurs more frequently among men than is the case with other eating disorders. 
Here, a 39-year-old man with BED relates his binge eating to negative feelings about 
himself: “Ultimately, it was about numbing out and self-loathing . . . There was this 
voice in my head that said, ‘You’re no good, worthless,’ and I turned to food” (cited 
in Ellin, 2012).

BED may fall within a broader domain of compulsive behaviors characterized by 
impaired control over maladaptive behaviors, such as compulsive gambling and substance 
use disorders. A history of dieting may play a role in some cases of BED, but probably not 
to the extent that it does with bulimia. 

CBT is helpful in treating BED and is recognized as the treatment of choice for 
the disorder (Griet et al., 2011; Grilo, Masheb, & Crosby, 2012; Munsch, Meyer, & 
Biedert, 2012; Striegel-Moore et al., 2010; Wilson et al., 2010). Antidepressants, espe-
cially SSRIs (selective serotonin reuptake inhibitors) such as Prozac, may also reduce 
binge-eating episodes by normalizing serotonin levels in the brain (Apopolinario et al., 
2003). Serotonin is a neurotransmitter in brain networks that regulate appetite. However, 
CBT showed even better results than antidepressant medication at a follow-up evaluation 
12 months after treatment (Griet et al., 2012).  

 Watch the Video  
Stacy: Binge-Eating Disorder  

on MyPsychLab
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Tying it together

Eating Disorders

W e can conceptualize eating disorders within a multifac-
torial framework in which psychosocial and biological 
influences interact in the development of disturbed 

eating behaviors. Figure 9.4 illustrates a potential causal path-
way for explaining the development of bulimia nervosa. Note 
that negative reinforcement in the form of relief from anxiety 

about gaining weight plays a pivotal role in strengthening 
and maintaining maladaptive ways of controlling body weight 
through food-rejecting behavior in the case of anorexia nervosa 
and purging in the case of bulimia nervosa. Unfortunately, nega-
tive reinforcement is a powerful influence that contributes to 
maintaining these maladaptive behaviors.

figure 9.4 
A Potential causal Pathway in Bulimia Nervosa 
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Sleep-Wake Disorders
Sleep is a biological function that remains in some ways a mystery. We know that sleep 
is restorative and that most of us need 7 or more hours of sleep a night to function at our 
best. Yet we cannot identify the specific biochemical changes occurring during sleep that 
account for its restorative function. We also know that many of us are troubled by sleep 
problems, although the causes of some of these problems remain obscure. Sleep prob-
lems of sufficient severity and frequency that they lead to significant personal distress or 
impaired functioning in social, occupational, or other roles are classified in the DSM sys-
tem as sleep-wake disorders. The term sleep-wake disorders replaces the earlier diagnostic 
term, sleep disorders, so as to underscore the fact that these disorders involve problems 
occurring during sleep or at the threshold between sleep and wakefulness. Sleep-wake 
disorders also frequently occur together with other psychological disorders such as depres-
sion and with medical conditions such as cardiovascular problems, so that is important 
for people evaluated for sleep-wake problems to have a comprehensive psychological and 
medical evaluation.

Sleep problems have a major economic as well as psychological impact lost as the 
result of lower productivity and increased absences from work, including more than 250 mil-
lion sick days among the nation’s workers (“Sleep Problems,” 2012). The  estimated cost to 
American business for insomnia-related loss of productivity is some $63 billion (Weber, 
2013). Table 9.2 provides an overview of the major types of sleep-wake disorders discussed 
in the chapter. There are a number of different types of  sleep-wake disorders, including 
the major types we discuss here: insomnia disorder, hypersomnolence disorder, narcolepsy, 
breathing-related sleep disorders, circadian rhythm sleep-wake disorders, and parasomnias.

Highly specialized sleep centers have been established throughout the United 
States and Canada to provide more comprehensive assessment and diagnosis of sleep-
related problems than is possible in a typical office setting. People with sleep-wake 

table 9.2 

Overview of Major Sleep-Wake Disorders

Type of Disorder
Lifetime Prevalence  
in Population (approx.) Description

insomnia Disorder 6% to 10% Persistent difficulty falling asleep, remaining asleep, or 
getting enough restful sleep

Hypersomnolence Disorder 1.5% Persistent pattern of excessive daytime sleepiness

Narcolepsy 0.02% (2 in 10,000) to 0.04%  
(4 in 10,000) (with cataplexy)

Sudden attacks of sleep during the day

Breathing-related Sleep Disorders Varies with age, from 1%–2% 
in children to more than 20% 
in older adults

Sleep repeatedly interrupted due to difficulties  
breathing

circadian rhythm Sleep-Wake Disorders 1% or less in the general 
population, but more common 
in adolescents 

Disruption of the internal sleep-wake cycle due to time 
changes in sleep patterns

Parasomnias

Sleep Terrors Unknown Repeated experiences of sleep terrors resulting in sudden 
arousals

Sleepwalking Estimated 1%–5% in children Repeated episodes of sleepwalking

rEM Sleep Behavior Disorder (rBD) 0.38%–0.5%  Vocalizing or thrashing about during REM sleep

Nightmare Disorder Unknown Repeated awakenings due to nightmares

Sources: Prevalence rates drawn from APA, 2013; Bootzin & Epstein, 2011; Ohayon, 1999; Ohayon, Dauvilliers, & Reynolds, 2012; Smith & Perlis, 2006.

9.6  Identify and describe specific 
types of sleep-wake disorders.
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disorders may spend a few nights at a sleep center, where they 
are wired to devices that track their physiological responses dur-
ing sleep or attempted sleep—brain waves, heart and respira-
tion rates, and so on. This form of assessment is termed poly-
somnographic (PSG) recording because it involves simultaneous 
measurement of diverse physiological response patterns, includ-
ing brain waves, eye movements, muscle movements, and res-
piration. Information obtained from physiological monitoring 
of sleep patterns is combined with that obtained from medical 
and psychological evaluations, subjective reports of sleep distur-
bance, and sleep diaries (i.e., daily logs compiled by the prob-
lem sleeper that track the length of time between retiring to bed 
and falling asleep, number of hours slept, nightly awakenings, 
daytime naps, and so on). Multidisciplinary teams of physicians 
and psychologists sift through this information to arrive at a 
diagnosis and suggest treatment approaches to address the pre-
senting problem.

i N S O M N i A  D i S O r D E r  The  t e rm i n s o m n i a  de r i ve s  f rom the  
Latin in-, meaning “not” or “without,” and, of course, somnus, meaning “sleep.” 
Occasional bouts of insomnia, especially during times of stress, are not abnormal. But 
persistent insomnia characterized by recurrent difficulty getting to sleep or remaining 
asleep is an abnormal behavior pattern (Harvey & Tang, 2012). An estimated 6% to 
10% of U.S. adults suffer from the most commonly occurring sleep-wake disorder— 
insomnia disorder (formerly called primary insomnia) (Bootzin & Epstein, 2011; 
Smith & Perlis, 2006). A diagnosis of insomnia disorder requires that the problem 
has been present for at least three months and that it occurs at least three nights per 
week (APA, 2013) Chronic insomnia may also be a feature of an underlying physical 
problem or psychological disorder, such as depression, substance abuse, or physical 
illness. If the underlying problem is treated successfully, chances are that normal sleep 
patterns will be restored. Although problems with recurrent insomnia mostly affect 
people over age 40, many adolescents and young adults are also affected (Roberts, 
2008). People with insomnia disorder complain about the amount or quality of 
their sleep. They have persistent difficulty falling asleep, remaining asleep, achieving 
restorative sleep (sleep that leaves the person feeling refreshed and alert), or waking 
up very early in the morning and being unable to get back to sleep. The disorder 
is accompanied by significant personal distress or impaired functioning in meeting 
daily responsibilities—complaints such as regularly feeling fatigued, feeling sleepy, or 
having low energy; having difficulty with memory or paying attention or concentrat-
ing at school or work; feeling down; or perhaps showing behavioral disturbance such 
as hyperactivity, impulsivity, or aggression. All in all, problems with insomnia can 
exact a significant toll on the quality of life.

Young people with insomnia disorder usually complain that it takes too long 
to get to sleep. Older people are more likely to complain of waking frequently during 
the night or of waking too early in the morning. Interestingly, many insomnia patients 
underestimate how much sleep they actually get—thinking they were lying awake when 
they actually had nodded off (Harvey & Tang, 2012).

There’s a price to be paid for sleep deprivation associated with insomnia. Research 
evidence shows the sleep-deprived brain is less able to concentrate, pay attention, 
respond	quickly,	solve	problems,	and	remember	recently	acquired	information	(Florian	
et al., 2011; Lim & Dinges, 2010). Chronic sleep deprivation—regularly getting too 
little sleep—is linked to a range of serious physical health problems, including poorer 

Sleep center. People with sleep-wake disorders are often evaluated in 
sleep centers, where their physiological responses can be monitored as  
they sleep.
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immune system functioning (Carpenter, 2013). The immune system protects the body 
against  disease, so it is not surprising that researchers report that people who sleep less 
than 7 hours a night had a threefold higher risk of developing the common cold after 
 exposure to cold viruses than those who sleep 8 or more hours nightly (Cohen et al., 
2009; Reinberg, 2009).

If we miss a few hours of sleep, we may feel a little groggy the next day, but we 
will probably be able to muddle through. But over time, continued sleep deprivation 
takes a toll on our ability to function at our best, leading to daytime fatigue and creating 
difficulties performing our usual social, occupational, student, or other roles. Not surpris-
ingly, people with the disorder often have other psychological problems as well, especially 
anxiety and depression.

Psychological factors contribute to primary insomnia. People troubled by insom-
nia tend to bring their anxieties and worries to bed with them, which raises their bodily 
arousal to a level that can prevent natural sleep. Another source of anxiety comes in the 
form of performance anxiety, or pressure felt from thinking one must get a full night’s 
sleep to be able to function the next day (Sánchez-Ortuño & Edinger, 2010). People who 
are struggling with insomnia may try to force themselves to sleep, which typically back-
fires by creating more anxiety and tension, thus making sleep even less likely to occur. 
It’s well worth recognizing that sleep cannot be forced. However, we can set the stage for 
sleep by going to bed when tired and relaxed and allowing sleep to occur  naturally.

The principles of classical conditioning can help explain the development of 
chronic insomnia (Pollack, 2004b). After pairing a few anxious, sleepless nights with 
stimuli associated with the bedroom, simply entering the bedroom for the night may 
be sufficient to elicit bodily arousal that impairs sleep onset. Thus, states of heightened 
arousal become conditioned responses elicited by the conditioned stimuli of the bed-
room—even the mere sight of bed.

HyPErSOMNOLENcE DiSOrDEr The word hypersomnolence is derived from the Greek 
hyper, meaning “over” or “more than normal,” and the Latin somnus, meaning “sleep.” 
There are several major types of “more than normal sleep” or hypersomnolence disorder but 
they have in common complaints of excessive sleepiness or sudden sleep episodes during 
daytime hours.

Hypersomnolence disorder (formerly called primary hypersomnia), which 
is sometimes referred to as “sleep drunkenness,” is a pattern of excessive sleepiness 
 during daytime hours occurring at least three days a week for a period of at least 
three months (APA, 2013). People with hypersomnolence disorder may sleep 9 or 
more hours a night but still not feel refreshed upon awakening. They may have 
repeated   episodes during the day of feeling an irresistible need to sleep, or nap-
ping  repeatedly or  falling asleep when they need to remain awake, or inadvertently 
dozing off while  watching TV (Ohayon, Dauvilliers, & Reynolds, 2012). The 
daytime naps often last an hour or more, but the sleep does not leave the person 
 feeling refreshed. The   disorder  cannot be accounted  for by inadequate amounts of 
sleep  during the night, by another   psychological or  physical disorder, or by drug or 
 medication use.

Although many of us feel sleepy during the day from time to time, and may even 
drift off occasionally while reading or watching TV, people with hypersomnolence disor-
der have persistent periods of sleepiness that causes personal distress or difficulties in daily 
functioning, such as missing important meetings. About 1.5% of the general population 
meet the general criteria for hypersomnia (oversleeping), according to a recent estimate 
(Ohayon, Dauvilliers, & Reynolds, 2012).

The disorder may involve a defect in the sleep-wake mechanism in the brain  
and is often treated with stimulant medication to help the person maintain daytime 
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 wakefulness (M. Beck, 2012). A recent discovery suggests that in some cases of hypersom-
nia, a substance in the brain acts like a natural sleeping pill by increasing activity of GABA 
(gamma-aminobutyric acid), a neurotransmitter in the brain that induces  feelings of 
drowsiness. GABA is the brain chemical affected by use of antianxiety drugs like Valium 
and Xanax (see Chapter 5) (Rye et al., 2012).

NArcOLEPSy The word narcolepsy derives from the Greek narke, meaning “stu-
por” and lepsis, meaning “an attack.” People with narcolepsy experience an irresist-
ible need  to sleep or sudden sleep attacks or naps occurring at least three times a 
week for the past three months. During a sleep attack, the person suddenly falls asleep 
without warning and remains asleep for about 15 minutes. The person may be in the 
midst of a conversation at one moment and slump to the floor fast asleep a moment 
later.

Narcoleptic attacks are associated with an almost immediate transition from 
wakefulness to REM, or rapid eye movement, sleep—the stage of sleep primarily 
 associated with dreaming. REM sleep is so named because the sleeper’s eyes tend to 
dart about rapidly under the closed lids. Normally, a person who falls asleep transitions 
through other sleep stages before entering REM. The most common type of narcolepsy, 
called narcolepsy/hypocretin deficiency syndrome, involves a deficiency in the brain of 
hypocretin (also called orexin), a protein-like molecule produced by the  hypothalamus 
that plays an important role in regulating the sleep-wake cycle.

Narcolepsy is often associated with cataplexy, a medical condition in which a 
person experiences a loss of muscle tone ranging from mild weakness in the legs to com-
plete loss of muscle control, causing the person to collapse. Cataplexy most often (but 
not always) occurs in people with narcolepsy. It is triggered by strong emotional reactions 
such as joy, crying, anger, sudden terror, or intense laughter. Like narcolepsy, cataplexy 
involves deficiency of the brain chemical hypocretin. In a cataplectic episode, the per-
son may slump to the floor and be unable to move for a period of seconds to perhaps a 
few minutes, but remain conscious. People experiencing cataplectic episodes experience 
blurry vision, but are able to hear and understand what is happening around them. In 
some cases, however, a person having a cataplectic episode may suddenly lapse into REM 
sleep. Mali, a woman who with long-standing narcolepsy, describes her cataplectic epi-
sodes:

“I” “Like a Marionette”
Cataplexy is the sudden loss of muscle tone in response to (strong) emotion. . . It’s 
actually the same loss of muscle tone that everyone has when they are in REM sleep. 
It’s almost like a marionette whose strings have been cut. You don’t fall like a board . . 
. typically people won’t hurt themselves, but it’s more of a crumple, almost like some-
body flipped the switch on the light switch and you lose all your muscle tone and it 
(then) comes back a few seconds, maybe a few minutes later. I hear absolutely every-
thing that everyone says and can repeat everything when I come out of cataplexy, so 
it’s an alert state, although (to) someone watching (a person) with cataplexy it seems 
like the person checked out and just went to sleep.

Source: Excerpted from Speaking Out: Videos in Abnormal Psychology, Pearson 
Education, 2010. All rights reserved.

People with narcolepsy may also experience sleep paralysis, a temporary  
state following awakening in which they feel incapable of moving or  talking.  
They may also report hypnagogic hallucinations, which are often frightening   
hallucinations   occurring  just before the onset of sleep or shortly upon awakening.  
Here,  Mali  describes her experience with both sleep paralysis and hypnagogic   
hallucinations.  

 Watch the Video  
Mali: Narcolepsy  
on MyPsychLab
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“I” “A Normal Thing at an Abnormal Time”
Sleep paralysis is that same loss of muscle tone that’s normal in REM sleep, but what’s 
unusual in sleep paralysis is that you are conscious and awake but all of your muscles 
are paralyzed and you are unable to talk or move. . . . It became fairly normal for me, 
(but) it was still scary for me. For me, sleep paralysis often went hand in hand with 
the hypnagogic hallucinations, which again is a normal thing at an abnormal time. 
When (you) are in REM sleep, . . . you are unconscious and dreaming and if you (later) 
remember your dream it’s a memory of the dream that you have. People with narco-
lepsy are sort of able to navigate these two worlds at the same time. So even though 
you’re dreaming, there’s a part of your brain that’s conscious and awake, making the 
dream very, very realistic. And if you are having a negative or a scary dream, it can be 
kind of terrifying . . . For me, rather than having a lot of scary dreams I had a lot of 
dreams . . . that (left me wondering) whether I really had that conversation with some-
one . . . (or) did I really do that, did I really say that . . . I used to wake up in the morn-
ing and shake my head a bit and wondering what was real and what wasn’t real.

Source: Excerpted from Speaking Out: Videos in Abnormal Psychology, Pearson 
Education, 2010. All rights reserved.

Affecting men and women about equally, narcolepsy with cataplexy affects an 
estimated 0.02% (2 in 10,000) to 0.04% (4 in 10,000) of the general adult population 
(APA, 2013). Unlike hypersomnia, in which daytime sleep episodes follow a period of 
increasing sleepiness, narcoleptic attacks occur abruptly, and the person awakes feeling 
refreshed. The attacks can be dangerous and frightening, especially if they occur when 
the person is driving or using heavy equipment or sharp implements. About two out of 
three people with narcolepsy have fallen asleep while driving, and four out of five have 
fallen asleep on the job (Aldrich, 1992). Not surprisingly, hypocretin, which the disorder 
is often associated with poor daily functioning. Household accidents resulting from falls 
are also common. The cause or causes of narcolepsy remain unknown, but suspicion 
focuses on genetic factors and loss of brain cells in the hypothalamus responsible for 
producing hypocretin, a brain chemical that helps maintain states of wakefulness (Goel 
et al., 2010; Hor et al., 2011). T / F

BrEATHiNg-rELATED SLEEP DiSOrDErS People with breathing-related sleep dis-
orders experience repeated disruptions of sleep due to respiratory problems. These fre-
quent disruptions of sleep result in insomnia or excessive daytime sleepiness.

The subtypes of the disorder are distinguished in terms of the underlying causes of 
the breathing problem. The most common subtype, obstructive sleep apnea  hypopnea 
syndrome (more commonly called obstructive sleep apnea),  typically 
involves repeated episodes during sleep of snorting or gasping for 
breath, pauses of breath, or abnormally shallow breathing. (The word 
apnea derives from the Greek prefix a-, meaning “not” or “without,” 
and pneuma, meaning “breath.”) Hypopnea (literally “under breath-
ing”) refers to shallow or reduced breathing that is not as severe as 
full apnea.

Obstructive sleep apnea is generally accompanied by loud 
snoring and is a relatively common problem, affecting an estimated 
28 million Americans (O’Connor, 2012). These breathing problems 
during sleep result from either complete or partial obstruction of 
breathing during sleep. The disorder also leads to excessive daytime 
sleepiness, fatigue, or complaints of unrefreshing sleep despite the 
opportunity to obtain sufficient sleep.

Obstructive sleep apnea is most common in middle age and 
affects men more frequently up to about the age of 50, at which 
point the rates are similar for men and women. The disorder occurs 

truth OR fiction

Many people suffer from sleep attacks in 
which they suddenly fall asleep without 
any warning.

 FALSE  Sleep attacks are relatively 
uncommon. They are characteristic of a 
disorder called narcolepsy.

Sleep apnea. Loud snoring may be a sign of 
obstructive sleep apnea, a breathing-related 
sleep disorder in which the person may 
temporarily stop breathing as many as  
500 times during a night’s sleep. Loud 
snoring, described by bed partners as 
reaching levels of industrial noise pollution, 
may alternate with momentary silences when 
breathing is interrupted or suspended.
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more commonly among obese people, apparently because their upper airways tend to be 
narrowed due to an enlargement of soft tissue.

The breathing difficulty results from the blockage of airflow in the upper air-
ways, which is often caused by a structural defect, such as an overly thick palate or 
enlarged tonsils or adenoids. In cases of complete obstruction, the sleeper may literally 
stop breathing for periods of 15 to 90 seconds as many as 500 times during the night! 
When these lapses of breathing occur, the sleeper may suddenly sit up, gasp for air, take 
a few deep breaths, and fall back asleep without awakening or realizing that breathing 
was  interrupted. T / F

Although a biological reflex kicks in to force a gasping breath after these brief 
interruptions of breathing, the frequent disruptions of normal sleep resulting from apneas 
can leave people feeling sleepy the following day, making it difficult for them to function 
effectively.

Not surprisingly, people who have sleep apnea generally report an impaired 
quality of life. They also tend to have higher levels of depression than nonaffected 
individuals (Peppard et al., 2006). Sleep apnea is also a health concern because of its 
association with an increased risk of hypertension and of deaths due to cardiovascular 
problems	(Campos-Rodriguez	et	al.,	2012;	Kapur	&	Weaver,	2012;	Marin	et	al.,	2012).	
Recent research points to yet another cause for concern: Repeated lapses of oxygen dur-
ing episodes of apnea may lead to subtle forms of brain damage that affect psychological 
functioning, including thinking ability (Macey et al., 2008; Thorpy, 2008). Another 
concern is that people with sleep apnea also have higher risk of cancer (O’Connor, 
2012). Unfortunately, about three out of four cases remain untreated (Minerd & 
Jasmer, 2006).

Another subtype of sleep-related breathing disorder is central sleep apnea, in which 
breathing problems during sleep are less dependent on respiratory resistance (blocked 
airways) and may involve heart-related problems or chronic use of opioid drugs. Another 
subtype, sleep-related hypoventilation (hypoventilation means “low breathing”) is charac-
terized by breathing problems that often trace to lung diseases or neuromuscular prob-
lems that affect lung functioning.

circADiAN rHyTHM SLEEP-WAkE DiSOrDErS Most bodily functions follow a cycle 
or an internal rhythm—called a circadian rhythm—that lasts about 24 hours (Borgs et al., 
2009). Even when people are relieved of scheduled activities and work duties and placed 
in environments where they are not aware of the time of day, they usually follow relatively 
normal sleep-wake schedules.

Circadian rhythm sleep-wake disorders involve a persistent disruption of the 
person’s natural sleep-wake cycle. This disruption in normal sleep patterns can lead to 
insomnia or hypersomnolence and result in daytime sleepiness. The disorder causes sig-
nificant levels of distress or impairs the person’s ability to function in social, occupa-
tional, or other roles. The jet lag that accompanies travel between time zones does not 
qualify because it is usually temporary. However, frequent changes of time zones or fre-
quent changes of work shifts (as encountered by nurses, for example) can induce more 
persistent or recurrent problems, resulting in a diagnosis of circadian rhythm sleep-wake 
disorder. Treatment may include a program of gradual adjustments in the sleep schedule 
to allow the person’s circadian system to become aligned with changes in the sleep-wake 
schedule.

PArASOMNiAS Sleep typically runs in cycles of about 90 minutes each that progress in 
stages	from	light	sleep	to	deep	sleep	and	then	to	REM	sleep,	when	most	dreams	occur.	For	
some people, however, sleep is interrupted by partial or incomplete arousals during sleep. 
During these partials arousals, the person may appear confused, detached, or discon-
nected from the environment. The sleep may be unresponsive to attempts by other people 
to awaken them or comfort them. The sleeper typically gets up the next day without any 
memory of these episodes of partial arousal.

truth OR fiction

Some people literally gasp for breath 
hundreds of times during sleep without 
realizing it.

 TRUE  People with sleep apnea 
may gasp for breath hundreds of times 
during the night without realizing it.
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DSM-5 characterizes abnormal behavior patterns associated with partial or 
incomplete arousals as parasomnias, a category of sleep-wake disorders that is  further 
divided into disorders associated with REM sleep and those associated with non-
REM sleep. The word “parasomnia” literally means “around sleep” and signifies 
that abnormal behaviors involving partial or incomplete arousals occur around the 
 boundary between wakefulness and sleep. As with other sleep-wake disorders, para-
somnias cause significant levels of personal distress or interfere with the person’s 
ability to perform expected social, occupational, or other important life roles. Here 
we consider the major types of parasomnias associated with non-REM sleep (sleep 
terrors, sleepwalking) and REM sleep (rapid eye movement sleep behavior disorder and 
nightmare disorder).

SLEEP TErrOrS Sleep terrors are characterized by repeated episodes of terror-
induced arousals that usually begin with a panicky scream (APA, 2013). The arousal 
typically begins with a loud, piercing cry or scream in the night. Even the most soundly 
sleeping parent will be summoned to the child’s bedroom as if shot from a cannon. The 
child (most cases involve children) may be sitting up, appearing frightened and showing 
signs of extreme arousal—profuse sweating with rapid heartbeat and respiration. The 
child may start talking incoherently or thrashing about wildly but is not fully awake. 
If the child does awaken fully, he or she may not recognize the parent or may attempt 
to push the parent away. After a few minutes, the child falls back into a deep sleep and 
upon awakening in the morning remembers nothing of the experience. These terrifying 
attacks or sleep terrors are more intense than ordinary nightmares. Unlike nightmares, 
sleep terrors tend to occur during the first third of nightly sleep and during deep, non-
REM sleep.

If awakening occurs during a sleep terror episode, the person will usually appear 
confused and disoriented for a few minutes. The person may feel a vague sense of terror 
and report some fragmentary dream images, but not the sort of detailed dreams typical of 
nightmares. Most of the time, the person falls back asleep and remembers nothing of the 
experience the following morning.

Children with sleep terror disorder typically outgrow the disorder during ado-
lescence. More boys than girls are affected, but among adults, the gender ratio is about 
even. In adults, the disorder tends to follow a chronic course during which the fre-
quency and intensity of the episodes wax and wane over time. Prevalence data on the 
disorder are lacking, but individual episodes of sleep terror are estimated to occur in 
about 37% of 18-month-old children, 20% of 30-month-old children, and about 2% 
of adults (APA, 2013). The cause of sleep terrors remains a mystery.

SLEEPWALkiNg In sleepwalking, people who are sleeping have repeated 
 episodes  in which they walk about the house while remaining asleep. During these 
episodes, the person is partially awake and can perform complex motor responses, 
such as  getting out of bed and walking to another room. These motor behaviors are 
 performed   without  conscious awareness and the person typically does not remem-
ber  the  incident  upon fully  awakening the following morning. Because these 
 episodes tend to occur  during the deeper (non-REM) stages of sleep in which there is 
an absence of dreaming,   sleepwalking episodes do not seem to involve the enactment 
of a dream.

A sleepwalking disorder is most common in children, affecting 1% to 5% of 
 children, according to some estimates (APA, 2013). Between 10% and 30% of children 
are believed to have had at least one episode of sleepwalking. The prevalence of the dis-
order among adults is unknown, as are its causes. Occasional episodes of sleepwalking are 
not unusual. About 4% of adults report experiencing a sleepwalking episode during the 
preceding year (Ohayon et al., 2012). But persistent or recurrent episodes may occasion 
a diagnosis of a sleepwalking disorder. Here, a man recounts an episode of sleepwalking 
from his childhood, which was one of many such incidents.

Sleep deprivation. Frequent changes in 
work shifts can disturb the body’s natural 
sleep-wake cycle, resulting in a circadian 
rhythm sleep-wake disorder that can leave 
the person feeling sleep deprived.
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“I” “He’s Only Sleepwalking”
All five of my sisters remember me as the family sleepwalker. [My sister] Shannon 
recalls helping Mom fold clothes in the den late one night when I appeared. Perhaps it 
was the fragrant smell of laundry, like incense, that drew me. I stopped in front of the 
TV in my pj’s, eyes open, and began yelling. It was gibberish, Shannon remembers, but 
the choking anger behind it was alarming. While that behavior alone is odd, the aspect 
of her story I find most fascinating is my mother’s reaction: unfazed, “He’s only sleep-
walking,” she murmured, as though it were as common as the evening paperboy’s late 
delivery. I imagine her then saying calmly, “Okay, Shannon, let’s start on the towels.”

From Hayes, 2001

We don’t know what causes sleepwalking, but investigators believe that a combination 
of	genetic	and	(unspecified)	environmental	factors	are	involved	(Brooks	&	Kushida,	2002).	
Sleepwalkers tend to have a blank stare on their faces. Although they typically avoid walk-
ing into things, accidents do occasionally happen. Sleepwalkers are generally unresponsive to 
others and difficult to awaken. Upon awakening the following morning, they typically have 
little, if any, recall of their sleepwalking experience. If they are awakened during an episode, 
they may be disoriented or confused for a few minutes (as is the case with sleep terrors), but 
full alertness is soon restored. There is no basis to the belief that it is harmful to sleepwalkers 
to awaken them during episodes. Isolated incidents of violent behavior have been associated 
with sleepwalking, but these are rare and may well involve other forms of psychopathology.

rAPiD EyE MOvEMENT SLEEP BEHAviOr DiSOrDEr (rBD) RBD involves repeated 
episodes of acting out one’s dreams during REM sleep in the form of vocalizing parts of the 
dream or thrashing about. Normally, muscle activity is blocked during REM sleep to a point 
that the body’s muscles, except those needed for breathing and other vital bodily functions, 
are essentially paralyzed. This is fortunate, since the muscle paralysis prevents injuries that 
might occur if the dreamer suddenly acts out the dream. But in cases of REM sleep behav-
ior disorder, muscle paralysis is absent or incomplete and the person may suddenly kick or 
flail the arms during REM sleep, potentially causing injuries to the self or the bed partner.

RBD affects about 0.5% of the adult population and occurs most often among 
older adults, generally as the result of neurodegenerative disorders such as Parkinson’s 
disease (Ohayon, 1999; Sixel-Döring et al., 2011). It may also be caused by withdrawal 
from alcohol or as an adverse consequence of certain drugs. In fact, RBD may be an early 
sign of the development of Parkinson’s disease (Postuma et al., 2012). Medication may be 
used to help control RBD (Aurora et al., 2010).

NigHTMArE DiSOrDEr People with nightmare disorder have recurrent episodes of 
very disturbing and well-remembered nightmares during REM sleep. These nightmares 
are lengthy storylike dreams in which the dreamer attempts to avoid imminent threats 
or physical danger, such as in the case of being chased, attacked, or injured. The person 
usually recalls the nightmare vividly upon awakening. Although fear is the most com-
mon emotional effect, the disturbing dreams may occasion other negative reactions such 
as anger, sadness, frustration, guilt, disgust, or confusion. The dreamer may suddenly 
awaken during the nightmare, but have trouble getting back to sleep because of lingering 
feelings of fear resulting from the terrifying dream. These nightmarish dreams or the dis-
ruption of sleep they cause lead to significant personal distress or interfere with important 
areas of daily functioning.

Although many people have occasional nightmares, the percentage of people 
 having the kind of intense, recurrent nightmares that lead to a diagnosis of nightmare 
disorder remains unknown. Nightmares are often associated with traumatic experiences 
and generally occur when the individual is under stress.

Nightmares generally occur during REM sleep, the stage of sleep in which most 
dreams occur. Periods of REM sleep tend to become longer and the dreams occurring 
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during REM more intense in the latter half of nightly sleep, so nightmares usually occur 
late at night or toward morning. Although nightmares may involve a great deal of agi-
tated movement in the dream itself, as in nightmares of fleeing from an assailant, dream-
ers show little muscle activity. The biological processes that activate dreams—including 
nightmares—inhibit body movement, causing a type of paralysis. This is indeed fortu-
nate, as it prevents the dreamer from jumping out of bed and running into a dresser or a 
wall in the attempt to elude the pursuing assailants from the dream.

Treatment of Sleep-Wake Disorders
The most common method for treating sleep-wake disorders in the United States is the 
use of sleep medications. However, because of problems associated with these drugs, non-
pharmacological treatment approaches, principally CBT, have come to the fore.

BiOLOgicAL APPrOAcHES Antianxiety drugs are often used to treat insomnia, includ-
ing the class of antianxiety drugs called benzodiazepines (e.g., Valium and Ativan). (These 
psychiatric drugs are also widely used in the treatment of anxiety disorders, as we saw in 
Chapter 5.) Other sleep-inducing agents include the drug zolpidem (trade name Ambien), 
which is effective in both reducing the length of time it takes people with insomnia to fall 
asleep and increasing sleep duration (Roth et al., 2006).

When used for the short-term treatment of insomnia, sleep medications generally 
reduce the time it takes to get to sleep, increase total length of sleep, and reduce nightly 
awakenings. They work by reducing arousal and inducing feelings of calmness, thereby 
making the person more receptive to sleep. Sleep medications primarily work by increas-
ing the activity of GABA, a neurotransmitter that dampens the activity of the central 
nervous system (see Chapter 5) (Pollack, 2004a).

Despite their benefits, sleep medications have significant drawbacks in treating 
insomnia. They tend to suppress REM sleep, which may interfere with some of the restor-
ative functions of sleep. They can also lead to a carryover or “hangover” the following day, 
which is associated with daytime sleepiness and reduced performance. Rebound insomnia 
can also follow discontinuation of the drug, causing worse insomnia than was originally 
the case. Rebound insomnia may be lessened, however, by tapering off the drug rather 
than abruptly discontinuing it. These drugs quickly lose their effectiveness at a given dos-
age level, so progressively larger doses must be used to achieve the same effect. High doses 
can be dangerous, especially if they are mixed with alcoholic beverages at bedtime.

Sleep medications can also produce chemical dependence if used regularly over 
time and can lead to tolerance (Pollack, 2004a). Once dependence is established, people 
experience withdrawal symptoms when they stop using the drugs, including agitation, 
tremors, nausea, headaches, and, in severe cases, delusions or hallucinations.

Users can also become psychologically dependent on sleeping pills. That is, they can 
develop a psychological need for the medication and assume that they will not be able to 
get to sleep without it. Because worry heightens bodily arousal, such self-doubts are likely 
to become self-fulfilling prophecies. Moreover, users may attribute their success in fall-
ing asleep to the pill and not to themselves, which strengthens reliance on the drugs and 
makes it harder to forgo using them.

Reliance on sleeping pills does nothing to resolve the underlying cause of the 
problem or help the person learn more effective ways of coping. If they are used at all, 
sleep medications such as benzodiazepines should only be used for a brief period of time, 
a few weeks at most. The aim of treatment should be to provide a temporary respite so 
the therapist can help the client find more effective ways of handling sources of stress and 
anxiety that contribute to insomnia.

Antianxiety drugs of the benzodiazepine family and tricyclic antidepressants are 
also used to treat the deep-sleep disorders, such as sleep terrors and sleepwalking. They 
seem to have a beneficial effect of decreasing the length of time spent in deep sleep and 
reducing partial arousals between sleep stages. As with primary insomnia, use of sleep med-
ications for these disorders incurs the risk of physiological and psychological  dependence. 

9.7  Evaluate methods used 
to treat sleep-wake disorders.
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Therefore, sleep medications should be used only in severe cases and 
only as a temporary means of “breaking the cycle.”

Stimulant drugs are often used to enhance wakefulness in 
people with narcolepsy and, as noted earlier, to combat daytime 
sleepiness in people suffering from hypersomnolence (Morgenthaler 
et al., 2007). Daily naps of 10 to 60 minutes and coping support 
from mental health professionals or self-help groups may also be 
helpful in treating narcolepsy.

The first-line treatment for sleep apnea is use of mechanical 
devices that help maintain breathing during sleep by keeping the 
upper airway passages open (Holley et al., 2011; Marin et al., 2012; 
Sawyer et al., 2011). Surgery may be used to widen the upper air-
ways in some cases.

PSycHOLOgicAL APPrOAcHES Psychological approaches 
have, by and large, been limited to treatment of primary insomnia. 

Cognitive-behavioral techniques are short term in emphasis and focus on lowering bodily 
arousal, establishing regular sleep habits, and replacing anxiety-producing thoughts with 
more adaptive thoughts. Cognitive-behavioral therapists typically use a combination of 
techniques, including stimulus control, adopting a regular sleep-wake cycle, relaxation 
training, and rational restructuring.

Stimulus control involves changing the environment associated with sleeping. We 
normally associate the bed and bedroom with sleep, so that exposure to these stimuli 
induces feelings of sleepiness. But when people use their beds for many other activities—
such as eating, reading, planning the day’s activities, and watching television—the bed 
loses its association with sleepiness. Moreover, when longer the person with insomnia lies 
in bed tossing and turning and worrying about not sleeping, the bed becomes a condi-
tioned stimulus for anxiety and frustration.

Stimulus control techniques strengthen the connection between the bed and sleep 
by restricting as much as possible the activities in bed to sleeping. In other words, the bed 
should be reserved for sleep (and sex) to establish healthier sleep habits (Bootzin & Epstein, 
2011). Typically, the person is instructed not to spend more than about 10 to 20 minutes 
in bed trying to fall asleep. If sleep does not occur during this time, the person should leave 
the bed and go to another room to regain a relaxed frame of mind before returning to 
bed—for example, by sitting quietly or reading, or practicing relaxation exercises.

Cognitive-behavioral therapists help clients program their bodies by establishing a 
consistent sleep-wake cycle. This involves going to bed and waking up at about the same 
time each day, including weekends and holidays. Relaxation techniques used before bed-
time (such as the technique of progressive relaxation described in Chapter 6) help reduce 
states of physiological arousal to a level conducive to sleep.

Rational restructuring involves substituting rational alternatives for self-defeating, 
maladaptive thoughts or beliefs (see the following A Closer Look). The belief that failing 
to get a good night’s sleep will lead to unfortunate, even disastrous, consequences the next 
day reduces the chances of falling asleep because it raises the level of anxiety. Most of us 
function reasonably well if we lose sleep or even miss a night of sleep.

CBT has become the treatment of choice for insomnia (Smith & Perlis, 2006). 
CBT yields substantial therapeutic benefits, as measured by reductions in the time it takes 
to get to sleep and by improved sleep quality (Bootzin & Epstein, 2011; Buysse et al., 
2011; Harris et al., 2012; Schwartz & Carney, 2012; Vincent & Walsh, 2013). It also pro-
duces better results in the long term than sleep medications (Roy-Byrne, 2007; Wu et al.,  
2006). After all, taking a pill does not help people with insomnia learn more adaptive 
sleep habits. Sleep medication may produce faster results, but behavioral treatment tends 
to produce longer-lasting results (Pollack, 2004a, 2004b). However, adding sleep medica-
tion to CBT in the short term may increase the benefits of treatment over the use of CBT 
alone, but not if sleep medication is continued for months at a time (Morin et al., 2009).

What’s wrong with this picture? People 
who use their beds for many other activities 
besides sleeping, including eating, reading, 
and watching television, may find that lying 
in bed loses its value as a cue for sleeping. 
Behavior therapists use stimulus control 
techniques to help people with insomnia 
create a stimulus environment associated  
with sleeping.

9.8  Apply your knowledge 
of healthy sleeping habits to 
steps you can take to develop 
more adaptive sleep habits.
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a ClOseR look

To Sleep, Perchance to Dream

Many of us have difficulty from time to time falling asleep 
or remaining asleep. Although sleep is a natural func-
tion and cannot be forced, we can develop more adap-

tive sleep habits that help us become more receptive to sleep. 
However, if insomnia or other sleep-related problems persist or 
become associated with difficulties functioning during the day, it 
is worthwhile to have a professional evaluate the problem. Here 
are some steps you can take to develop healthier sleeping pat-
terns:

1.  Establish a regular sleep-wake cycle. Go to bed and wake up 
about the same time every day. Sleeping late to make up for lost 
sleep can throw off your body’s internal clock. Set your alarm 
for the same time each morning and get up, regardless of how 
many hours you have slept.

2.  Limit your activities in bed as much as possible to sleeping. 
Avoid watching TV or reading in bed.

3.  If after 10 to 20 minutes of lying in bed you are unable to fall 
asleep, get out of bed, go to another room, and put yourself in a 
relaxed mood by reading, listening to calming music, or practic-
ing self-relaxation.

4.  Avoid naps during the daytime. You’ll feel less sleepy at bedtime 
if you catch z’s during the afternoon.

5.  Avoid ruminating in bed. Don’t focus on problems as you 
attempt to sleep. Tell yourself that you’ll think about tomorrow, 
tomorrow. Help yourself enter a more sleepful frame of mind by 
engaging in a mental fantasy or mind trip, or just let all thoughts 
slip away from consciousness. If an important idea comes to you, 
don’t rehearse it in your mind. Jot it down on a handy pad so 
you won’t lose it. But if thoughts persist, get up and follow them 
elsewhere.

6.  Put yourself in a relaxed frame of mind before sleep. Some 
people unwind before bed by reading; others prefer watching 

TV or just resting quietly. Do whatever you find most relaxing. 
You may find it helpful to incorporate within your regular bed-
time routine the techniques for lowering your level of arousal 
discussed earlier in this text, such as meditation or progressive 
relaxation.

7.  Establish a regular daytime exercise schedule. Regular exercise 
during the day (not directly before bedtime) can help induce 
sleepiness upon retiring.

8.  Avoid use of caffeinated beverages, such as coffee and tea, in 
the evening and late afternoon. Also, avoid drinking alcoholic 
beverages. Alcohol can interfere with normal sleep patterns 
(reduced total sleep, REM sleep, and sleep efficiency), even 
when consumed upwards of 6 hours before bedtime.

9.  Practice rational restructuring. Substitute rational alternatives for 
self-defeating thoughts. Here are some examples:

Self-Defeating Thoughts rational Alternatives

“I must fall asleep right now or 
I’ll be a wreck tomorrow.”

“I may feel tired, but I’ve been 
able to get by with little sleep 
before. I can make up for it tomor-
row by getting to bed early.”

“What’s the matter with me 
that I can’t seem to fall sleep?”

“I can’t blame myself for not being 
able to fall asleep. I can’t control 
sleep. I’ll just let whatever hap-
pens, happen.”

“If I don’t get to sleep right 
now, I won’t be able to con-
centrate on the exam (confer-
ence, meeting, etc.) tomor-
row.”

“My concentration may be off a 
bit, but I’m not going to fall apart. 
There’s no point blowing things 
out of proportion. I might as well 
get up for a while and watch a 
little TV rather than lie here dwell-
ing on this.”
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Eating Disorders
9.1 Describe the key features of three types of eating  
disorders: anorexia nervosa, bulimia nervosa, and binge-eating 
disorder.
Anorexia nervosa is characterized by self-starvation and failure to 
maintain normal body weight, intense fears of becoming overweight, 
and distorted body image. Bulimia nervosa involves preoccupation 
with weight control and body shape, repeated binges, and regular 
purging to keep weight down. Binge-eating disorder (BED) involves 
a recurrent pattern of binge eating that is not accompanied by 
 compensatory behaviors such as purging. People with BED tend to 
be older than those with anorexia or bulimia and are more likely to 
be obese.

9.2 Describe causal factors involved in anorexia nervosa and 
bulimia nervosa.
Eating disorders typically begin in adolescence and affect more 
females than males. Anorexia nervosa and bulimia nervosa are linked 
to preoccupations with weight control and maladaptive ways of try-
ing to keep weight down. Many other factors are implicated in their 
development, including social pressures on young women to adhere 
to unrealistic standards of thinness, issues of control, underlying psy-
chological problems, and conflict within the family, especially over 
issues of autonomy.

9.3 Evaluate methods used to treat eating disorders.
Severe cases of anorexia are often treated in an inpatient setting where 
a refeeding regimen can be closely monitored. Behavior modification 
and other psychological interventions, including psychotherapy and 
family therapy, may also be helpful. Most cases of bulimia are treated 
on an outpatient basis, with evidence supporting the therapeutic 
benefits of cognitive-behavioral therapy (CBT), interpersonal psy-
chotherapy, and antidepressant medication. CBT and antidepressant 
medication have been shown to be effective in treating BED.

9.4 identify health risks associated with obesity.
Obesity is associated with many health risks, including cardiovascular 
disease, diabetes, respiratory disease, and some forms of cancer. It 
accounts for more than 160,000 excess deaths per year in the United 
States.

9.5 identify factors linked to obesity.
Many factors are associated with obesity, including genetic factors, 
metabolic factors, fat cells, lifestyle factors, psychological factors, and 
socioeconomic factors such as income levels and acculturation.

Sleep-Wake Disorders
9.6 identify and describe specific types of sleep-wake 
 disorders.
Insomnia disorder is often associated with worry and anxiety, espe-
cially performance anxiety associated with overconcern about not 
getting enough sleep. Hypersomnolence disorder involves excessive 
daytime sleepiness, whereas narcolepsy involves the occurrence of 
abrupt sleep attacks during waking hours. Narcolepsy may involve 
genetic factors and loss of brain cells in the hypothalamus involved 
in producing a chemical that regulates wakefulness. Breathing-related 
sleep disorders involve recurrent episodes of momentary cessation of 
breathing during sleep and are often associated with daytime sleepi-
ness. Obstructive sleep apnea hypopnea syndrome, the most common 
type of breathing-related sleep disorder, is typically caused by respi-
ratory problems that interfere with normal breathing during sleep. 
Disorders of partial arousals include two disorders occurring during 
non-REM (rapid eye movement) sleep—sleep terrors (repeated epi-
sodes of sheer terror during sleep) and sleepwalking (repeatedly walk-
ing about in one’s sleep)—and two disorders associated with sleep 
disturbances during REM sleep—REM sleep behavior disorder or 
RBD (nighttime thrashings or vocalizations during REM sleep) and 
nightmare disorder (persistent nightmares).

9.7 Evaluate methods used to treat sleep-wake disorders.
The most common form of treatment for sleep-wake disorders 
involves the use of antianxiety drugs. However, use of these drugs 
should be time limited because of the potential for psychological 
and/or physical dependence, among other problems. Cognitive-
behavioral interventions have emerged as the treatment of choice 
for producing substantial benefits in helping people with chronic 
insomnia.

9.8 Apply your knowledge of healthy sleeping habits to steps 
you can take to develop more adaptive sleep habits.
Establish a regular sleep-wake cycle. Limit your activities in bed as 
much as possible to sleeping. Get out of bed after 10 to 20 minutes 
if you are unable to fall asleep and restore a restful state of mind. 
Avoid daytime naps and avoid ruminating in bed. Establish a regular 
daytime exercise schedule, and avoid use of caffeinated beverages in 
the evening and late afternoon. Practice rational restructuring of self-
defeating thoughts.

summing up9
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Based on your reading of this chapter, answer the following 
 questions:

• Why do you think people with anorexia nervosa and bulimia 
nervosa  continue their self-defeating behaviors despite the medical 
 complications of these conditions? Explain.

• What role do sociocultural factors play in eating disorders? How 
might we change societal attitudes and social pressures placed on 
young women that may lead to disordered eating habits?

• Do you believe that obesity results from a lack of willpower? Why 
or why not?

• Do your sleep habits help or hinder your sleep? Explain.
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learning objectives
10.1

Describe the key features 
of gender dysphoria.

10.2
Explain the difference between gender 

dysphoria and homosexuality.

10.3
Describe the major theoretical 

perspectives on transgender identity.

10.4
Define the term sexual dysfunction 
and identify three major categories 
of sexual dysfunctions and specific 

disorders within each type.

10.5
Describe the causal factors involved 

in sexual dysfunctions.

10.6
Describe the methods used to 

treat sexual dysfunctions.

10.7
Define the term paraphilia and identify 
the major types of paraphilic disorders.

10.8
Describe the theoretical perspectives on 

paraphilias and the underlying causal factors.

10.9
Describe methods for treating 

paraphilic disorders.

10.10
Identify the major types of rape, 
describe the effects of rape, and 

identify the factors involved in rape.
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Dr. Jayne Thomas taught psychology at Mission College in California until her death in 
2002. Dr. Thomas was born a male and, until undergoing sex reassignment surgery, she 
had always felt that she was a female trapped in a man’s body. She shared her perspectives 
on her remarkable personal journey with the authors, excerpted here:

“I” “I Know Something None of You Will Ever Know” 
All of my life, I harbored the strongest conviction that I was inappropriately assigned 

to the wrong [sex]—that of a man—when inside I knew myself to be a woman. Even  
so. . . I continued a lifelong struggle with this deeply felt mistake. I was successful in 
school, became a national swimming champion, received my college degrees, married 
twice (fathering children in both marriages), and was respected as a competent and 
good man in the workplace. However, the persistently unrelenting wrongfulness of my 
life continued. Not until my fourth decade was I truly able to address my gender issue.

Jay Thomas, Ph.D., underwent sex reassignment and officially became Jayne 
Thomas, Ph.D., in November of 1985, and what has transpired in the ensuing years 
has been the most enlightening of glimpses into the plight of humankind. . . .

Iconoclastically, I try to challenge both the masculine and feminine. “I know 
something none of you women know or will ever know in your lifetime.” I can provoca-
tively address the females in my audiences as Jayne. “I once lived as a man and have 
been treated as an equal. You never have nor will you experience such equality.” Or, 
when a male student once came to my assistance in a classroom, fixing an errant video 
playback device and then strutting peacock-like back to his seat as only a satisfied male 
can, I teasingly commented to a nearby female student, “I used to be able to do that.”

Having once lived as a man and now as a woman, I can honestly state that 
I see profound differences in our social/psychological/biological being as man and 
woman. I have now experienced many of the ways in which women are treated as less 
than men. Jay worked as a consultant to a large banking firm in Los Angeles and con-
tinued in that capacity as a woman following her gender shift. Amazingly the world 
presented itself in a different perspective. As Jay, technical presentations to manage-
ment had generally been received in a positive manner, and credit for my work fully 
acknowledged. Jayne now found management less accessible, credit for her efforts 
less forthcoming and, in general, found herself working harder to be well prepared for 
each meeting than she ever had as a male. As a man, her forceful and impassioned 
presentations were an asset; as a woman they definitely seemed a liability.

truth OR fiction

T  F   Gay males and lesbians have a gender identity of the opposite sex. (p. 368)

T  F   Orgasm is a reflex. (p. 373)

T  F   Walking at a brisk pace for two miles a day may cut the risk of erectile  
dysfunction in men by half. (p. 379)

T  F   Using antidepressants can interfere with a person’s orgasmic response.  
(p. 379)

T  F   Wearing revealing bathing suits is a form of exhibitionism. (p. 386)

T  F   Some people cannot become sexually aroused unless they are subjected 
to pain or humiliation. (p. 390)

T  F   College women are more likely to be raped by strangers than by men they 
know.  (p. 397)

T  F   Deep down, most women desire to be raped.  (p. 399)

T  F   Rapists are mentally ill. (p. 399)
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On one occasion, as Jayne, when I passionately asserted my position regard-
ing what I felt to be an important issue, my emotion and disappointment in not 
getting my point across (my voice showed my frustration) was met with a nearby col-
league (a man) reaching to touch my arm with words of reassurance, “There, there, 
take it easy, it will be all right.” Believe me, that never happened to Jay. There was 
also an occasion when I had worked most diligently on a presentation to manage-
ment only to find the company vice president more interested in the fragrance of my 
cologne than my technical agenda.

. . . Having lived as man and woman in the same lifetime, one personal truth 
seems clear. Rather than each gender attempting to change and convert the other to 
its own side, as I often see couples undertaking to accomplish (women need be more 
logical and men more sharing of their emotions), we might more productively come 
together in our relationships building upon our gender uniqueness and strengths. 
Men and women have different perspectives, which can be used successfully to 
address life’s issues.

Dr. Jayne Thomas, in her own words

Imagine what it must be like to be living in a body that feels alien to you by dint of the 
sex to which you were born. When children are born, even before fingers and toes are 
counted, the obstetrician will announce, “It’s a girl” (or a boy). In this chapter, we explore 
a wide range of psychological disorders involving not only sexual identity, but also deviant 
or atypical patterns of sexual attraction and problems relating to lack of sexual interest 
or response. We will also consider a form of abnormal behavior that is not classified as a 
psychological disorder but that can have devastating emotional and physical effects on the 
people it victimizes: rape.

In sexual behavior, as in other types of behavior, the lines between the normal and 
the abnormal are not always agreed upon or precisely drawn. Sex, like eating, is a natural 
function. Also like eating, sexual behavior varies greatly among individuals and cultures. 
Our sexual behavior is profoundly affected by cultural, religious, and moral beliefs, cus-
tom, folklore, and superstition. In the realm of sexual behavior, our conceptions of what 
is normal or abnormal are influenced by cultural learning imparted through the family, 
school, and religious institutions.

Many patterns of sexual behavior, such as masturbation, premarital intercourse, 
and oral–genital sex, are normal in contemporary American society, if frequency of 
occurrence is any indication. But frequency is not the only yardstick of normal behav-
ior. Behavior is frequently labeled abnormal when it deviates from the norms of a soci-
ety. For example, kissing is highly popular in Western cultures but is considered deviant 
behavior in some preliterate societies in South America and Africa (Rathus, Nevid, & 
Fichner-Rathus, 2011). Members of the Thonga tribe of Africa were shocked when they 
first observed European visitors kissing. One man exclaimed, “Look at them—they eat 
each other’s saliva and dirt.” We will see that some sex-related activities are considered as 
abnormal in the eyes of mental health professionals as kissing seemed to the Thonga—
for example, being more sexually aroused by articles of clothing than by one’s partner, 
or  losing interest in sex or being unable to become sexually aroused despite adequate 
 stimulation.

We may also consider behavior to be abnormal when it is self-defeating, harms 
others, or causes personal distress. We shall see how psychological disorders discussed 
in this chapter meet one or more of these standards of abnormality. In exploring these 
disorders, we touch on questions that probe the boundaries between abnormality and 
normality. For example, is it abnormal to have difficulty becoming sexually aroused or 
reaching orgasm? How do mental health professionals define exhibitionism and voyeur-
ism? When is it normal to watch another person disrobe, and when is it abnormal? Where 
do we draw the lines?

Dr. Jayne Thomas
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We begin with gender dysphoria, a diagnosable disorder that touches on the most 
basic part of our experience as sexual beings—our sense of being male or female.

Gender Dysphoria
Gender identity is the psychological sense of being male or female. For most people, gen-
der identity is consistent with their physical or genetic sex. The diagnosis of gender dys-
phoria (previously called gender identity disorder) applies to people who experience signifi-
cant personal distress or impaired functioning as a result of a conflict between their anatomic 
sex and their gender identity—their sense of maleness or femaleness. The word dysphoria 
(from the Greek dysphoros, meaning “difficult to bear”) refers to feelings of dissat isfaction 
or discomfort, which in this case involves discomfort with one’s designated gender. 

To clarify our terms, gender is a psychosocial concept distinguishing maleness 
from femaleness, as in gender roles (societal expectations of behaviors appropriate for men 
and women) and gender identity—our psychological sense of ourselves as females or males. 
The terms sex or sexual refer to the biological division between males and females of a spe-
cies, as in sexual organs (not gender organs).

People with a transgender identity have the psychological sense of belonging to 
one gender while possessing the sexual organs of the other. Not all people with transgender 
identity have gender dysphoria or any other diagnosable disorder. The diagnosis of gender 
dysphoria only comes into play in cases of significant discomfort associated with having 
a transgender identity. These deep feelings of discomfort are accompanied by significant 
emotional distress or impaired functioning. The diagnosis of gender dysphoria is controver-
sial, especially among transgender people who believe the mismatch between their gender 
identity and their anatomical sex is a mistake of nature and should not be treated as a mental 
health problem (see the nearby Thinking Critically About Abnormal Psychology feature).

The diagnosis of gender dysphoria may apply to children or adults, although it 
often begins in childhood. Children with gender dysphoria find their anatomical sex to 
be a source of persistent and intense distress. The diagnosis is not used simply to label 
“tomboyish” girls and “sissyish” boys. Rather, it is intended to apply to children who 
repudiate their biologic and associated characteristics in a number of ways, as described 
in Table 10.1.

We don’t have reliable knowledge about how common gender dysphoria may be, 
but it is reasonable to assume that it is relatively uncommon. We do know that gender 
dysphoria can follow different paths. Gender dysphoria in childhood may end before 
adolescence, as children become more accepting of their biologic sex or come to terms 
with having a transgender identity. Or it may persist into adolescence or adulthood as 
they continue to struggle with their transgender identity. Many transgender people also 
suffer from depression as the result of living in a world in which they are stigmatized, 
mistreated, and discriminated against (Bockting et al., 2013).

10.1 Describe the key 
features of gender dysphoria.

table 10.1 

Key Features of Gender Dysphoria in Childhood

•   Strong desire to be a member of the other gender or strongly expressing the belief 
that one is a member of the other gender (or of some alternative gender)

•   Strong preferences for playing with members of the other gender and for toys, games, 
and activities associated with the other gender

•   Strong feelings of disgust and personal distress about one’s sexual anatomy
•   Strong desires to have physical characteristics (i.e., primary or secondary sexual 

characteristics) associated with one’s experienced gender
•   Strong preferences for assuming roles of the other gender in make believe or fantasy 

play
•   Strong preferences for wearing clothing typically associated with the other gender and 

rejection of clothing associated with one’s own gender

Chaz Bono. The daughter of famed 
entertainers Cher and Sony Bono, Chaz Bono  
always felt that he was a male. Chaz, who 
recently underwent female-to-male sex 
reassignment surgery, now says, “I feel like 
I’m living in my body for the first time, and it 
feels really good.”

 Watch the Video Travis: Gender Dysphoria 
on MyPsychLab
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Gender identity should not be confused with sexual orientation. Gay males and 
lesbians have erotic interests in members of their own sex, but their gender identity (their 
sense of being male or female) is consistent with their anatomical sex. They do not desire 
to become members of the other sex nor despise their own genitals, as we typically find in 
people with gender dysphoria. T / F

Sex Reassignment Surgery
Not all people with gender dysphoria seek sex reassignment surgery. For those who do, 
surgeons attempt to construct external genital organs that closely resemble those of the 
opposite sex. Male-to-female surgery is generally more successful than female-to-male. 
Hormone treatments promote the development of secondary sex characteristics of the 
reassigned sex, such as growth of fatty tissue in the breasts in male-to-female cases and  
the growth of the beard and body hair in female-to-male cases.

People who undergo sex reassignment surgery can participate in sexual  activity 
and even reach orgasm, but they cannot conceive or bear children because they lack the 
 internal reproductive organs of their newly reconstructed sex. Investigators generally find 
positive effects on psychological adjustment and quality of life of transgender individu-
als (also called transsexuals) who undergo sex reassignment surgery (Parola et al., 2009; 
Wierck et al., 2011). A recent study of 32 patients who completed sex  reassignment 
 surgery showed that none regretted it and nearly all were generally satisfied with the 
results (Johansson et al., 2010).

Postoperative adjustment tends to be more favorable for female-to-male reassign-
ment (Parola et al., 2009). One reason may be that society tends to be more accepting of 
women who desire to become men than the reverse (Smith et al., 2005). Female-to-male 
transgender individuals cases also may be better adjusted before surgery, so their superior 
postoperative adjustment may also represent a selection factor.

Dr. Jayne Thomas, whom we introduced at the beginning of the chapter, spoke 
about the psychological adjustment and shift in gender roles she experienced following 
sex reassignment surgery.

“I” “Everybody Is Born Unique, but Most of Us Die Copies” 

. . . My parents had never realized that their eldest son was dealing with such a  lifelong 
problem. Have they accepted or do they fully understand the magnitude of my issue? 
I fear not. After almost 15 years of having lived as a female, my father  continues to 
call me by my male name. I do not doubt my parents’ or children’s love for me, but so 
uninformed are we of the true significance of gender identity that a clear understand-
ing seems light-years away. Often I see my clients losing jobs,  closeness with family 
members, visitation rights with children, and generally becoming relegated to the role 
of societal outcast. Someone once stated that “Everybody is born unique, but most of 
us die copies”—a great price my clients often pay for personal honesty and not living 
their lives as a version of how society deems they should.

Dr. Jayne Thomas

Men seeking sex reassignment outnumber women by about 3 to 1 (Spack, 2013). 
Most female-to-male individuals do not seek complete sex reassignment surgery. Instead, 
they may remove their internal sex organs (ovaries, fallopian tubes, and uterus) along with 
the fatty tissue in their breasts (Bockting & Fung, 2006). Testosterone (male sex hor-
mone) treatments increase muscle mass and growth of the beard. But only a few female-
to-male transgender individuals have the series of operations necessary to construct an 
artificial penis, largely because the constructed penises do not work very well, and the 
surgery is expensive. Therefore, most female-to-male transgender individuals limit their 
physical alteration to hysterectomies, mastectomies, and testosterone treatment (Bailey, 
2003b).

10.2 Explain the difference 
between gender identity 
disorder and homosexuality.

truth OR fiction

Gay males and lesbians have a gender 
identity of the opposite sex.

 FALSE Gender identity should not 
be confused with sexual orientation. 
Gay males and lesbians have erotic 
interest in members of their own 
gender, but their gender identity is 
consistent with their anatomic sex.
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DSM5

Thinking CRiTiCally about abnormal psychology

@Issue: Are People With a Transgender Identity Suffering From a Mental Disorder?

O ne of the most controversial issues that has plagued the 
DSM system is whether to classify transgender identity 
as a mental disorder (Cohen-Kettenis & Pfäfflin, 2010). 

The previous edition of the DSM, the DSM-IV, diagnosed people 
with transgender identity as having gender identity disorder 
or GID if they experienced emotional distress or impaired 
 functioning in their work life or social relationships. But many 
people, including many advocates in the transgender com-
munity, argue that “difference” should not be equated with 
“disease” and that the term gender identity disorder unfairly 
stigmatizes people whose identity is different than the norm by 
implying that they suffer from a mental disorder by dint of their 
gender identity.

As we noted, the term gender identity disorder was replaced 
in DSM-5 with a new diagnostic term, gender dysphoria, to 
emphasize the intense discomfort or distress that transgender 
people may experience from the mismatch between their gen-
der identity and their designated gender. This change under-
scores the view that gender identity itself is not a mental disor-
der. However, it remains unclear whether the use of the more 
neutral term, gender dysphoria, will quell the debate. Some 
people argue that whatever distress people with transgender 
identity experience may not reflect their personal struggles 
with their gender identity but rather the difficulties they face in 
adjusting to a society that stigmatizes and discredits them.

Let’s consider the broader implications of perceiving gender iden-
tity through the lens of mental illness. Conceptions of gender dif-
fer both across and within cultures, and they also vary across time 
in a given culture. For example, there was a time when women in 
our society were barred from many Ph.D. programs because the 
higher echelons of education were perceived to be a privileged 
male domain. Today, however, women comprise a majority of stu-
dents in many graduate and professional schools, including doc-
toral programs in psychology. Most assumptions we make about 
gender identity are based on the social construction of gender as 
a dichotomous, mutually exclusive category in which people are 
either male or female. Yet this assumption is challenged by stud-
ies of cultures that have a recognized social identity for persons 
who do not fit typical male or female roles or gender identities. 
These individuals have an accepted role in their societies and are 
not deemed to be disordered or undesirable.

For example, well into the late 1800s, the Plains Indians and 
many other Western tribes accepted young members of the 
tribe who adopted roles typically assigned to the opposite sex 
(Carocci, 2009; Tafoya, 1996; Wade & Tavris, 1994). In more 
than half of the surviving native languages, there are words to 
describe individuals who are assigned a third gender that is 
neither male nor female. Native tribal members believed that 
all human beings have both male and female elements. In many 
tribes, the term two-spirit was used for persons who embody 

a higher level of integration of their male and female spirits. 
Sometimes a two-spirit person was a biological male who took 
on the tribe’s female gender roles but was not considered either 
a male or a female. On the other hand, a female could take on 
the role and behaviors associated with tribal males. She could 
be initiated into puberty as a male and could adopt male roles 
and activities, including marrying a female.

These cultural variations highlight the importance of taking cultural 
contexts into account when making judgments about disordered 
behavior. Given the malleability of gender roles and identities we 
observe across cultures, we may question the validity of conceptu-
alizing a transgender identity as a type of psychological disorder.

People who are dissatisfied with their biologic sex may be 
atypical or different from the majority, but does that mean their 
behavior is a form of psychopathology? Perhaps, the emotional 
distress they experience is a result of the hostile treatment they 
receive in a society that insists that people fit into one of two 
arbitrarily designated categories and then treats harshly those 
who do not. Critics of the present diagnostic system contend that 
much of the distress that transgender children experience comes 
from difficulties getting along with other kids and being accepted 
by them, not from their gender identity per se (Hausman, 2003).

The plight of transgender individuals may be compared with that 
of lesbians and gay men. The distress that many lesbians and gay 
men experience in reference to their sexual orientation may be a 
function of the hostility and abuse they encounter in the broader 
society. From this perspective, their distress is not a direct conse-
quence of inner conflicts over their sexual orientation, but is an 
understandable response to the negative treatment they receive 
from others, even their loved ones. Similarly, critics of the psy-
chiatric diagnostic system contend that clinicians should not use 
dissatisfaction with one’s biologic sex as a basis for diagnosing 
a psychological disorder. Rather, they argue that ill treatment of 
people with atypical patterns of gender identity creates emo-
tional distress, not gender identity per se (Reid & Whitehead, 
1992). Absent the social construction of mutually exclusive 
gender categories, the disorder would no longer exist. Just as 
beliefs about sexual orientation have changed over time, perhaps 
greater tolerance of transgender individuals and greater appre-
ciation of the diversity of gender expression in human beings will 
lead us to conceptualize gender identity with greater flexibility. 
Until that happens, however, the medical/psychiatric and trans-
gender communities may well continue to battle each other.

In thinking critically about the issue, answer the following questions:

•   Do you believe that dissatisfaction with one’s biologic sex 
should be considered abnormal behavior or a variation in gen-
der expression? Explain your answer.

•   Should the diagnosis of gender dysphoria be retained in the DSM 
system, changed (and if so, how?), or simply dropped? Explain.
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Theoretical Perspectives on Transgender Identity
The origins of transgender identity remain unclear. Psychodynamic theorists point to 
extremely close mother–son relationships, empty relationships with parents, and fathers 
who were absent or detached (Stoller, 1969). These family circumstances may foster 
strong identification with the mother in young males, leading to a reversal of expected 
gender roles and identity. Girls with weak, ineffectual mothers and strong masculine 
fathers may overly identify with their fathers and develop a psychological sense of them-
selves as “little men.”

Learning theorists similarly point to father absence in the case of boys—to the 
unavailability of a strong male role model. Children who were reared by parents who had 
wanted children of the other gender and who strongly encouraged cross-gender dressing 
and patterns of play may learn socialization patterns and develop a gender identity associ-
ated with the opposite sex.

Nonetheless, the great majority of people with the types of family  histories 
described by psychodynamic and learning theorists do not develop a transgender 
 identity. It may be the case that psychosocial influences interact with a  biological 
 predisposition in influencing the development of transgender identity. We know 
that many adults with a transgender identity showed cross-gender preferences in toys, 
games, and clothing very early in childhood (Drummond et al., 2008; Zucker, 2005a, 
2005b). If critical early learning experiences play a part, they most probably occurred 
very early in life.

Some male transgender people recall that, as children, they preferred playing with 
dolls, enjoyed wearing frilly dresses, and disliked rough-and-tumble play. Some female 
transgender people report that, as children, they disliked dresses and acted like tomboys. 
They preferred playing “boys’ games” and playing with boys. Female transgender indi-
viduals may have an easier time adjusting than their male counterparts, as “tomboys” gen-
erally find acceptance more easily than “sissy boys.” Even in adulthood, it may be easier 
for a female transsexual to wear male clothes and “pass” as a slightly built man than it is 
for a brawny man to pass for a large woman.

The development of transgender identity may result from the effects of male sex-
ual hormones on the developing brain during prenatal development (Diamond, 2011; 
Savic et al., 2010). Evidence links high levels of testosterone during prenatal development 
to more masculinized play in children (i.e., preference for rough-and-tumble games) 

10.3 Describe the major 
theoretical perspectives on 
transgender identity.

What is normal and what is abnormal? The cultural context must be considered in defining what is normal and what is abnormal in the realm of 
sexual and sexually related behavior. The people in these photographs—and the ways in which they cloak or expose their bodies—would be quite out of 

place in one another’s societies.
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(Auyeung et al., 2009). We can speculate that a disturbance in the endocrine (hormonal) 
environment during gestation leads the brain to become differentiated with respect to 
gender identity in one direction while the genitals develop normally in the other direc-
tion. Investigators find differences in the brains of transgender people, but what these 
differences mean for the development of transgender identity remains to be determined 
(Luders et al., 2009; Veale, Clarke, & Lomax, 2010). Importantly, we continue to lack 
direct evidence of abnormal hormonal balances during prenatal development that could 
explain the development of transgender identity. Even if such hormonal factors were 
demonstrated, they are unlikely to be the sole cause.

In sum, a combination of genetic and hormonal influences may create a disposi-
tion that interacts with early life experiences in leading to the development of transgender 
identity (Glicksman, 2013). But explanations of the development of transgender identity 
do not directly teach us about factors that determine gender dysphoria. Many transgender 
individuals do not warrant a diagnosis of gender dysphoria, as they show no evidence of 
significant distress or impairment in daily functioning needed to meet diagnostic criteria. 
We presently lack the knowledge base needed to understand the developmental trajectory 
in transgender individuals that leads to gender dysphoria.

Sexual Dysfunctions
Sexual dysfunctions are persistent problems with sexual interest, arousal, or response. 
Table 10.2 provides an overview of the sexual dysfunctions reviewed in this chapter.

10.4 Define the term sexual 
dysfunction and identify three 
major categories of sexual 
dysfunctions and specific 
disorders within each type.

table 10.2 

Overview of Sexual Dysfunctions

Type of Disorder Approximate Prevalence in Population Description

Disorders Involving Lack of Sexual Interest or Lack of Sexual Excitement or Arousal

Male Hypoactive Sexual Desire  
Disorder

Ranging from about 8% to about 25% across 
age ranges, with greater prevalence among 
older men

Deficiency or lack of sexual interest or desire for 
sexual activity

Female Sexual Interest/Arousal  
Disorder

About 10% to 55% across age ranges, with 
greater prevalence in older women

Deficiency or lack of sexual interest or drive and 
problems achieving or sustaining sexual arousal 

Erectile Disorder Varies widely with age; estimated at 1% to 
10% under age 40, 20% to 40% in men in 
their 60s, and even higher among older men

Difficulty achieving or maintaining erection during 
sexual activity

Disorders Involving Impaired Orgasmic Response

Female Orgasmic Disorder 10% to 42% across studies Difficulty achieving orgasm in females

Delayed Ejaculation Less than 1% to 10% across studies Difficulty achieving orgasm or ejaculation in males

Premature (Early) Ejaculation Upwards of 30% of men across studies report 
problems with rapid ejaculation, with about 
1% to 2% reporting ejaculation within one 
minute of penetration

Climaxing (ejaculating) too early in males

Disorders Involving Pain During Intercourse or Penetration (in women)

Genito-Pelvic Pain/Penetration  
Disorder

Varies across studies, but about 15% of 
women in North America report experiencing 
recurrent pain during intercourse 

Pain during intercourse or attempts at penetration, 
or fear of pain associated with intercourse or 
penetration, or tensing or tightening of the pelvic 
muscles, making penetration difficult or painful. 

Source: Prevalence rates derived from Lewis et al., 2010, based on most recent review of studies worldwide, and updated based on the DSM-5 (APA, 2013)

Note: Prevalence rates reflect percentages of adults reporting problems and may not correspond to clinical diagnosis of sexual dysfunctions. Reports of 
sexual pain and climaxing too early were based on individuals who were sexually active during the past 12-month period.
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Prevalence Rates of Sexual  
Dysfunctions
Reports of sexual problems are widespread. A recent 
worldwide review estimated that sexual dysfunctions 
affect 40% to 45% of adult women and 20% to 30% 
of adult men at some point in their lives (Lewis et al., 
2010). Estimates of the prevalence of specific types of 
sexual problems are shown in Table 10.2.

Women more often report problems regarding 
painful sex, inability to attain orgasm, and lack of sexual 
desire. Men are more likely to report reaching orgasm too 
quickly (early or premature ejaculation). We should note 
that reports of sexual problems shown in the table mean 
that a significant problem was reported, and not that a 
diagnosable disorder is necessarily present. We continue 
to lack clear evidence of underlying rates of diagnosable 
sexual dysfunctions in the general community.

Sexual dysfunctions may be classified according to two general categories, lifelong 
versus acquired and situational versus generalized. Cases of sexual dysfunction that have 
existed for the individual’s lifetime are called lifelong dysfunctions. Acquired dysfunctions 
begin following a period of normal functioning. In situational dysfunctions, the problems 
occur in some situations (e.g., with one’s spouse), but not in others (e.g., with a lover or 
when masturbating), or at some times but not others. Generalized dysfunctions occur in all 
situations and every time the individual engages in sexual activity.

Despite the fact that sexual dysfunctions are believed to be widespread, relatively 
few people seek treatment for these problems. People may not know that effective treat-
ments are available or where to obtain help, or they may avoid seeking help because of the 
long-standing stigma attached to admitting a sexual difficulty.

Types of Sexual Dysfunctions
As shown in Table 10.2, we can group sexual dysfunctions within three general categories:

1. Disorders involving problems with sexual interest, desire, or arousal
2. Disorders involving problems with orgasmic response
3. Problems involving pain during sexual intercourse or penetration (in women)

In making a diagnosis of a sexual dysfunction, the clinician must determine that 
the problem is not due to the use of drugs or medications, other medical conditions, severe 
relationship distress such as partner violence, or other serious stressors. The disorder must 
also cause significant levels of personal distress or impairment in daily functioning.

DISORDERS OF InTEREST AnD AROuSAL These disorders involve deficiencies in 
either sexual interest or arousal. Men with male hypoactive sexual desire disorder 
(MHSDD) persistently have little, if any, desire for sexual activity or may lack sexual or 
erotic thoughts or fantasies. Lack of sexual desire is more common among women than 
men (Géonet, De Sutter, & Zech, 2012). Nevertheless, the belief that men are always 
eager for sex is a myth.

Women with female sexual interest/arousal disorder (FSIAD) experience 
either a lack of, or greatly reduced level of, sexual interest, drive, or arousal. Women with 
 problems becoming sexually aroused may lack feelings of sexual pleasure or  excitement that 
normally accompany sexual arousal. Or they may experience little or no sexual  interest or 
pleasure. They may also have few if any genital sensations during sexual  activity. A study 
of women with low levels of sexual interest or drive showed that they generally had a less 
active sex life and experienced less satisfaction with their sexual relationships than women 
without the disorder (Leiblum et al., 2006).

Sexual dysfunctions. What are the 
different types of sexual dysfunctions? What 
treatments are available to help people with 
sexual problems?
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Clinicians do not necessarily agree on criteria for determining the level of sexual 
desire considered “normal.” They may weigh various factors in reaching a diagnosis of 
FSIAD, such as the client’s lifestyle (e.g., parents contending with the demands of young 
children may lack energy for interest in sex), sociocultural factors (culturally restrictive atti-
tudes may restrain sexual desire or interest), the quality of the relationship (problems in a 
relationship may contribute to lack of interest in sex), and the client’s age (desire normally 
declines with age) (McCarthy et al., 2006; West et al., 2008).

Sex researchers continue to debate how to define sexual dysfunctions, especially in 
women (Clay, 2009). For example, some researchers argue that labeling a lack of sexual 
desire in women as a dysfunction imposes on women a male model of what should be 
normal (Bean, 2002). Researchers also debate whether to diagnose female sexual dysfunc-
tion on the basis of a lack of desire or difficulty achieving orgasm or by the woman’s 
perceptions of these experiences as causing distress (Clay, 2009). Keep in mind that lack 
of desire usually does not come to the health practitioner’s attention unless one partner 
is more interested in sex than the other. That is when the less-interested partner may be 
labeled with a dysfunction. But questions remain about where to draw the line between 
“normal” and “abnormal” levels of sexual drive or interest.

Problems with sexual arousal in men typically takes the form of failure to achieve 
or maintain an erection sufficient to engage in sexual activity through completion. Almost 
all men have occasional difficulty achieving or maintaining erection during sex. But men 
with persistent erectile difficulties may be diagnosed with erectile disorder (ED) (also 
called erectile dysfunction). They may have difficulty achieving an erection or maintaining 
an erection to the completion of sexual activity, or have erections that lack the rigid-
ity needed to perform effectively. The diagnosis requires the problem be present for a 
period of about six months or longer and that it occurs on all or almost all (approximately  
75% to 100%) occasions of sexual activity.

Occasional problems in achieving or maintaining erection are common enough, 
due to factors such as fatigue, alcohol, or anxiety with a new partner. The more concerned 
the man becomes about his sexual ability, the more likely he is to suffer performance anxi-
ety. As we will explore further, performance anxiety can contribute to repeated failure, and 
a vicious cycle of anxiety and failure may develop.

The risks of erectile disorder increase with age (Alderman, 2009). Approximately 
50% of men in the 40- to 70-year age range experience some degree of erectile dysfunc-
tion (Saigal, 2004).

ORGASm DISORDERS Orgasm or sexual climax is an involuntary reflex that results 
in rhythmic contractions of the pelvic muscles and is usually accompanied by feelings 
of intense pleasure. In men, these contractions are accompanied by expulsion of semen. 
There are three types of disorders involving problems with achieving orgasm: female 
orgasmic disorder, delayed ejaculation, and premature (early) ejaculation. T / F

In female orgasmic disorder and delayed ejaculation, there is a marked delay in reach-
ing orgasm (in women) or ejaculation (in men), or an infrequency or absence of orgasm 
or ejaculation. Diagnosis of these disorders requires that the problem be present for about 
six months or longer, that the symptoms cause a significant level of distress, and that the 
symptoms occur on all or almost all occasions of sexual activity (and for men, without a 
desire to delay ejaculation). The clinician needs to make a judgment about whether there 
is an “adequate” amount and type of stimulation needed to achieve orgasm, taking into 
account the wide variation that exists in normal sexual responsiveness (Ishak et al., 2010). 
Might a woman’s difficulty achieving orgasm with her partner result from a lack of effec-
tive stimulation rather than an orgasmic disorder? Many women, for example, require 
direct clitoral stimulation (by their own hand or their partner’s) to achieve orgasm during 
vaginal intercourse. This should not be considered abnormal because it is the clitoris, not 
the vagina, which is the woman’s most erotically sensitive organ.

The DSM-5 expanded the criteria for female orgasmic disorder to include cases in 
which women experience a sharp reduction in the intensity of orgasmic sensations. The 

truth OR fiction

Orgasm is a reflex.

 TRUE People cannot will or force 
an orgasm. Nor can they will or force 
other sexual reflexes, such as erection 
and vaginal lubrication. Trying to force 
these responses generally backfires 
and only increases anxiety.
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drafters of the DSM-5 argue that orgasm is not an “all or nothing” experience and that some 
women have a diminished level of orgasmic intensity that may become a problem for them.

Delayed ejaculation has received little attention in the clinical literature. Men 
with this problem are generally able to ejaculate through masturbation but have difficulty 
achieving ejaculation during intercourse with a partner, or be unable to do so. Although 
the disorder may allow the man to prolong the sexual act, the experience is usually one of 
frustration for both partners (Althof, 2012).

Premature (early) ejaculation is characterized by a recurrent pattern of ejaculation 
occurring within about one minute of vaginal penetration and before the man desires it 
(APA, 2013). In some cases, rapid ejaculation occurs prior to penetration or following only 
a few penile thrusts. Occasional experiences of rapid ejaculation, such as when the man is 
with a new partner, has had infrequent sexual contacts, or is very highly aroused, are not 
considered abnormal. It is only when the problem becomes persistent and causes distress that 
a diagnosis is rendered.

GEnITO-PELvIC PAIn/PEnETRATIOn DISORDER This disorder applies to women 
who experience sexual pain and/or difficulty engaging in vaginal intercourse or penetra-
tion. In some cases, women experience genital or pelvic pain during vaginal intercourse or 
attempts at penetration. The pain cannot be explained by an underlying medical condi-
tion, and so is believed to have a psychological component. However, because many, if not 
most, cases of pain during intercourse are traceable to an underlying medical condition 
that may go undiagnosed, such as insufficient lubrication or a urinary tract infection, 
controversy persists over whether sexual pain during intercourse or penetration should 
be classified as a mental disorder (Binik, 2005; Spitzer, 2005; van Lankveld et al., 2010).

Some cases of genito-pelvic pain/penetration disorder involve vaginismus, 
a condition in which the muscles surrounding the vagina involuntarily contract when-
ever vaginal penetration is attempted, making sexual intercourse painful or impossible. 
Vaginismus is not a medical condition, but a conditioned response in which penile 
 contact with the woman’s genitals elicits an involuntary spasm of the vaginal musculature, 
preventing penetration or causing pain upon attempt penetration.

Theoretical Perspectives
Many factors are implicated in the development of sexual dysfunctions, including factors 
representing psychological, biological, and sociocultural perspectives.

PSyChOLOGICAL PERSPECTIvES The major contemporary psychological views of 
sexual dysfunctions emphasize the roles of anxiety, lack of sexual skills, irrational beliefs, 
perceived causes of events, and relationship problems. Here, we consider several potential 
causal pathways.

Physically or psychologically traumatic sexual experiences may lead to sexual con-
tact producing anxiety rather than arousal or pleasure. Conditioned anxiety resulting from 
a history of sexual trauma or rape may lead to problems with sexual arousal or achieving 
orgasm or lead to pain in women during penetration (Colangelo & Keefe-Cooperman, 
2012; Ishak et al., 2010). Women who have problems becoming sexually aroused may 
also harbor deep-seated anger and resentment toward their partners (Moore & Heiman, 
2006). Underlying feelings of guilt about sex, and ineffective stimulation by one’s part-
ner, may also contribute to difficulties with sexual arousal.

Sexual trauma early in life may make it difficult for men or women to respond 
sexually when they develop intimate relationships. People with a history of sexual trauma 
may be flooded with feelings of helplessness, unresolved anger, or misplaced guilt. They 
may also experience flashbacks of the abusive experiences when they engage in sexual 
relations, preventing them from becoming sexually aroused or achieving orgasm. Other 
psychological problems, such as depression and anxiety, can also result in sexual dysfunc-
tions involving impaired sexual interest, arousal, or response (Laurent & Simons, 2009).

10.5 Describe causal factors 
involved in sexual dysfunctions.
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Another principal form of anxiety in sexual dysfunctions is performance  anxiety, 
which represents an excessive concern about the ability to perform successfully. 
Performance anxiety can develop when people experience problems performing sexually 
and begin to doubt their abilities. People troubled by performance anxiety become specta-
tors during sex, rather than participants. Their attention is focused on how their bodies 
are responding (or not responding) to sexual stimulation. They are plagued by disruptive 
thoughts about the anticipated negative consequences of failing to perform adequately 
(“What will she think of me?”) rather than focusing on their erotic experiences. Men with 
performance anxiety may have difficulty achieving or maintaining an erection or may 
ejaculate prematurely; women may fail to become adequately aroused or have difficulty 
achieving orgasm (Althof et al., 2010; Goldstein et al., 2006). A vicious cycle may ensue 
in which each failure experience instills deeper doubts, which leads to more anxiety dur-
ing sexual encounters, which occasions repeated failure, and so on. This vicious cycle is 
illustrated in the accompanying figure (see Figure 10.1)

In Western cultures, there is a deeply ingrained connection between a man’s sexual 
performance and his sense of manhood. The man who repeatedly fails to perform sexually 
may suffer a loss of self-esteem, become depressed, or feel he is no longer a man. He may 
see himself as a total failure, despite other accomplishments in life. Sexual opportunities are 
construed as tests of his manhood, and he may respond to them by bearing down and try-
ing to will (force) an erection. Willing an erection may backfire because erection is a reflex 
that cannot be forced. With so much of his self-esteem on the line whenever he makes 
love, it is little wonder that performance anxiety may mount to a point that it inhibits 
erection. The erectile reflex is controlled by the parasympathetic branch of the autonomic 
nervous system. Activation of the sympathetic nervous system, which occurs when we are 
anxious or under stress, can block parasympathetic control, preventing the erectile reflex 
from occurring. Ejaculation, in contrast, is under sympathetic nervous system control, so 
heightened levels of arousal, as in the case of performance anxiety, can trigger rapid (pre-
mature) ejaculation (Hellstrom et al., 2006; Janssen & Bancroft, 2006). The relationship 
between performance anxiety and sexual dysfunction can become a vicious cycle:

One client who suffered from erectile dysfunction described his feelings of sexual 
inadequacy this way: I always felt inferior, like I was on probation, having to prove 
myself. I felt like I was up against the wall. You can’t imagine how embarrassing this 
was. It’s like you walk out in front of an audience that you think is a nudist conven-
tion and it turns out to be a tuxedo convention.

From the Author’s Files

Another client described how performance anxiety led him to prepare for sexual 
relations as though he were psyching himself up for a big game.

“I” “Paralyzed with Anxiety” 

At work, I have control over what I do. With sex, you don’t have control over your sex 
organ. I know that my mind can control what my hands do. But the same is not true 
of my penis. I had begun to view sex as a basketball game. I used to play in college. 
When I would prepare for a game, I’d always be thinking, “Who was I guarding that 
night?” I’d try to psych myself up, sketching out in my mind how to play this guy, 
thinking through all possible moves and plays. I began to do the same thing with sex. 
If I were dating someone, I’d be thinking the whole evening about what might happen 
in bed. I’d always be preparing for the outcome. I’d sketch out in my mind how I was 
going to touch her, what I’d ask her to do. But all the time, right through dinner or 
the movies, I’d be worrying that I wouldn’t get it up. I kept picturing her face and how 
disappointed she’d be. By the time we did go to bed, I was paralyzed with anxiety.

From the Author’s Files
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Self-Doubts

Repeated Failure
to Perform

Anticipatory
Worry or Anxiety

Performance Anxiety
During Sexual Activities

• Sympathetic nervous system activation 
 interferes with sexual responsiveness
• Taking a spectator role, rather than a 
 performer role
• Focus on disruptive, anxiety-generating 
 thoughts rather than erotic experiences

Initial Failure to
Perform Sexually

• Fatigue
• Alcohol use
• Performance pressures
• Distractions (work or 
 other concerns)

Possible Triggering Factors

figure 10.1 
Performance anxiety and sexual dysfunctions: a vicious cycle. 
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Women, too, may equate their self-esteem with their ability to reach frequent 
and intense orgasms. Yet, when men and women try to will arousal or lubrication, or to 
force an orgasm, they may find that the harder they try, the more these responses elude 
them. Several generations ago, the pressures concerning sex often revolved around the 
issue “Should I or shouldn’t I?” Today, however, the pressures for both men and women 
are often based more on achieving performance goals relating to reaching orgasm and 
satisfying one’s partner’s sexual needs.

Sexual fulfillment is also based on learning sexual skills. Sexual skills or compe-
tencies, like other types of skills, are acquired through opportunities for new learning. 
We learn about how our own and our partner’s bodies respond sexually in various ways, 
including trial and error with our partners, by learning about our own sexual response 
through self-exploration (as in masturbation), by reading about sexual techniques, and 
perhaps by talking to others or viewing sex films or videotapes. Yet, children who are 
raised to feel guilty or anxious about sex may have lacked opportunities to develop sexual 
knowledge and skills and so remain ignorant of the types of stimulation they need to 
achieve sexual gratification. They may also respond to sexual opportunities with feelings 
of anxiety and shame rather than arousal and pleasure.

Cognitive theorists, such as Albert Ellis (1977), point out that underlying irratio-
nal beliefs and attitudes can contribute to sexual dysfunctions. Consider two such irra-
tional beliefs: (a) we must have the approval at all times of everyone who is important to 
us and (b) we must be thoroughly competent at everything we do. If we cannot accept 
the occasional disappointment of others, we may catastrophize the significance of a single 
frustrating sexual episode. If we insist that every sexual experience be perfect, we set the 
stage for inevitable failure.

How we appraise situations in terms of the perceived causes of events also plays 
a role. Attributing the cause for erectile difficulty to oneself (“What’s wrong with me?”) 
rather than to the situation (“It was the alcohol . . . .” “I was tired . . . .”) can undermine 
future sexual functioning.

Relationship problems can also contribute to sexual dysfunctions, especially when 
they involve long-simmering resentments and conflicts (Fabrizi & Gambino, 2008; 
Moore & Heiman, 2006). The strain of a troubled relationship can take a toll on sexual 
desire, as can other stressful life events, such as job loss, family crisis, or serious illness 
(Heiman, 2008). The quality of sexual relations is usually no better than other facets of 
relationships or marriages. Couples who harbor resentments toward one another may 
choose the sexual arena for combat. Communication problems, moreover, are linked to 
general marital dissatisfaction. Couples who find it difficult to communicate their sexual 
desires may lack the means to help each other become more effective lovers.

The following case illustrates how sexual arousal disorder may be connected with 
problems in the relationship.

The Case of Pete and Paula 

After living together for 6 months, Pete and Paula are thinking seriously about get-
ting married. But a problem has brought them to a sex therapy clinic. Paula explains 
to the therapist that for the past two months, Pete has been unable to sustain an 
erection during intercourse. Pete is 26 years old, a lawyer; Paula, 24, is a buyer for a 
large department store. They both grew up in middle-class, suburban families, were 
introduced through mutual friends and began having intercourse, without difficulty, 
a few months into their relationship. At Paula’s urging, Pete moved into her apart-
ment, although he wasn’t sure he was ready for such a step. A week later, he began 
to have difficulty maintaining his erection during intercourse, although he felt strong 
desire for his partner. When his erection waned, he would try again, but would lose 
his desire and be unable to achieve another erection. After a few times like this, Paula 
would become so angry that she began striking Pete in the chest and screaming at 

When a source of pleasure becomes a 
source of misery. Sexual dysfunctions can 
be a source of intense personal distress and 
lead to friction between partners. Lack of 
communication is a major contributor to the 
development and maintenance of sexual 
dysfunctions.
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him. Pete, who at 200 pounds weighed more than twice as much as Paula, would just 
walk away, which angered Paula even more. It became clear that sex was not the only 
trouble spot in their relationship. Paula complained that Pete preferred to spend time 
with his friends and go to baseball games rather than spending time with her. When 
together at home, he would become absorbed in watching sports events on televi-
sion, and showed no interest in activities she enjoyed—attending the theater, visiting 
museums, and so on. Because there was no evidence that the sexual difficulty was 
due to either organic problems or depression, a diagnosis of male erectile disorder 
was given. Neither Pete nor Paula was willing to discuss their nonsexual problems 
with a therapist. Although the sexual problem was treated successfully with a form 
of sex therapy modeled after techniques developed by Masters and Johnson (as 
 discussed later), and the couple later married, Pete’s ambivalences continued, even 
well into their marriage, and there were future recurrences of sexual problems as well.

Adapted from Spitzer et al., 1994, pp. 198–200

BIOLOGICAL PERSPECTIvES Biological factors such as low testosterone levels and dis-
ease can dampen sexual desire and reduce responsiveness. Testosterone, the male sex hor-
mone, plays a pivotal role in energizing sexual desire and sexual activity in both men 
and women (Braunstein, 2007; Davis et al., 2008). Both men and women produce tes-
tosterone in their bodies, although women produce smaller amounts. In men, a decline 
in testosterone production can lead to a loss of sexual interest and activity and difficulty 
achieving erections (Maggi, 2012; Montorsi et al., 2010). The adrenal glands and ovaries 
are the sites in the woman’s body where testosterone is produced (Buvat et al., 2010). 
Women who have these organs surgically removed because of invasive disease no longer 
produce testosterone and may gradually lose sexual interest or develop a reduced capacity 
for sexual response (Davis & Braunstein, 2012; Wierman et al., 2010). We also have evi-
dence linking low testosterone levels to some cases of depression in males, and depression 
may dampen sexual desire (Stephenson, 2008a). However, people with sexual dysfunc-
tions typically have normal levels of sex hormone circulating in their bodies.

Cardiovascular problems involving impaired blood flow both to and through the 
penis can cause erectile disorder—a problem that becomes more common as men age 
(Miner et al., 2011). Erectile disorder may share common risk factors with cardiovascular 
disorders (heart and artery diseases), which should alert physicians that erectile dysfunc-
tion may be an early warning sign of underlying heart disease that should be medically 
evaluated (Alderman, 2009).

Erectile disorder is also linked to obesity in men (as are cardiovascular problems) 
and in men with prostate and urinary problems (Shabsigh et al., 2005; Tan et al., 2012). 
Obesity is associated with circulatory problems, so the connection to ED is not surpris-
ing. The good news is that obese men who lose weight and increase their activity levels 
may experience improved erectile functioning (Esposito et al., 2004).

Men with diabetes mellitus also stand an increased risk of ED (Eardley et al., 
2010). Diabetes can damage blood vessels and nerves, including those serving the penis. 
Men with erectile disorder are more than twice as likely to have diabetes as men without 
erectile disorder (Sun et al., 2006).

Erectile disorder and delayed ejaculation may also result from multiple sclerosis 
(MS), a disease in which nerve cells lose the protective coatings that facilitate the smooth 
transmission of nerve impulses (Baranzini et al., 2010). Other forms of nerve damage, 
as well as chronic kidney disease, hypertension, cancer, and emphysema can also impair 
erectile response, as can endocrine disorders that suppress testosterone production (Buvat 
et al., 2010; Eardley et al., 2010; Koehler et al., 2012; Miner et al., 2011).

An important study of 2,000 men by Eric Rimm (2000) of the Harvard School 
of Public Health found that erectile dysfunction was associated with having a large waist, 
physical inactivity, and drinking too much alcohol (or not drinking at all). The common 
link among these factors may be high levels of cholesterol. Cholesterol can impede blood 
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flow to the penis, just as it can impede blood flow to the heart. Exercise, weight loss, and 
moderate alcohol intake all help lower cholesterol levels, but we are not recommending 
that abstainers begin drinking to avert or treat erectile problems. However, the findings of 
the Massachusetts Male Aging Study suggest that regular exercise may reduce the risk of 
erectile dysfunction (Derby, 2000). In this study, men who burned 200 calories or more 
a day in physical activity, an amount that can be achieved by taking a daily walk at a brisk 
pace for two miles, had about half the risk of erectile dysfunction than did more sedentary 
men. Exercise may help prevent clogging of arteries, keeping them clear for the flow of 
blood into the penis. T / F

Women also develop vascular or nervous disorders that impair genital blood flow, 
reducing lubrication and sexual excitement, rendering intercourse painful, and reducing their 
ability to reach orgasm. As with men, these problems become more likely as women age.

Before we move on to discuss psychological factors, we need to note that pre-
scription drugs and psychoactive drugs, including antidepressants and antipsychotics, can 
impair erectile functioning and cause orgasmic disorders (Olfson et al., 2005). About 
one in three women who use selective serotonin reuptake inhibitor (SSRI) antidepres-
sants (such as Zoloft or Paxil) experience impaired orgasmic response or complete lack of 
orgasm (Ishak et al., 2010). Tranquilizers such as Valium and Xanax may cause orgasmic 
disorder in either men or women. Some medicinal drugs used to treat high blood pressure 
and high blood cholesterol levels can also interfere with erectile response. T / F

Depressant drugs such as alcohol, heroin, and morphine can reduce sexual desire and 
impair sexual arousal. Narcotics, such as heroin, also depress testosterone production, which 
can diminish sexual desire and lead to erectile failure. Regular use of cocaine can cause erec-
tile disorder or delayed ejaculation and reduce sexual desire in both women and men. Some 
people report increased sexual pleasure from initial use of cocaine, but repeated use can lead 
to dependency on the drug for sexual arousal, and long-term use may lessen sexual pleasure.

SOCIOCuLTuRAL PERSPECTIvES At around the turn of the 20th century, an 
Englishwoman was quoted as saying she would “close her eyes and think of England” 
when her husband approached her to perform her marital duties. This old-fashioned ste-
reotype suggests how sexual pleasure was once considered exclusively a male preserve—
that sex, for women, was primarily a duty. Mothers usually informed their daughters of 
the conjugal duties before the wedding, and girls encoded sex as just one of the ways 
in which women serviced the needs of others. Women who harbor such stereotypical 
attitudes toward female sexuality are unlikely to become aware of their own sexual poten-
tial. In addition, sexual anxieties may transform negative expectations into self-fulfilling 
prophecies. Sexual dysfunctions in men, too, may be linked to extremely strict sociocul-
tural beliefs and sexual taboos. Other negative beliefs about sexuality may interfere with 
sexual desire, such as the belief that sexual desire is not appropriate for older adults past 
childbearing age (Géonet, De Sutter, & Zech, 2012).

Our colleague, psychologist Rafael Javier (1993), takes note of the idealization 
within many Hispanic cultures of the marianismo stereotype, which derives its name from 
the Virgin Mary. From this sociocultural perspective, the ideal virtuous woman “suffers in 
silence” as she submerges her needs and desires to those of her husband and children. She 
is the provider of joy, even in the face of her own pain or frustration. It is not difficult to 
imagine that women who adopt these stereotypical expectations find it difficult to assert 
their own needs for sexual gratification and may express resistance to this cultural ideal by 
becoming sexually unresponsive.

Sociocultural factors play an important role in erectile dysfunction as well. 
Investigators find a greater incidence of erectile dysfunction in cultures with more restric-
tive sexual attitudes toward premarital sex among females, toward sex in marriage, and 
toward extramarital sex (Welch & Kartub, 1978). Men in these cultures may be prone to 
developing sexual anxiety or guilt that interferes with sexual performance.

In India, cultural beliefs that link the loss of semen to a draining of the man’s 
life energy underlie the development of dhat syndrome, an irrational fear of loss of semen 

truth OR fiction

Walking at a brisk pace for two miles 
a day may cut the risk of erectile 
dysfunction in men by about half.

 TRUE Results of a recent study 
showed that men who exercised 
regularly at a level comparable to 
taking a brisk walk for two miles a 
day had about half the risk of erectile 
dysfunction as sedentary men.

truth OR fiction

Using antidepressants can interfere 
with a person’s orgasmic response.

 TRUE Use of SSRI-type 
antidepressants can impair orgasmic 
responsiveness.
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(discussed in Chapter 6). Men with this condition sometimes develop erectile dysfunc-
tion because their fears about wasting precious seminal fluid interfere with their ability to 
perform sexually (Shukla & Singh, 2000).

Treatment of Sexual Dysfunctions
Until the groundbreaking research of the famed sex researchers William Masters and 
Virginia Johnson in the 1960s, there was no effective treatment for most sexual dysfunc-
tions. Psychoanalytic therapy approached sexual dysfunctions indirectly. It was assumed 
that sexual dysfunctions represented underlying conflicts, and so treatment focused on 
resolving those conflicts through psychoanalysis. A lack of evidence about the efficacy 
of this approach led to development of methods that focus more directly on the sexual 
problems.

Most contemporary sex therapists assume that sexual dysfunctions can be treated 
by directly modifying the couple’s sexual interactions. Pioneered by Masters and Johnson 
(1970), sex therapy uses cognitive-behavioral techniques in a brief therapy format to help 
individuals enhance their sexual competencies (sexual knowledge and skills) and relieve 
performance anxiety. Although therapists today may not strictly adhere to Masters and 
Johnson’s techniques, they continue to incorporate many of their methods (Althof, 2010). 
When feasible, both partners are involved in therapy. In some cases, however, individual 
therapy may be preferable, as we shall see.

Before we turn to consider these specific methods, we should note that because 
sexual problems are often embedded in a context of troubled relationships, therapists 
may also use couple therapy to help couples share power in their relationships, improve 
communication skills, and negotiate differences (Coyle, 2006; McCarthy, Ginsberg, & 
Fucito, 2006).

Significant changes have occurred in the treatment of sexual dysfunctions in the 
past 25 years. Today, there is greater emphasis on biological or organic factors in the devel-
opment of sexual problems and the use of medical treatments, such as the drug  sildenafil 
(Viagra), to treat male erectile dysfunction. Erectile drugs have become so popular that 
they now represent a revenue source of $5 billion for drug makers and are used by tens 
of millions of men (Wilson, 2011). Let’s survey some of the more common therapy tech-
niques for particular types of disorders.

LOW SExuAL DRIvE OR DESIRE Sex therapists may try to help people with low sex-
ual desire kindle their sexual appetite through the use of self-stimulation (masturbation) 
exercises together with erotic fantasies. When working with couples, therapists prescribe 
mutual pleasuring exercises that the couple can perform at home or encourage them to 
expand their sexual repertoire to add novelty and excitement to their sex life. When a lack 
of sexual desire is connected with depression, the treatment focuses on treating the under-
lying depression. Couple therapy might be in order to resolve problems in the relation-
ship that may be contributing to lack of sexual desire (Carvalho & Nobre, 2012). When 
problems of low sexual desire or interest appear to stem from deep-seated causes, some sex 
therapists use insight-oriented (psychodynamic) approaches to help uncover and resolve 
underlying issues.

Some cases of low sexual desire are associated with hormonal deficiencies, especially 
lack of the male sex hormone testosterone. The use of a testosterone gel patch attached 
to the skin for administering the hormone can increase sexual desire and improve sexual 
function in men with abnormally low levels of testosterone (Buvat et al., 2010; Granata 
et al., 2012; Montorsi et al., 2010). Testosterone treatments can have potentially serious 
complications, such as liver damage and possible prostate cancer, and so they should be 
undertaken cautiously. The long-term safety of testosterone treatment is not fully deter-
mined (Heiman, 2008).

Testosterone can also help boost sexual drive and interest in menopausal women 
with low sexual desire, but its effectiveness in premenopausal women remains unclear 

10.6 Describe methods used 
to treat sexual dysfunctions.

masters & Johnson. Sex therapists William 
Masters and Virginia Johnson.
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(Brotto et al., 2010; Kingsberg, 2010). However, because the long-term effects of tes-
tosterone therapy on risks of breast cancer and other medical conditions in women are 
unknown, women seeking testosterone treatment need to consult with their medical care 
providers to weigh the potential risks and benefits. These hormonal treatments may also 
lead to growth of facial hair and acne.

DISORDERS OF SExuAL AROuSAL Sexual arousal results in the pooling of blood in 
the genital region, causing erection in the male and vaginal lubrication in the female. 
These changes in blood flow occur as a reflexive response to sexual stimulation; they can-
not be willed. Women who have difficulty becoming sexually aroused and men with erec-
tile problems are first educated about the fact that they need not “do” anything to become 
aroused. As long as their problems are psychological, not organic, they need only expose 
themselves to sexual stimulation under relaxed, unpressured conditions, so that disruptive 
thoughts and anxiety do not inhibit reflexive responses.

Masters and Johnson have a couple counter performance anxiety by engaging in 
sensate focus exercises. These are nondemand sexual contacts—sensuous exercises that do 
not demand sexual arousal in the form of vaginal lubrication or erection. Partners begin 
by massaging one another without touching the genitals. The partners learn to “pleasure” 
each other and to “be pleasured” by following and giving verbal instructions and by guid-
ing each other’s hands. The method fosters both communication and sexual skills and 
countermands anxiety because there is no demand for sexual arousal. After several ses-
sions, direct massage of the genitals is included in pleasuring. Even when obvious signs 
of sexual excitement are produced (lubrication or erection), the couple does not straight-
away engage in intercourse, because intercourse might create performance demands. After 
excitement is achieved consistently, the couple engages in a relaxed sequence of other 
sexual activities, culminating eventually in intercourse.

Success rates in treating individual cases of erectile disorder with sex therapy 
techniques are variable, and we still lack methodologically sound studies that support 
the overall effectiveness of the technique (Binik & Meana, 2009; Leiblum & Rosen, 
2000). The following case example illustrates sex therapy techniques for treating erectile 
dysfunction.

Victor: A Case of Erectile Dysfunction 

Victor P., a 44-year-old concert violinist, was eager to show the therapist reviews of 
his concert tour. A solo violinist with a distinguished orchestra, Victor’s life revolved 
around practice, performances, and reviews. He dazzled audiences with his technique 
and the energy of his performance. As a concert musician, Victor had exquisite con-
trol over his body, especially his hands. Yet he could not control his erectile response 
in the same way. Since his divorce seven years earlier, Victor had been troubled by 
recurrent episodes of erectile failure. Time and time again he had become involved in 
a new relationship, only to find himself unable to perform sexually. Fearing repetition, 
he would sever the relationship. He was unable to face an audience of only one. For a 
while he dated casually, but then he met Michelle.

Michelle was a writer who loved music. They were a perfect match because Victor, 
the musician, loved literature. Michelle, a 35-year-old divorcée, was exciting, earthy, 
sensual, and accepting. The couple soon grew inseparable. He would practice while 
she would write—poetry mostly, but also short magazine pieces. Unlike some women 
Victor met who did not know Bach from Bartok, Michelle held her own in conversa-
tions with Victor’s friends and fellow musicians over late night dinner at Sardi’s, a 
famous New York restaurant. They kept their own apartments; Victor needed his own 
space and solitude for practice.

In the nine months of their relationship, Victor was unable to perform on the stage 
that mattered most to him—his canopied bed. It was just so frustrating, he said. “I 
would become erect and then just as I approach her to penetrate, pow! It collapses 
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on me.” Victor’s history of nocturnal erections and erections during light petting 
suggested that he was basically suffering from performance anxiety. He was bearing 
down to force an erection, much as he might try to learn the fingering of a difficult 
violin piece. Each night became a command performance in which Victor served as 
his own severest critic. Rather than focus on his partner, his attention was riveted on 
the size of his penis. As noted by the late great pianist Vladimir Horowitz, the worst 
thing a pianist can do is watch his fingers. Perhaps, the worst thing a man with erectile 
problems can do is watch his penis.

To break the vicious cycle of anxiety, erectile failure, and more anxiety, Victor and 
Michelle followed a sex therapy program (Rathus & Nevid, 1977) modeled after the 
Masters and Johnson treatment. The aim was to restore the pleasure of sexual activ-
ity, unfettered by anxiety. The couple was initially instructed to abstain from attempts 
at intercourse to free Victor from any pressure to perform. The couple progressed 
through a series of steps:

1.  Relaxing together in the nude without any touching, such as when reading or 
watching TV together.

2. Sensate focus exercises.
3. Genital stimulation of each other manually or orally to orgasm.
4.  Nondemand intercourse (intercourse performed without any pressure on the 

man to satisfy his partner). The man may afterward help his partner achieve 
orgasm by using manual or oral stimulation.

5.  Resumption of vigorous intercourse (intercourse involving more vigorous 
thrusting and use of alternative positions and techniques that focus on mutual 
satisfaction). The couple is instructed not to catastrophize occasional problems 
that may arise.

The therapy program helped Victor overcome his erectile disorder. Victor was freed 
of the need to prove himself by achieving erection on command. He surrendered his 
post as critic. Once the spotlight was off the bed, he became a participant and not a 
spectator.

From the Author’s Files

DISORDERS OF ORGASm Women with orgasmic disorder often harbor underlying 
beliefs that sex is dirty or sinful. They may have been taught not to touch themselves. 
They feel anxious about sex and have not learned, through trial and error, what kinds of 
sexual stimulation will arouse them and help them reach orgasm. Treatment in these cases 
includes modification of negative attitudes toward sex. When orgasmic disorder reflects 
the woman’s feelings about or relationship with her partner, treatment also involves 
enhancing the relationship.

In either case, Masters and Johnson would prefer to work with the couple and 
first use sensate focus exercises to lessen performance anxiety, open channels of commu-
nication, and help the couple acquire sexual skills. The woman directs her partner to use 
caresses and techniques that stimulate her. By taking charge, the woman becomes psycho-
logically freed from the stereotype of the passive, submissive female role.

Masters and Johnson preferred working with the couple in cases of female orgas-
mic dysfunction, but other sex therapists prefer to work with the woman individually by 
directing her to practice masturbation in private. Directed masturbation provides women 
opportunities to learn about their own bodies at their own pace and has a success rate of 
70% to 90% (Leiblum & Rosen, 2000). It frees women of the need to rely on or please 
partners. Once women can reliably masturbate to orgasm, couple-oriented treatment may 
facilitate transfer of training to orgasm with a partner.

Delayed ejaculation has received little attention in the clinical literature, but may 
involve psychological factors such as fear, anxiety, hostility, and relationship difficulties 
(Rowland et al., 2010). The standard treatment, barring underlying organic problems, 
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focuses on increasing sexual stimulation and reducing performance anxiety (Althof, 2012; 
Leiblum & Rosen, 2000).

The most widely used behavioral approach to treating premature (early) ejacu-
lation, called the stop-start or stop-and-go technique, was introduced in 1956 by a urol-
ogist with the intriguing name of James Semans. The partners suspend sexual activity 
when the man is about to ejaculate and then resume stimulation when his sensations 
subside. Repeated practice enables him to regulate ejaculation by sensitizing him to the 
cues that precede the ejaculatory reflex, making him more aware of his “point of no 
return,” the point at which the ejaculatory reflex is triggered. Therapists have reported 
high levels of success with the stop-start method, but relapse rates tend to be high 
(Segraves & Althof, 1998).

GEnITAL PAIn DISORDERS Treatment of painful intercourse generally requires medical 
intervention to determine and treat any underlying physical problems, such as urinary tract 
infections, that might be causing pain (van Lankveld et al., 2010). In cases in which vagi-
nismus contributes to pain, psychological treatment of vaginismus may help relieve pain.

Vaginismus is a conditioned reflex involving the involuntary constriction of the 
vaginal opening. It represents a psychologically based fear of penetration, rather than a 
medical problem. Treatment for vaginismus may include a combination of behavioral 
methods, including relaxation techniques and the gradual exposure method to desensi-
tize the vaginal musculature to penetration by having the woman over the course of a 
few weeks insert fingers or plastic dilators of increasing sizes into the vagina while she 
remains relaxed (Reissing, 2012; ter Kuile et al., 2009). Although therapists often report 
good results with gradual exposure, we lack a sufficient body of evidence from controlled 
research trials testing its effectiveness (van Lankveld et al., 2010). Because many women 
with sexual pain or vaginismus have histories of rape or sexual abuse, psychotherapy may 
be part of the treatment program to deal with the psychological consequences of trau-
matic experiences.

BIOLOGICAL TREATmEnTS OF SExuAL DySFunCTIOn Erectile disorder frequently 
has organic causes, and so it is not surprising that treatment is becoming increasingly 
medicalized.

Sexual arousal in both men and women depends on engorgement of blood in the 
genitals. Drugs that increase blood flow to the penis, such as Viagra and Cialis, are safe 
and effective in helping men with ED achieve more reliable erections (Lue et al., 2010; 
Qaseem et al., 2009). However, evidence also indicates that combining psychotherapy 
with medications like Viagra can be more effective than medication alone (Aubin et al., 
2009). When taking pills is ineffective, alternatives such as self-injection in the penis of a 
drug that increases penile blood flow, or use of a vacuum erection device that works like a 
penis pump, may prove more helpful (Alderman, 2009; Montorsi et al., 2010).

Investigators are exploring biomedical therapies for female sexual dysfunctions, 
including use of erectile dysfunction (ED) drugs such as Viagra. Research on the effective-
ness of these drugs in treating female orgasmic dysfunction has yielded mixed results, but 
the drugs may be helpful in some cases (Ishak et al., 2010).

As noted, the male sex hormone testosterone may increase sexual drive in men and 
postmenopausal women with diminished sexual drive or interest. However, we shouldn’t 
think that all cases of low sexual desire should be treated with hormones. As one leading 
sexual health expert put it, “. . . if someone is unhappy with her spouse, no amount of 
testosterone is going to fix that” (cited in Clay, 2009, p. 34). Problems of sexual desire 
should not be treated in isolation but in a larger context that takes into account psycho-
logical, cultural, and interpersonal contexts (Leiblum, 2010a). For example, lack of sexual 
desire may reflect problems in the relationship, in which case, couple therapy may be used 
to focus more on the relationship itself. As it stands, treatment of sexual desire problems is 
often more complex and less effective than treatment of other types of sexual dysfunction 
(LoPiccolo, 2011).
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Surgery may be effective in rare cases in which blocked blood vessels prevent 
blood flow to the penis, or in which the penis is structurally defective. SSRIs, such as 
the  antidepressants fluoxetine (Prozac), paroxetine (Paxil), and sertraline (Zoloft), work by 
increasing the action of the neurotransmitter serotonin. Increased availability of serotonin 
in the brain can have the side effect of delaying ejaculation, which can help men with 
early ejaculation problems (Mohee & Eardley, 2011; Rowland et al., 2010; Waldinger, 
2011).

The medicalization of treatments for sexual dysfunctions holds great promise, but 
no pill or biomechanical device will enhance the quality of a relationship. If individuals 
have serious problems with their partners, popping a pill or applying a cream is unlikely 
to solve them. All in all, the success rates reported for treating sexual dysfunctions through 
psychological or biological approaches are quite encouraging, especially when we remem-
ber that only a few generations ago, there were no effective treatments.

Paraphilic Disorders
The word paraphilia was coined from the Greek roots para, meaning “to the side of,” and 
philos, meaning “loving.” People with paraphilias have unusual or atypical patterns of 
sexual attraction that involve sexual arousal (“loving”) in response to atypical stimuli (“to 
the side of” normally arousing stimuli). These atypical patterns of sexual arousal may be 
labeled by others as deviant, bizarre, or “kinky” (Lehne, 2009). Paraphilias involve strong 
and recurrent sexual arousal to atypical stimuli as evidenced by fantasies, urges, or behav-
iors (acting upon the urges) for a period of six months or longer. The range of atypical 
stimuli include nonhuman objects such as underwear, shoes, leather, or silk, to humilia-
tion or experience of pain in oneself or one’s partner, or children and other persons who 
do not or cannot grant consent (Fisher et al., 2011)

The DSM-5 includes a class of mental disorders called paraphilic disorders. There 
is an important distinction between a paraphilia and a paraphilic disorder. Some forms 
of paraphilic behaviors, such as fetishism or transvestism (cross-dressing for sexual 
arousal), may not be associated with disturbing or distressing consequences to oneself 
or others and so are not classified as mental or psychological disorders. For a paraphilic 
disorder to be diagnosed, the paraphilia must cause personal distress or impairment 
in important areas of daily functioning, or (and this is different from other diagnostic 
categories) involve behaviors presently or in the past in which satisfaction of the sexual 
urge involved harm, or risk of harm, to other people (APA, 2013). Thus, the presence 
of paraphilia is a necessary but not a sufficient condition for a diagnosis of a paraphilic 
disorder.

For some individuals, engaging in paraphilic acts becomes the only means of 
achieving sexual gratification (Lehne, 2009). They cannot become sexually aroused unless 
these stimuli are used, in actuality or in fantasies. Others resort to these atypical or devi-
ant stimuli occasionally or when under stress. Although the prevalence rates of paraphilias 
and paraphilic disorders are unknown, we do know that these behaviors are almost never 
diagnosed in women, with the exception of some cases of sexual masochism and some 
isolated cases of other disorders (Seligman & Hardenburg, 2000).

Types of Paraphilias
Some paraphilias are relatively harmless and victimless. Among these are fetishism and 
transvestic fetishism. Others, such as exhibitionism, pedophilia, and voyeurism have 
unwilling victims and so meet the diagnostic criteria for inflicting harm or risk of harm 
on others. A most harmful form of paraphilia is sexual sadism when acted out with a 
nonconsenting partner. Here, we focus on the paraphilias themselves, but bear in mind 
that the diagnosis of a paraphilic disorder requires that the paraphilia causes personal dis-
tress, impaired functioning, or harm or risk of harm to others either presently or in past 
 episodes of paraphilic behavior.

10.7 Define the term 
paraphilia and identify major 
types of paraphilic disorders.
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ExhIBITIOnISm The paraphilia of exhibitionism (“flashing”) is 
characterized by strong and recurrent urges, fantasies, or behaviors 
of exposing of one’s genitals to unsuspecting individuals for the 
purpose of sexual arousal. Typically, the person seeks to surprise, 
shock, or sexually arouse the victim. The person may masturbate 
while fantasizing about or actually exposing himself (almost all cases 
involve men). The victims are almost always women. Relatively few 
cases are reported to the police.

A national survey found that about 4% of men (and 2% 
of women) reported exposing their genitals for purposes of sexual 
arousal (Murphy & Page, 2008). The person diagnosed with exhi-
bitionism usually does not seek sexual contact with the victim. 
Nevertheless, some people who expose their genitals progress to 
more serious crimes of sexual aggression (McLawsen et al., 2012). 
Whether or not the exhibitionist seeks physical contact, the victim 
may believe herself to be in danger and be traumatized by the act. 
Victims are probably best advised to show no reaction to a flasher, 
but to just continue on their way, if possible. It would be unwise 
to insult the exhibitionist, lest it provoke a violent reaction. Nor do 
we recommend an exaggerated show of shock or fear, which tends 
to reinforce the behavior.

Men who engage in exhibitionistic acts do so as a means of indirectly expressing 
hostility toward women, perhaps because of perceptions of mistreatment (rejection) by 
women in the past. Men who perform exhibitionistic acts tend to be shy, lonely, depen-
dent, and lacking in interpersonal skills and may have had difficulty relating to women or 
establishing relationships with women (Leue et al,. 2004; Murphy & Page, 2012). Some 
doubt their masculinity and harbor feelings of inferiority. Their victims’ revulsion or fear 
boosts their sense of mastery of the situation and heightens their sexual arousal. Consider 
the following case example of exhibitionism.

Michael: A Case of Exhibitionism 

Michael was a 26-year-old, handsome, boyish-looking married male with a 3-year-
old daughter. He had spent about one-quarter of his life in reform schools and in 
prison. As an adolescent, he had been a fire-setter. As a young adult, he had begun 
to expose himself. He came to the clinic without his wife’s knowledge because he was 
exposing himself more and more often—up to three times a day—and he was afraid 
that he would eventually be  arrested and thrown into prison again.

Michael said he liked sex with his wife, but it wasn’t as exciting as exposing him-
self. He couldn’t prevent his exhibitionism, especially now, when he was between jobs 
and worried about where the family’s next month’s rent was coming from. He loved 
his daughter more than anything and couldn’t stand the thought of being separated 
from her.

Michael’s method of operation was as follows: He would look for slender 
adolescent females, usually near the junior high school and the senior high school. 
He would take his penis out of his pants and play with it while he drove up to a 
girl or a small group of girls. He would lower the car window, continuing to play 
with himself, and ask them for directions. Sometimes the girls didn’t see his penis. 
That was okay. Sometimes they saw it and didn’t react. That was okay, too. When 
they saw it and became flustered and afraid, that was best of all. He would start 
to masturbate harder, and now and then he managed to ejaculate before the girls 
had departed.

Michael’s history was unsettled. His father had left home before he was born, 
and his mother had drunk heavily. He was in and out of foster homes throughout 
his childhood. Before he was 10 years old, he was involved in sexual activities with 

Exhibitionism. Exhibitionism is a type of paraphilia that characterizes 
people who seek sexual arousal or gratification through exposing 
themselves to unsuspecting victims. People who expose themselves are 
usually not interested in actual sexual contact with their victims.
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 neighborhood boys. Now and then the boys also forced neighborhood girls into pet-
ting, and Michael had mixed feelings when the girls got upset. He felt bad for them, 
but he also enjoyed it. A couple of times girls seemed horrified at the sight of his 
penis, and it made him “really feel like a man. To see that look, you know, with a girl, 
not a woman, but a girl—a slender girl, that’s what I’m after.”

From the Author’s Files

Although some cases are reported among women, virtually all cases of exhibition-
ism involve men (Hugh-Jones, Gough, & Littlewood, 2005). People who engage in exhi-
bitionism are motivated by the wish to shock and dismay unsuspecting observers, not 
to show off the attractiveness of their bodies. Therefore, wearing skimpy bathing suits 
or other revealing clothing is not a form of exhibitionism in the clinical sense of the 
term. Nor do exotic dancers or strippers typically meet the clinical criteria for exhibition-
ism. They are generally not motivated by the desire to expose themselves to unsuspecting 
strangers in order to arouse them or shock them. The chief motive of the exotic dancer is 
usually to earn a living (Philaretou, 2006). T / F

FETIShISm The French word fétiche is thought to derive from the Portuguese feitico, 
referring to a “magic charm.” In this case, the “magic” lies in the object’s ability to arouse 
sexually. The chief feature of fetishism is recurrent, powerful sexual urges, fantasies, 
or behaviors involving inanimate objects, such as an article of clothing (bras, panties, 
hosiery, boots, shoes, leather, silk, and the like) (Kafka, 2010). It is not abnormal for men 
to become sexually aroused by the sight, feel, and smell of their lovers’ undergarments. 
Men with fetishism, however, may prefer the object to the person and may not be able 
to become sexually aroused without it. They often experience sexual gratification by mas-
turbating while fondling the object, rubbing it, or smelling it or by having their partners 
wear it during sexual activity.

The origins of fetishism can be traced to early childhood in many cases. Most 
individuals with a rubber fetish in an early research sample were able to recall first experi-
encing a fetishistic attraction to rubber sometime between the ages of 4 and 10 (Gosselin 
& Wilson, 1980).

TRAnSvESTISm The paraphilia of transvestism (also called transvestic fetishism) 
refers to individuals who have recurrent and powerful urges, fantasies, or behaviors 
in which they become sexually aroused by cross-dressing. Although other men with 
fetishes can be satisfied by handling objects such as women’s clothing while they 
masturbate, transvestite men want to wear them. They may wear full feminine attire 
and makeup or favor one particular article of clothing, such as women’s stockings. 
Although some transvestite men are gay, transvestism is usually found among hetero-
sexual men (Långström & Zucker, 2005; Taylor & Rupp, 2004). The man typically 
cross-dresses in private and imagines himself to be a woman whom he is stroking as 
he masturbates. Some frequent transvestite clubs or become involved in a transvestic 
subculture. Some transvestite men are sexually stimulated by fantasies that their own 
bodies are female (Bailey, 2003b).

Men with a transgender identity may cross-dress to “pass” as women or because 
they are not comfortable dressing in male clothing. Some gay men also cross-dress, perhaps 
to make a statement about overly rigid gender roles, but not because they seek to become 
sexually aroused. Because cross-dressing among gay men and transgender  individuals is 
performed for reasons other than sexual arousal or gratification, their behavior is not clas-
sified as transvestic fetishism. Nor are female impersonators who cross-dress for theatrical 
purposes considered to have a form of transvestism.

Most men with transvestism are married and engage in sexual activity with their 
wives, but they seek additional sexual gratification through dressing as women, as in the 
following case.

truth OR fiction

Wearing revealing bathing suits is a 
form of exhibitionism.

 FALSE  Wearing revealing bathing 
suits is not a form of exhibitionism 
in the clinical sense of the term. 
People diagnosed with the disorder—
virtually all are men—are motivated 
by the wish to shock and dismay 
unsuspecting observers, not to show 
off the attractiveness of their bodies.
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Archie: A Case of Transvestic Fetishism 

Archie was a 55-year-old plumber who had been cross-dressing for many years. There 
was a time when he would go out in public as a woman, but as his prominence in the 
community grew, he became more afraid of being discovered. His wife, Myrna, knew 
of his “peccadillo,” especially because he borrowed many of her clothes, and she also 
encouraged him to stay at home, offering to help him with his “weirdness.” For many 
years, his paraphilia had been restricted to the home.

The couple came to the clinic at the urging of the wife. Myrna described how 
 Archie had imposed his will on her for 20 years. Archie would wear her undergarments 
and masturbate while she told him how disgusting he was. (The couple also regularly 
engaged in “normal” sexual intercourse, which Myrna enjoyed.) The cross-dressing 
situation had come to a head because a teenaged daughter had almost walked into 
the couple’s bedroom while they were acting out Archie’s fantasies.

With Myrna out of the consulting room, Archie explained that he grew up in a 
family with several older sisters. He described how underwear had been perpetually 
hanging all around the one bathroom to dry. As an adolescent, Archie experimented 
with rubbing against articles of underwear, then with trying them on. On one occa-
sion, a sister walked in while he was modeling panties before the mirror. She told him 
he was a “dredge to society,” and he straightaway experienced unparalleled sexual 
excitement. He masturbated when she left the room, and his orgasm was the strong-
est of his young life.

Archie did not think that there was anything wrong with wearing women’s under-
garments and masturbating. He was not about to give it up, regardless of whether 
his marriage was destroyed as a result. Myrna’s main concern was finally separating 
herself from Archie’s “sickness.” She didn’t care what he did anymore, so long as he 
did it by himself. “Enough is enough,” she said.

That was the compromise the couple worked out in marital therapy. Archie would 
engage in his fantasies by himself. He would choose times when Myrna was not at 
home, and she would not be informed of his activities. He would also be very, very 
careful to choose times when the children were not around.

Six months later the couple were together and content. Archie had replaced 
 Myrna’s input into his fantasies with transvestic-sadomasochistic magazines. Myrna said, 
“I see no evil, hear no evil, smell no evil.” They continued to have sexual intercourse. 
After a while, Myrna even forgot to check to see which underwear had been used.

From the Author’s Files

vOyEuRISm The paraphilia of voyeurism (“peeping”) involves strong and recurrent sex-
ual urges, fantasies, or behaviors in which the person becomes sexually aroused by watching 
unsuspecting people, generally strangers, who are naked, disrobing, or engaging in sexual 
activity. The person who engages in voyeurism does not typically seek sexual activity with 
the person or persons being observed, but becomes sexually aroused by the act of watching. 
Like exhibitionism, virtually all cases of voyeurism occur among men (Langstrom, 2010).

Are acts of watching your partner disrobe or viewing sexually explicit films forms 
of voyeurism? The answer is no. The people who are observed know they are being 
observed by their partners or will be observed by film audiences. Nor is attending a strip 
club for purposes of sexual stimulation considered abnormal, as it does not involve seek-
ing sexual arousal by watching unsuspecting persons. People may also frequent strip 
clubs for reasons other than sexual gratification, such as bonding experiences with friends 
(Montemurro et al., 2003).

The voyeur usually masturbates while watching or while fantasizing about watch-
ing. Voyeurs are often lacking in sexual experiences and may harbor deep feelings of infe-
riority or inadequacy (Leue et al., 2004). Peeping may be the voyeur’s only sexual outlet. 
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Some people engage in voyeuristic acts in which they place themselves in risky situations. 
The prospect of being discovered or injured apparently heightens their excitement.

FROTTEuRISm The French word frottage refers to the artistic technique of making a draw-
ing by rubbing against a raised object. The chief feature of the paraphilia of  frotteurism 
is recurrent, powerful sexual urges, fantasies, or behaviors in which the person becomes 
sexually aroused by rubbing against or touching a nonconsenting person. Frotteurism, also 
called “mashing,” often occurs in crowded places, such as subway cars, buses, or elevators. 
The rubbing or touching, not the coercive aspect of the act, sexually arouses the man. 
He may imagine himself enjoying an exclusive, affectionate sexual relationship with the 
victim. Because the physical contact is brief and furtive, people who perform acts of frot-
teurism stand only a small chance of being caught by authorities. Even victims may not 
realize at the time what has happened or register much protest. In the following case, a 
man victimized about 1,000 women over several years but was arrested only twice.

Bumping on the Subway: A Case of Frotteurism 

A 45-year-old man was seen by a psychiatrist following his second arrest for rubbing 
against a woman in the subway. He would select as his target a woman in her 20s as 
she entered the subway station. He would position himself behind her on the platform 
and wait for the train to enter the station. He would then follow her into the subway 
car and when the doors closed, would begin bumping against her buttocks, while 
fantasizing that they were enjoying having intercourse in a loving and consensual 
manner. About half of the time he would reach orgasm. He would then continue on 
his way to work. Sometimes when he hadn’t reached orgasm, he would change trains 
and seek another victim. While he felt guilty for a time after each episode, he would 
soon become preoccupied with thoughts about his next encounter. He never gave 
any thought to the feelings his victims might have about what he had done to them. 
Although he was married to the same woman for 25 years, he appeared to be rather 
socially inept and unassertive, especially with women.

Adapted from Spitzer et al., 1994, pp. 164–165

PEDOPhILIA The word pedophilia derives from the Greek paidos, 
meaning “child.” People with pedophilia have recurrent and power-
ful sexual urges or fantasies or behaviors involving sexual activity 
with children (typically 13 years old or younger). To be diagnosed 
with pedophilic disorder, the person must be at least 16 years of age 
and at least 5 years older than the child or children toward whom 
the person is sexually attracted or has victimized. However, the 
diagnosis does not apply to a person in late adolescence who has 
a continuing  relationship with a 12 or 13 year old (APA, 2013) In 
some cases, the person with pedophilia is attracted only to children. 
In others, the person is attracted to both children and adults.

Although most cases of pedophilic disorder involve men 
who are sexually attracted to children, it is important to note that 
pedophilia may involve either men or women who seek sexual con-
tact with either boys or girls. Some people with pedophilia restrict 
their deviant activities to looking at or undressing children, whereas 
others engage in exhibitionism, kissing, fondling, oral sex, and anal 
intercourse and, in the case of girls, vaginal intercourse. Not being 
worldly wise, children are often taken advantage of by molesters, 
who inform them they are “educating” them, “showing them some-
thing,” or doing something they will “like.”

What did he just do? Mashing, or 
unwelcome sexual rubbing or touching, 
occurs most often in tight crowded places, 
such as on subway car at rush hour.
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Some pedophilic men limit their sexual activity with children to incestuous rela-
tions with family members; others only molest children outside the family. Sexual moles-
tation of children is a criminal act and deservedly so. But not all child molesters have 
pedophilic disorder. The clinical definition of pedophilic disorder is brought to bear only 
when sexual attraction to prepubescent or early pubescent children is equal or greater 
than sexual attraction to mature individuals. Some child molesters experience pedophilic 
urges only occasionally or during times of opportunity and so would not warrant a diag-
nosis of pedophilic disorder.

Despite the stereotype, most cases of pedophilia do not involve “dirty old men” 
who hang around schoolyards in raincoats. Men with this disorder (virtually all cases 
involve men) are usually (otherwise) law-abiding, respected citizens in their 30s or 40s. 
Most are married or divorced and have children of their own. They are usually well 
acquainted with their victims, who are typically either relatives or friends of the family. 
Many cases of pedophilia are not isolated incidents. They often begin when children 
are very young and continue for years until they are discovered or the relationship is 
broken off.

The origins of pedophilia are complex and varied. Some cases fit the stereotype 
of the weak, shy, socially inept, and isolated man who is threatened by mature relation-
ships and turns to children for sexual gratification because children are less critical and 
demanding. Evidence based on case studies shows that men with pedophilia tend to have 
fewer romantic relationships than other men, and the relationships they do have tend to 
be less satisfying (Seto, 2009). In some cases, childhood sexual experiences with other 
children may have been so enjoyable that the man, as an adult, attempts to recapture the 
excitement of earlier years. In some cases, men who were sexually abused in childhood 
reverse the situation in an effort to establish feelings of mastery.

EFFECTS OF SExuAL ABuSE On ChILDREn High profile cases in the news in recent 
years, such as the conviction of former Penn State assistant football coach Jerry Sandusky, 
have highlighted the problem of child sexual abuse. The occurrence of child sexual abuse 
is much more common than many people suspect.

A recent review of existing research showed that nearly 8% of adult males and 
nearly 20% of adult females reported some form of sexual abuse before the age of 18 
(Pereda et al., 2009). Other recent estimates peg the frequency of sexual abuse during 
childhood at even higher levels—30% of girls and 15% of boys (Irish, Kobayashi, & 
Delahanty, 2010). The typical abuser is not the proverbial stranger lurking in the shad-
ows, but a relative or step-relative of the child, a family friend, or a neighbor—someone 
who has held and then abused the child’s trust.

Sexual abuse can inflict great psychological harm, whether it is perpetrated by a 
family member, an acquaintance, or a stranger. Abused children may suffer from a litany 
of psychological problems involving anger, anxiety, depression, eating disorders, inap-
propriate sexual behavior, aggressive behavior, drug abuse, suicide attempts, posttrau-
matic stress disorder, low self-esteem, sexual dysfunction, and feelings of detachment (e.g., 
Maniglio, 2011; Stoltenborgh et al., 2011). Adults who were sexually abused as children 
stand a higher risk of developing psychological disorders and significant physical health 
problems, as well as problems with memory and cognitive functioning (Gould et al., 2012; 
Irish, Kobayashi, & Delahanty, 2010). A U.K. study showed that people with a history of 
child sexual abuse were between 6 and 10 times more likely to engage in suicidal behavior 
(threatening suicide or making suicide attempts) in adulthood (Bebbington et al., 2009).

We should also note that psychological effects of sexual abuse on children are vari-
able and that no one single pattern applies in all cases. Sexual abuse may also cause genital 
injuries and psychosomatic problems such as stomachaches and headaches.

Younger children sometimes react with tantrums or aggressive or antisocial 
behavior. Older children often develop substance abuse problems. Some abused children 
become socially withdrawn and retreat into fantasy or refuse to leave the house. Abused 
children may also show regressive behaviors, such as thumb sucking, fear of the dark, and 
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fear of strangers. Many survivors of childhood sexual abuse develop posttraumatic stress 
disorder. They suffer flashbacks, nightmares, emotional numbing, and feel alienated from 
other people (Herrera & McCloskey, 2003).

The sexual development of abused children may veer off in dysfunctional direc-
tions. For example, abused children may become prematurely sexually active or promiscu-
ous in adolescence and adulthood (Herrera & McCloskey, 2003). Adolescent girls who 
have been sexually abused tend to be more sexually active than their peers.

The effects of childhood sexual abuse tend to be similar in boys and girls 
(Maikovitch-Fong & Jaffee, 2010). Both tend to become fearful and have trouble sleep-
ing, for example. However, some investigators report finding gender differences in the 
effects of abuse, with the most pronounced difference that boys more often externalize 
their problems, often through physical aggression. Girls more often internalize their dif-
ficulties, for example, by becoming depressed (Edwards et al., 2003).

Psychological problems may continue into adolescence and adulthood in the form 
of posttraumatic stress disorder, anxiety, depression, substance abuse, and relationship 
problems. Late adolescence and early adulthood are particularly difficult times for survi-
vors of child sexual abuse, because unresolved feelings of anger and guilt and a deep sense 
of mistrust can prevent the development of intimate relationships. Evidence shows that 
women who blame themselves for the abuse experience relatively lower self-esteem and 
greater depression than those who do not (Edwards et al., 2003). Childhood sexual abuse 
is also linked to later development of borderline personality disorder, a psychological dis-
order discussed in Chapter 12.

SExuAL mASOChISm Sexual masochism derives its name from the Austrian novelist 
Ritter Leopold von Sacher Masoch (1835–1895), who wrote stories and novels about 
men who sought sexual gratification from women by inflicting pain on themselves, often 
in the form of flagellation (being beaten or whipped). Sexual masochism involves strong 
and recurrent sexual urges, fantasies, or behaviors in which the person becomes sexually 
aroused by being humiliated, bound, flogged, or made to suffer in other ways. In cases of 
sexual masochism disorder, the urges either are acted on or cause significant personal dis-
tress. In some cases of sexual masochism, the person cannot attain sexual gratification in 
the absence of pain or humiliation. Sexual masochism is the one form of paraphilia found 
with some frequency in women, although it is more common among men (Logan, 2008).

In some cases, sexual masochism involves binding or mutilating oneself during 
masturbation or sexual fantasies. In others, a partner is engaged to restrain (bondage), 
blindfold (sensory bondage), paddle, or whip the person. Some partners are prostitutes; 
others are consensual partners who are asked to perform the sadistic role. In some cases, 
the person may desire, for purposes of sexual gratification, to be urinated or defecated 
upon or subjected to verbal abuse. T / F

A most dangerous expression of sexual masochism is hypoxyphilia, in which par-
ticipants become sexually aroused by being deprived of oxygen—for example, by using 
a noose, plastic bag, chemical, or pressure on the chest during a sexual act, such as mas-
turbation. The oxygen deprivation is usually accompanied by fantasies of asphyxiating or 
being asphyxiated by a lover. People who engage in this activity generally discontinue it 
before they lose consciousness, but occasional deaths due to suffocation are reported.

SExuAL SADISm Sexual sadism is named after the infamous Marquis de Sade, the 
18th-century Frenchman who wrote stories about the pleasures of achieving sexual grati-
fication by inflicting pain or humiliation on others. Sexual sadism is the flip side of sexual 
masochism. It is characterized by recurrent, powerful sexual urges, fantasies, or behaviors 
in which the person becomes sexually aroused by inflicting physical or psychological suf-
fering or humiliation on another person.

People with sexually sadistic fantasies sometimes recruit consenting partners, 
who may be lovers or wives with masochistic interests, or prostitutes, who are paid to 
play a masochistic role. But some sexual sadists—a small minority—stalk and assault 

truth OR fiction

Some people cannot become sexually 
aroused unless they are subjected to 
pain or humiliation.

 TRUE These people have a form 
of paraphilia called sexual masochism.
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 nonconsenting victims and become aroused by inflicting pain or suffering on them (Yates 
et al., 2008). Sadistic rapists fall into this last group. Laboratory evidence shows that 
sexual sadists tend to become genitally aroused by scenes of violence or injury to a victim 
in a sexual context (Seto et al., 2012). Let us note, however, that most rapists do not 
become sexually aroused by inflicting pain; many even lose sexual interest when they see 
their victims in pain.

Many people have occasional sadistic or masochistic fantasies or engage in  
sex play involving simulated or mild forms of sadomasochism with their partners. 
Sadomasochism refers to a practice of mutually gratifying sexual interactions involving 
both sadistic and masochistic acts. Stimulation may take the form of using a feather 
brush to “strike” one’s partner, so that no actual pain is administered. This and other 
variations such as love bites, hair pulls, and mild scratching in the context of mutually 
consensual relationships are considered to fall within the normal spectrum of human 
sexual interactions (Laws & O’Donohue, 2012). Rituals such as the “master and slave” 
game are staged, as though they were scenes in a play. People who engage in sadomas-
ochism frequently switch roles. The clinical diagnosis of sexual masochism disorder or 
 sexual sadism disorder is not brought to bear unless these sexual behaviors, urges, or fanta-
sies cause personal distress or negatively impact the person’s ability to function in meeting  
social, occupational, or other roles or risked or caused harm to others.

OThER PARAPhILIAS There are many other paraphilias. These include making obscene 
phone calls (telephone scatologia), necrophilia (sexual urges or fantasies involving contact 
with corpses), partialism (sole focus on part of the body, such as the breasts), zoophilia 
(sexual urges or fantasies involving contact with animals), and sexual arousal associated 
with feces (coprophilia), enemas (klismaphilia), and urine (urophilia).

In the Closer Look feature on page 394, we discuss what may be a new psychologi-
cal disorder—cybersex addiction.

Theoretical Perspectives
As in the case of so many psychological disorders, approaches to understanding the causes 
of paraphilias emphasize psychological and biological factors.

PSyChOLOGICAL PERSPECTIvES Psychodynamic theorists see many of the paraphil-
ias as defenses against leftover castration anxiety from the phallic period of psychosex-
ual development (see Chapter 2) (Friedman & Downey, 2008). In Freudian theory, the 
young boy develops a sexual desire for his mother and perceives his father as 
a rival. Castration anxiety—the unconscious fear that the father will retali-
ate by removing the organ that has become associated with sexual pleasure 
through masturbation—motivates the boy to give up his incestuous yearn-
ings for his mother and identify with the aggressor, his father. But a failure 
to successfully resolve the conflict may lead to leftover castration anxiety in 
adulthood. The unconscious mind equates the disappearance of the penis dur-
ing genital intercourse with adult women with the risk of castration. At an 
unconscious level, left-over castration anxiety prompts the man to displace his 
sexual arousal onto “safer” sexual activities, such as having sexual contact with 
women’s undergarments, surreptitiously viewing others disrobing, or having 
sex with children he can easily control. In exposing his genitals, the exhibition-
ist may be unconsciously seeking reassurance that his penis is secure, as if were 
proclaiming, “Look! I have a penis!” Psychodynamic views of the origins of 
paraphilias remain speculative and controversial. We lack any direct evidence 
that men with paraphilias are handicapped by unresolved castration anxiety.

More recently, theorists speculated that paraphilias such as sexual masochism 
may represent a temporary escape from ordinary selfhood (Knoll & Hazelwood, 2009). 
Focusing on painful and pleasant sensations in the moment, and on the experience of 

Role-playing or paraphilia? Sadomasochism 
is a form of sexual role-playing between 
consensual partners. When does this behavior 
cross the line and become a paraphilia?

10.8 Describe theoretical 
perspectives on paraphilia and 
underlying causal factors.

 Watch the Video Jocelyn: Exploring 
Sadism and  Masochism on MyPsychLab
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being a sexual object, may provide a temporary reprieve from the responsibilities of main-
taining a mature, responsible sense of self.

Learning theorists explain paraphilias in terms of conditioning and observational 
learning. Some object or activity becomes inadvertently associated with sexual arousal. 
The object or activity then gains the capacity to elicit sexual arousal. For example, sex 
researcher June Reinisch (1990) speculates that the earliest awareness of sexual arousal or 
response (such as erection) may have been connected with rubber pants or diapers. The 
person makes an association between the two, setting the stage for the development of a 
rubber fetish. Or a boy who glimpses his mother’s stockings on the towel rack while he 
is masturbating goes on to develop a fetish for stockings (Breslow, 1989). Orgasm in the 
presence of the object reinforces the erotic connection, especially when it occurs repeat-
edly. Yet, if fetishes were acquired by mechanical association, we might expect people to 
develop fetishes to stimuli that are inadvertently and repeatedly connected with sexual 
activity, such as bed sheets, pillows, even ceilings. But they do not. The meaning of the 
stimulus plays a primary role. The development of fetishes may depend on eroticizing cer-
tain types of stimuli (like women’s undergarments) by incorporating them within sexual 
fantasies and masturbation rituals.

Family relationships may play a role. Some transvestite men report a history of 
“petticoat punishment” during childhood. That is, they were humiliated by being dressed 
in girl’s attire. Perhaps, the adult transvestite male is attempting psychologically to con-
vert humiliation into mastery by achieving an erection and engaging in sexual activity 
despite being attired in female clothing.

BIOLOGICAL PERSPECTIvES Researchers are investigating the possible role of biologi-
cal factors in paraphilic behavior. Investigators find evidence of higher-than-average sex 
drives in men with paraphilias, as evidenced by a higher frequency of sexual fantasies and 
urges and a shorter refractory period after orgasm by masturbation (i.e., length of time 
needed to become rearoused) (Haake et al., 2003; Jordan et al., 2011). Some professionals 
refer to the heightened sex drive that may apply to some cases of paraphilia as hypersexual 
arousal disorder—the opposite of hypoactive sexual desire disorder. In such cases, the per-
son may have repeated difficulty controlling urges to engage in illegal or maladaptive 
behaviors, such as frequenting prostitutes, masturbating in public, or uncontrolled use of 
pornography (Levine, 2012).

Other investigators find differences between paraphilic men and male control 
subjects in brain wave patterns in response to paraphilic (fetishistic and sadomasochis-
tic) images and control images (nude women, genital intercourse, oral sex) (Waismann 
et al., 2003). The meaning of these differences is not yet clear, but it is possible that in 
paraphilic men, the brain responds differently to different types of sexual stimuli than 
it does in other men. Recently, investigators found they could distinguish men with 
pedophilia from (nonpedophilic) healthy men with near 100% accuracy by examin-
ing brain responses, as measured by an fMRI scan, to images of nude children versus 
nude women (Ponseti et al., 2012). Other investigators find that pedophilic men show 
evidence of abnormal brain functioning in brain circuits that respond to sexual stimuli 
(Cantor et al., 2008). Although further research is needed, it is conceivable that dis-
turbances in brain networks involved in sexual arousal may increase susceptibility to 
pedophilia in general or perhaps in men with a history of childhood trauma or abuse 
(Cowley, 2008).

With time, we can expect to learn more about the biological underpinnings of 
paraphilic behavior. Like other sexual patterns, paraphilias may have multiple  biological, 
psychological, and sociocultural origins. Might our understanding of them thus be best 
approached from a theoretical framework that incorporates multiple  perspectives? Sex 
researcher John Money (2000), for example, traced the origins of paraphilias to child-
hood. He suggested that childhood experiences etch a pattern in the brain, which he 
called a lovemap. A lovemap determines the types of stimuli and activities that become 
sexually arousing. In the paraphilias, lovemaps may become distorted or “vandalized” 
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by early traumatic experiences. Evidence does tie early  childhood  emotional or sexual 
trauma to later development of paraphilias in many cases (Barbaree & Blanchard, 2008). 
As researcher Gregory Lehne notes, “A boy who is sexually abused may develop paraphilic 
fantasies involving sexual activity with a boy. . . . Being punished or embarrassed by being 
cross-dressed as a young boy may lead to some boys eroticizing the experience, which later 
is expressed as transvestism” (2009, p. 15).

Treatment of Paraphilic Disorders
A major problem with treating paraphilic disorders is that many people who engage in 
these behaviors are generally not motivated to change. They may not want to alter their 
behavior unless they believe that treatment will relieve them from serious  punishment, 
such as imprisonment or loss of a family life. Consequently, they don’t typically seek 
treatment on their own. They usually receive treatment in prison after they have been 
convicted of a sexual offense, such as exhibitionism, voyeurism, or child  molestation. 
Or they are referred to a treatment provider by the courts. Under these circumstances, it 
is not surprising that sex offenders resist treatment. Therapists recognize that treatment 
may be futile when clients lack the motivation to change their behavior. Nonetheless, 
some forms of treatment, principally cognitive-behavioral therapy, may be helpful to sex 
offenders who seek to change their behavior (Abracen & Looman, 2004).

PSyChOAnALySIS Psychoanalysts attempt to bring childhood sexual conflicts (typically 
of an Oedipal nature) into awareness so they can be resolved in light of the individual’s 
adult personality (Laws & Marshall, 2003). Favorable results from individual case studies 
appear in the literature from time to time, but there is a dearth of controlled investiga-
tions to support the efficacy of psychodynamic treatment of paraphilias.

COGnITIvE-BEhAvIORAL ThERAPy Traditional psychoanalysis involves a lengthy pro-
cess of exploration of the childhood roots of the problem. Cognitive-behavioral therapy is 
briefer and focuses directly on changing the problem behavior. Cognitive-behavioral ther-
apy includes a number of specific techniques, such as aversive conditioning, covert sensi-
tization, and social skills training, to help eliminate paraphilic behaviors and strengthen 
appropriate sexual behaviors (Krueger & Kaplan, 2002). In many cases, a combination of 
methods is used.

The goal of aversive conditioning (also called aversive therapy) is to induce a nega-
tive emotional response to unacceptable stimuli or fantasies. Applying a conditioning 
model, sexual stimuli involving children are repeatedly paired with an aversive stimulus 
(e.g., an unpleasant smell such as ammonia) in the hope that the  person will develop a 
conditioned aversion toward the paraphilic stimulus (Seto, 2009). Aversive conditioning 
can reduce sexual arousal in response to children as stimuli, but  questions remain about 
how lasting these effects may be (Marshall & Laws, 2003; Seto, 2009).

Covert sensitization is a variation of aversion therapy in which paraphilic fantasies 
are paired with aversive stimuli in imagination. In a landmark study, men with pedophilia 
and men who had engaged in exhibitionism were first instructed to fantasize pedophilic 
or exhibitionistic scenes (Maletzky, 1980).Then,

At a point . . . when sexual pleasure is aroused, aversive images are 
 presented. . . . Examples might include a pedophiliac fellating a child, but 
discovering a festering sore on the boy’s penis, an exhibitionist exposing 
to a woman but suddenly being discovered by his wife or the police, or a 
pedophiliac laying a young boy down in a field, only to lie next to him in 
a pile of dog feces. (Maletzky, 1980, p. 308)

In a 25-year follow-up study of 7,275 sex offenders who received similar treat-
ment, Maletzky and Steinhauser (2002) found that benefits were maintained for many 

10.9 Describe methods of 
treating paraphilic disorders.
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a ClOseR look

“Cybersex Addiction”—A New Psychological Disorder?

I nternet use has exploded in recent years, and cybersex is 
a major factor accounting for this growth. People are log-
ging on to view adult sites on the Internet, engaging in 

online sex with people in Internet chat rooms, and sometimes 
progressing to real-life sexual encounters with people they 
meet online.

For some, the attraction to cybersex may be a relatively harm-
less recreational pursuit. But experts express concern that 
for others, easy access to cybersex is feeding a new type of 
psychological disorder called cybersex addiction (Green et al., 
2012; Philaretou et al., 2005). An estimated 6% of adult users 
of the Internet show evidence of sexual compulsiveness in their 
online behavior, such as experiencing withdrawal symptoms 
when they are away from the Internet for a length of time 
(Bailey, 2003a).

People with cybersex compulsions can be likened to drug 
addicts, using the Internet for gratification in much the same 
way that a drug addict uses a drug of choice (Cooper et al., 
2004; Schneider, 2005). Based on a survey of 9,265 men and 
women who admitted surfing the ‘Net for sex, psychologist Al 
Cooper and his colleagues (2000) concluded that the ‘Net is 
“the crack cocaine of sexual compulsivity,” with at least 1% of 
respondents strongly addicted to online sex. Although some 
studies find that men who become addicted to online sex 
have ample sexual opportunities in the real world, other stud-
ies find them to be lonelier than other men (Yoder  
et al., 2005).

Physician Jennifer Schneider (2003, 2004) conducted a survey 
of 94 family members affected by cybersex addiction and found 
that it can arise even among people who are in good relation-
ships and who have an abundance of sexual opportunities. “Sex 
on the ‘Net is just so seductive and it’s so easy to stumble upon 
it [that] people who are vulnerable can get hooked before they 
know it” (cited in Brody, 2000).

Schneider (2005) defends the view that cybersex addiction is 
a true addiction, characterized by “loss of control, continua-
tion of the behavior despite significant adverse consequences, 
and preoccupation or obsession with obtaining the drug or 
pursuing the behavior.” Although behavioral addictions do 
not involve taking drugs, they may cause changes in the brain, 
such as releasing endorphins—brain chemicals whose actions 
mimic those of the narcotic morphine—that maintain the 
behavior.

Sexual arousal and orgasm also reinforce the behavior. As 
researcher Mark Schwartz noted: “Intense orgasms from 
the minimal investment of a few keystrokes are powerfully 
 reinforcing. Cybersex affords easy, inexpensive access to a 

myriad of ritualized encounters with idealized partners” (cited in 
Brody, 2000).

As with other addictions, tolerance to cybersex stimulation 
can develop, prompting the person to take more and more 
risks to recapture the initial high. Online viewing that began 
as a harmless recreation can become all-consuming and even 
lead to real sexual encounters with people met online. People 
with cybersex compulsions sometimes ignore their partners 
and children and risk their jobs. Many companies monitor 
employees’ online activities, and visits to sexual sites can cost 
employees their jobs. Schneider reports other adverse conse-
quences, including broken relationships. Partners often report 
feeling betrayed, ignored, and unable to compete with the 
online fantasies.

A 34-year-old woman married 14 years wondered how she 
could possibly compete with all the anonymous women her 
husband brought into bed with her in his mind. She felt that 
her bed, which once had been a place of intimacy for them, 
was now crowded with all these faceless strangers (Brody, 
2000).

Cybersex addiction is not yet recognized as an official diagnostic 
category. Nor can we clearly determine where recreational use 
of sexual material on the Internet ends and sexual compulsion 
begins. Yet, the problem of cybersex compulsion continues to 
grow, especially now that broadband availability allows for the 
streaming of explicit sexual video programming to computer 
screens around the world.

Cybersex addiction. Easy access to cybersex may be feeding 
a new psychological disorder called cybersex addiction. Many 
compulsive users of online sexual content deny that they have a 
problem, even though their behavior can seriously disrupt their 
work and home lives.
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men with exhibitionism but few with pedophilia. However, fewer than 50% of the origi-
nal participants could be contacted after this amount of time had elapsed.

Social skills training helps the individual improve his ability to develop and main-
tain relationships with adult partners. The therapist might first model a desired behavior, 
such as asking a woman out on a date or handling rejection. The client might then rehearse 
the behavior with the therapist playing the woman’s role. The therapist provides feedback 
and additional guidance and modeling to help the client further improve his social skills.

Research on the effectiveness of cognitive-behavioral techniques is limited by the 
absence of untreated control groups (Seto, 2009). Consequently, we cannot discount the 
possibility that other factors, such as fears of legal consequences, influenced the outcomes.

BIOmEDICAL ThERAPIES There is no magic pill or other medical cure for paraphilic 
disorders. Yet, progress is reported in treating exhibitionism, voyeurism, and fetishism 
with SSRI antidepressants, such as Prozac (Bradford, 2001; Thibaut, 2011) Why SSRIs? 
We noted in Chapter 5 that SSRIs are often helpful in treating obsessive–compulsive 
disorder, a psychological disorder characterized by recurrent obsessions and compul-
sions. Paraphilias appear to mirror these behavioral patterns, which suggests that they 
may fall within an obsessive– compulsive spectrum of behaviors. People with paraphilias 
often experience obsessive thoughts or images of the paraphilic object or stimulus, such 
as intrusive and recurrent mental images of young children. Many also feel compelled to 
repeatedly carry out the paraphilic acts.

Antiandrogen drugs reduce levels of testosterone in the bloodstream. Testosterone 
energizes sexual drives, so the use of antiandrogens may reduce sexual drives and urges, 
including urges to sexually offend and related fantasies, especially when they are used 
in combination with psychological treatment (Briken et al., 2011; Houts et al., 2011; 
Thibaut, 2011). However, antiandrogens do not completely eliminate paraphilac urges, 
nor do they change the types of erotic stimuli to which the client is attracted.

Before moving on, you may want to review Table 10.3, which provides an over-
view of paraphilias.

Rape
Ann, a college student who met a young man at a party, offered the following account  
of a rape.

“I” “I Never Thought It Would Happen to Me” 

I first met him at a party. He was really good looking and he had a great smile.  
I wanted to meet him but I wasn’t sure how. I didn’t want to appear too forward.  
Then he came over and introduced himself. We talked and found we had a lot in 
 common. I really liked him. When he asked me over to his place for a drink, I thought 
it would be OK. He was such a good listener, and I wanted him to ask me out again.

When we got to his room, the only place to sit was on the bed. I didn’t want him 
to get the wrong idea, but what else could I do? We talked for a while and then he 
made his move. I was so startled. He started by kissing. I really liked him so the kissing 
was nice. But then he pushed me down on the bed. I tried to get up and I told him 
to stop. He was so much bigger and stronger. I got scared and I started to cry. I froze 
and he raped me.

It took only a couple of minutes and it was terrible, he was so rough. When it 
was over he kept asking me what was wrong, like he didn’t know. He had just forced 
himself on me and he thought that was OK. He drove me home and said he wanted 
to see me again. I’m so afraid to see him. I never thought it would happen to me.

From the Author’s Files

10.10 Identify the major  
types of rape, describe the 
effects of rape, and identify 
factors involved in rape.
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table 10.3 

Overview of Paraphilias

major Types of Paraphilias:  Atypical or deviant patterns of sexual gratification; excepting masochism, these disorders occur almost 
exclusively among males

Exhibitionism Sexual gratification from exposing one’s genitals in public

voyeurism Sexual gratification from observing unsuspecting others who are naked, undressing, or 
engaging in sexual arousal

Sexual masochism Sexual gratification associated with the receipt of humiliation or pain

Fetishism Sexual attraction to inanimate objects or particular body parts

Frotteurism Sexual gratification associated with acts of bumping or rubbing against nonconsenting 
strangers

Sexual Sadism Sexual gratification associated with inflicting humiliation or pain on others

Transvestic Fetishism Sexual gratification associated with cross-dressing

Pedophilia Sexual attraction to children

Causal Factors: multiple causes may be involved

Learning Perspective •   Atypical stimuli become conditioned stimuli for sexual arousal as the result of prior 
pairing with sexual activity

•   Atypical stimuli may become eroticized by incorporating them within erotic and 
masturbatory fantasies

Psychodynamic Perspective •   Unresolved castration anxiety from childhood leads to sexual arousal being displaced 
onto safer objects or activities

multifactorial Perspective •   Sexual or physical abuse in childhood may corrupt normal sexual arousal patterns

Treatment Approaches: Results remain questionable

Biomedical Treatment •  Drugs to help individuals control deviant sexual urges or reduce sexual drives

Cognitive-Behavioral Therapy •   Includes aversive conditioning (pairing deviant stimuli with aversive stimuli), covert 
sensitization (pairing the undesirable behavior with an aversive stimulus in imagination), 
and nonaversive methods such as social skills training that help individuals acquire more 
adaptive behaviors

Rape, especially date rape, is a pressing concern on college campuses, where thou-
sands of women have been raped by dates or acquaintances. College men frequently per-
ceive their dates’ protests as part of an adversarial sex game. Consider the comments of 
Jim, the man who raped Ann.

“I” “Why Did She Put Up Such a Big Struggle?” 

I first met her at a party. She looked really hot, wearing a sexy dress that showed off 
her great body. We started talking right away. I knew that she liked me by the way she 
kept smiling and touching my arm while she was speaking. She seemed pretty relaxed 
so I asked her back to my place for a drink. . . . When she said yes, I knew that I was 
going to be lucky!

When we got to my place, we sat on the bed kissing. At first, everything was 
great. Then, when I started to lay her down on the bed, she started twisting and say-
ing she didn’t want to. Most women don’t like to appear too easy, so I knew that she 
was just going through the motions. When she stopped struggling, I knew that she 
would have to throw in some tears before we did it.

She was still very upset afterwards, and I just don’t understand it! If she didn’t 
want to have sex, why did she come back to the room with me? You could tell by the 
way she dressed and acted that she was no virgin, so why she had to put up such a 
big struggle I don’t know.

From the Author’s Files
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Rape is not classified as a mental disorder in the DSM system, and rapists do 
not necessarily suffer from any diagnosable disorder. However, its violent nature and the 
often devastating effects it has on its victims place rape and other forms of sexual assault 
squarely within the framework of abnormal behavior. Moreover, rape survivors often 
experience a range of health problems, both psychological and physical.

Many rape survivors are traumatized by the experience (Bryant-Davis, 2011; 
Gannon et al., 2008; Kaczmarek, LeVine, & Segal, 2006). They may have trouble 
sleeping and cry frequently. They may report eating problems, cystitis, headaches, 
 irritability, mood changes, anxiety and depression, and menstrual irregularity. 
Survivors may become withdrawn, sullen, and mistrustful. Women who are raped 
may at least partly blame themselves, which can lead to feelings of guilt and shame. 
Emotional   distress tends to peak by about three weeks following the attack and 
generally remains high for a month or so, before beginning to decline (Duke et al., 
2008; Littleton & Henderson, 2009). But many survivors encounter lasting prob-
lems. A study of women in the military who had survived rape and physical abuse 
found  psychological and health-related problems a decade after the assault (Sadler  
et al., 2000). Some survivors suffer physical injuries and sexually transmitted infec-
tions, even HIV/AIDS.

The Federal Bureau of Investigation reports that nearly 90,000 forcible rapes 
occur annually in the United States (Rabin, 2011). However, these crime statistics greatly 
underreport the actual incidence of rape, because the great majority of rapes are not 
reported to authorities or prosecuted. Many women do not report rape because they fear 
being humiliated by the criminal justice system. Some fear reprisal from their families or 
from the rapist himself. Many women mistakenly believe that coercive sex is rape only 
when the rapist is a stranger or uses a weapon.

A recent national survey found that nearly one in five women reported being 
raped or experiencing an attempted rape (Rabin, 2011). Based on this survey, we can 
estimate the number of women who suffer rape or attempted rape at 1.3 million women 
annually. Other estimates suggest that about one in four women in the United States will 
suffer rape at some point in their lifetimes (Campbell & Wasco, 2005). Although women 
of all ages are at risk of being raped, two of three rapes involve young women between the 
ages of 11 and 24, and about 80% involve girls and young women under the age of 25 
(CDC, 2011).

Types of Rape
The main types of rape include stranger rape, acquaintance rape, marital rape, and male 
rape. Stranger rape is committed by an assailant (or assailants) who is not acquainted 
with the victim. The stranger rapist tends to select targets who appear vulnerable—
women who live alone, who are walking deserted or dimly lit streets, or who are asleep 
or drugged.

According to the U.S. Department of Justice (2006), more than four out of five 
rapes are acquaintance rapes—rapes committed by people known to the victim. Survivors 
of rape may not perceive sexual assaults by acquaintances as rapes. Even if a police report 
is filed, it may be treated as “misunderstanding” or “lovers’ quarrel,” rather than a vio-
lent crime. Only about one-quarter of the women in a large-scale national college survey 
who were sexually assaulted viewed themselves as victims of rape (Koss & Kilpatrick, 
2001; Rozee & Koss, 2001). This bears repeating: Only about one in four college women 
labeled what happened to them when they were sexually assaulted as rape.

Figure 10.2 shows the relationship patterns of rapist and victim based on the same 
national survey of college women. This survey revealed a disturbingly high percentage of 
college women reporting they had experienced either rape (15.4%) or attempted rape. In 
nearly 90% of the rapes in the college sample, the woman was acquainted with the assail-
ant. In any given year, about 3% of college women in the United States suffer rape or 
attempted rape (Fisher et al., 2003). T / F

truth OR fiction

College women are more likely to be 
raped by strangers than by men they 
know.

 FALSE  According to a large-scale 
college survey, most rapes of college 
women are committed by men with 
whom they are acquainted.
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Date rape is a kind of acquaintance rape. Surveys show that as many 
as one college woman in four reports being forced into sexual intercourse by 
a date (McAnulty, 2012). Date rape is more likely to occur when the couple 
has been drinking and then park in the man’s car or return to his room. Men 
tend to perceive a date’s willingness to go home with him as a sign of willing-
ness to have sexual relations. Most men who engage in date rape overcome 
the women’s protests by force.

According to the national college survey, the great majority of 
rapes of college women were committed by men with whom the women 
were acquainted, including dates, nonromantic acquaintances, and family 
 members (see Table 10.2).

Some date rapists mistakenly believe that acceptance of a date implies 
willingness to engage in sexual relations. They may believe that a woman they 
take out to dinner should pay with sex. Men may think that women who 
frequent singles bars and similar places are automatically willing to have sex. 
Some date rapists believe that women who resist advances are simply trying 

not to look “easy.” These men misinterpret resistance as a ploy in the “battle of the sexes.” 
Like Jim, who raped Ann in his dorm room, they may believe that when a woman says 
no, she means yes, especially when a sexual relationship had been established.

Investigators report that 10% to 14% of married women suffer marital rape 
(Martin, Taft, & Resick, 2007). A traditional-minded husband may think he is entitled 
to have sex with his wife whenever he wishes. He may see sex as his wife’s duty, even when 
she is unwilling. But rape is rape, regardless of the woman’s marital status. Men who are 
better educated and less accepting of traditional stereotypes about relationships between 
men and women are less likely to commit marital rape (Basile, 2002).

Gang rapists seek to exercise power over their victims and typically try to impress 
their friends by conforming to the stereotype of the tough “he-man.” Consider the case of 
Kurt, who committed multiple rapes with his friend, Pete.

“I” “I Couldn’t Chicken Out” 

I always looked up to Pete and felt second-class to him. I felt I owed him and couldn’t 
chicken out on the rapes. I worshiped him. He was the best fighter, lover, water-skier, 
motorcyclist I knew. Taking part in the sexual assaults made me feel equal to him. . . . 
I didn’t have any friends and felt like a nobody. . . . He brought me into his bike club. 
He made me a somebody.

I’d go to a shopping center and find a victim. I’d approach her with a knife or a 
gun and then bring her to him. He’d rape her first and then I would. . . . We raped 
about eight girls together over a four-month period.

Groth & Birnbaum, 1979, p. 113

A commonly held myth is that men cannot be victims of rape (Peterson et al., 
2010). Although women are much more likely to be raped, recent estimates indicate that 
some 1% to 3% of men at some point in their lives become victims of rape—defined as 
forced oral or anal penile penetration—(Rabin, 2012). Most men who engage in male 
rape are heterosexual. Their motives often include domination and control, revenge 
and retaliation, sadism and degradation, and—when the rape is carried out by a gang 
 member—status and affiliation (Krahe, Waizenhofer, Moller, 2003). Sexual motives are 
often minimal or absent. As with women who are raped, male rape survivors often suffer 
serious physical and psychological effects (Peterson et al., 2010; Rabin, 2012).

Theoretical Perspectives
Many motives underlie rape. Feminists see rape as an expression of men’s desire to 
dominate and degrade women, to establish unquestioned power and superiority over 

figure 10.2 
Relative percentages of stranger rapes 
and acquaintance rapes. 
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them. Other theorists argue that sexual moti-
vation plays a key role in many kinds of rape, 
 particularly acquaintance rape, date rape, and 
marital rape (Baumeister, Catanese, & Wallace, 
2002; Bushman et al., 2003). In such cases, the 
motive may be largely sexual, but make no mis-
take—coerced sex in any form is an act of vio-
lence. Rape often occurs in a context of other 
forms of violent behavior (Gannon et al., 2008). 
For some rapists, violent cues appear to enhance 
sexual arousal, so they are motivated to com-
bine sex with aggression. Some rapists who were 
abused as children may humiliate women as a way 
of expressing anger and power over women and of 
taking revenge.

Social attitudes and cultural myths also 
contribute to the high incidence of rape (Davies 
et al., 2012). Many people believe myths about 
rape, such as “Women say no when they mean 
yes.” Yet another myth is that deep down inside, 
women want to be raped. Certainly, the popular 
media contribute to this belief when they por-
tray a woman as first resisting a man’s advances 
but then yielding to his overpowering masculin-
ity. These myths have the effect of blaming the 
victim for the assault and legitimizing rape in the 
eyes of the public. Although both women and 
men believe some rape myths, researchers find 
that college men are more likely than college 
women to hold such beliefs (Maxwell, Robinson, 
& Post, 2003; Osman, 2003). The nearby ques-
tionnaire will afford you insight as to whether 
you believe in myths that have the effect of legiti-
mizing rape. T / F

Although some rapists show evidence of 
psychopathology on psychological tests, especially antisocial or psychopathic traits, 
many do not (Lalumière et al., 2005a). Psychological tests such as the Minnesota 
Multiphasic Personality Inventory (MMPI) (see Chapter 3) fail to identify any partic-
ular rapist profile based on personality traits (Gannon et al., 2008). The very normal-
ity of many rapists on psychological instruments suggests that socialization of young 
men plays an important role in creating a climate of sexual aggression. T / F

Perhaps, as some researchers contend, our society breeds rapists by socializing men 
into socially and sexually dominant roles (Malamuth, Huppin, & Paul, 2005; Steinfeldt 
& Steinfeldt, 2012). Men are often reinforced from childhood for aggressive and com-
petitive behavior. They may learn to “score” at all costs, whether they are on the ball field 
or in the bedroom. Such socialization influences may also lead men to reject “feminine” 
traits such as tenderness and empathy that might restrain aggression. Adding alcohol to 
the mix further increases the risk of sexual assault (Cole, 2006). A rapist may be just like 
the boy next door; in fact, he may be the boy next door. We end with two questions that 
we hope will provoke some thoughtful discussion: What are we teaching our sons? How 
can we teach them differently?

truth OR fiction

Deep down, most women desire to be 
raped.

 FALSE  This is an example of a 
rape myth. Holding such a belief can 
lead to blaming the victim and excusing 
perpetrators of sexual violence.

truth OR fiction

Rapists are mentally ill.

 FALSE  Rape is a violent crime, 
not a symptom of a mental disorder. 
Many rapists do not show evidence 
of psychopathology. Rape is a form 
of social deviance, and rapists should 
be held accountable under the law for 
their violent acts.

questionnaire

Beliefs That Create a Climate That  
Supports Rape

I ndicate whether you believe each of the following statements is true or false 
by circling the letters T or F.  Then use the scoring key at the end of the  
chapter to interpret your responses.

 1. T F A woman who has a drink in a bar with a guy is just asking 
for sex.

 2. T F Women cry rape when they can’t admit to themselves that 
they wanted sex.

 3. T F When a woman touches a man in a certain way, she should 
let him go all the way.

 4. T F Women who dress seductively are basically just “asking for 
it.”

 5. T F Most women can prevent a man from taking advantage of 
them if they really wanted to.

 6. T F When a woman says “no,” it’s generally because she 
doesn’t want the man to think she is easy.

 7. T F Women may have a hard time admitting it, but they really 
want a man to overpower them.

 8. T F Date rape is basically a problem of miscommunication 
between a man and a woman.

 9. T F Many women who say they really don’t want sex are just 
not honest with themselves.

10. T F A woman wouldn’t accompany a man back to his room 
after a date unless she really wanted to have intercourse.
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Gender Dysphoria
10.1 Describe the key features of gender dysphoria.
People with gender dysphoria experience their biologic sex as a source 
of persistent and intense distress. People with the disorder may seek to 
change their sex organs to resemble those of the other sex, and many 
undergo hormone treatments and/or surgery to achieve this end.
10.2 Explain the difference between gender dysphoria and 
homosexuality.
In gender dysphoria, there is a mismatch between one’s psychological 
sense of being male or female and one’s anatomic sex that is associ-
ated with significant distress or discomfort. Sexual orientation relates 
to the direction of one’s sexual attraction—toward members of one’s 
own sex or the other sex. Unlike people with gender dysphoria, peo-
ple with a gay male or lesbian sexual orientation have a gender iden-
tity that is consistent with their biologic sex.
10.3 Describe major theoretical perspectives on transgender 
identity.
Although the causes of transgender identity remain unknown, psy-
chodynamic theorists emphasize the role of extremely close mother–
son relationships and fathers who were absent or detached, whereas 
learning theorists focus on socialization patterns encouraging the 
development of cross-gender behavior. Biological explanations focus 
on genetic factors influencing the release of sex hormones in prenatal 
development involved in sculpting the brain along masculine or fem-
inine lines. Biological factors operating during prenatal development 
may create a predisposition that interacts with early life experiences 
in leading to the development of transgender identity.

Sexual Dysfunctions
10.4 Define the term sexual dysfunction and identify three 
major categories of sexual dysfunctions and specific disorders 
within each type.
A sexual dysfunction is a persistent or recurrent pattern involving 
lack of sexual desire, problems in becoming sexually aroused, and/or 
problems in reaching orgasm. Sexual dysfunctions can be classified in 
three general categories: (1) disorders involving low sexual desire or 
impaired arousal (female sexual interest/arousal disorder, male hypo-
active sexual desire disorder, erectile disorder); (2) disorders involving 
impaired orgasmic response (female orgasmic disorder, delayed ejacu-
lation, and premature or early ejaculation); and (3) disorders involv-
ing sexual pain (genito-pelvic pain/penetration disorder).
10.5 Describe causal factors involved in sexual dysfunctions.
Sexual dysfunctions can stem from biological factors (such as 
fatigue, disease, the effects of aging, or the effects of alcohol and 

other drugs), psychological factors (such as performance anxiety, 
lack of sexual skills, disruptive cognitions, relationship problems), 
and sociocultural factors (such as sexually restrictive cultural 
 learning).
10.6 Describe methods used to treat sexual dysfunctions.
Sex therapy is a cognitive-behavioral approach that helps people 
overcome sexual dysfunctions by enhancing self-efficacy expectan-
cies, teaching sexual skills, improving communication, and reducing 
performance anxiety. Biomedical approaches include hormone treat-
ments and most commonly, the use of drugs to facilitate blood flow 
to the genital region (Viagra and its chemical cousins) or to delay 
ejaculation (SSRIs).

Paraphilic Disorders
10.7 Define the term paraphilia and identify major types of 
paraphilia.
A paraphilia is a sexual deviation involving patterns of arousal to 
atypical stimuli such as nonhuman objects (e.g., shoes or clothes), 
humiliation or the experience of pain in oneself or one’s partner, or 
children. Paraphilias include exhibitionism, fetishism, transvestic 
fetishism, voyeurism, frotteurism, pedophilia, sexual masochism, and 
sexual sadism. Although some paraphilias are essentially harmless 
(such as fetishism), others, such as pedophilia and sexual sadism with 
nonconsenting individuals, certainly do harm victims.
10.8 Describe theoretical perspectives on paraphilias and 
underlying causal factors.
Psychoanalysts see many paraphilias as defenses against castra-
tion anxiety. Learning theorists attribute paraphilias to early learn-
ing experiences. Biological factors may also be implicated, such as 
higher-than-normal sex drives and corrupted sexual arousal patterns 
in people with paraphilias.
10.9 Describe methods for treating paraphilic disorders.
Various treatment programs have been used with varying success, 
including psychoanalytic therapy, cognitive-behavioral therapy 
involving aversive conditioning, covert sensitization, and social skills 
training, and biological therapies, including use of SSRI antidepres-
sants and antiandrogen drugs.

Rape
10.10 Identify the major types of rape, describe the effects 
of rape, and identify factors involved in rape.
The major types of rape include stranger rape, acquaintance rape, 
date rape, marital rape, and male rape. Many survivors of rape suf-
fer physical and/or psychological trauma, such as posttraumatic 
stress disorder. They have trouble sleeping, cry frequently, may 
become sullen and mistrustful, and may blame themselves. There 
may be injuries to the genital organs and other parts of the body, 
and the victim may be infected with sexually transmitted diseases. 
Men rape women as a way of dominating them and as a way of 
coercing them into sexual activity. Cultural myths about rape have 
the effects of blaming the victim and creating a climate that legiti-
mizes rape. For some rapists, sexual arousal and violence become 
fused together.

summing up10
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Based on your reading of this chapter, answer the following questions:

• What is the difference between transgender identity and a gay 
male or lesbian sexual orientation?

• Do you believe people who engage in exhibitionism, voyeurism, 
and sexual acts with children should be punished, treated, or 
both? Explain.

• Can you think of examples in your own life in which you have 
been affected by performance anxiety? What did you do about it?

• If you had a sexual dysfunction, would you be willing to seek help 
for it? Why or why not?

critical thinking questions

gender identity 367
gender dysphoria 367
transgender identity 367
sexual dysfunctions 371
male hypoactive sexual desire 

disorder 372
female sexual interest/arousal  

disorder 372

erectile disorder 373
female orgasmic  

disorder 373
delayed ejaculation 373
premature (early)  

ejaculation 373
genito-pelvic  

pain/penetration 374

vaginismus 374
paraphilias 384
exhibitionism 385
fetishism 386
transvestism 386
voyeurism 387
frotteurism 388
pedophilia 388

sexual masochism 390
hypoxyphilia 390
sexual sadism 390
sadomasochism 391
rape 397

key terms

Scoring Key for the Rape Beliefs Scale
This scale comprises a set of commonly held myths about rape.  
If you answered “true’” to any of these items, you may wish to use 
your critical thinking skills to reexamine your beliefs.  For example, 
the belief that women truly want to be overpowered by a man is a 
common rationalization rapists use to justify their behavior.  How 
can a person possibly know what another person truly wants unless 
the other person expresses it?  Rape myths are often used as self-
serving justifications to explain away unacceptable behavior. 

To be perfectly clear, when someone says “no” in a sexual context, 
it means “no.”  Not maybe, not perhaps, not in a few minutes, but 
simply, no. In addition, consenting to some forms of intimate con-
tact, whether it be kissing, fondling, or oral sex does not imply con-
sent to genital intercourse or other sexual activities. A person always 
retains the right at any time to say “no” or to place limits on what 
the person is willing to do. 
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“I” “I Hear Something You Can’t Hear”
It was a hot night in August 1976, the summer of my seventeenth year, when, unin-
vited and unannounced, the Voices took over my life.

I was going into my senior year in high school, so this was to be my last year 
at summer camp. College, a job, adulthood, responsibility—they were all just around 
the corner. But for the moment I wasn’t prepared for anything more than a summer of 
fun. I certainly wasn’t prepared to have my life change forever… .

“You must die!” Other Voices joined in. “You must die! You will die!”
At first I didn’t realize where I was. Was I at the lake? Was I asleep? Was I 

awake? Then I snapped back to the present. I was here at camp, alone. My summer-
time fling was long gone, two years gone. That long-ago scene was being played out 
in my mind, and in my mind alone. But as soon as I realized that I was in my bunk, and 
awake—and that my roommate was still sleeping peacefully—I knew I had to run.  
I had to get away from these terrible, evil Voices… .

Since that time, I have never been completely free of those Voices. At the 
beginning of that summer, I felt well, a happy, healthy girl—I thought—with a normal 
head and heart. By summer’s end, I was sick, without any clear idea of what was hap-
pening to me or why. And as the Voices evolved into a full-scale illness, one that I only 
later learned was called schizophrenia, it snatched from me my tranquility, sometimes 
my self-possession, and very nearly my life.

learning objectives
11.1 

Define the term schizophrenia.

11.2 
Describe the course of development 

of schizophrenia.

11.3 
Describe the key features of schizophrenia.

11.4 
Describe the psychodynamic and learning 

theory viewpoints on schizophrenia.

11.5 
Describe the biological bases 

of schizophrenia.

11.6 
Describe the role of family 
factors in schizophrenia.

11.7 
Apply the diathesis–stress model to 
the development of schizophrenia.

11.8 
Evaluate the methods used 

to treat schizophrenia.

11.9 
Describe the general features of other 

disorders in the schizophrenia spectrum.

11
truth OR fiction

T  F   Visual hallucinations (“seeing things”) are the most common type of  
hallucinations in people with schizophrenia. (p. 412 )

T  F   It is normal for people to hallucinate nightly. (p. 413 )

T  F   If you have both parents with schizophrenia, it’s nearly certain that you will 
develop schizophrenia yourself. (p. 417 )

T  F   If you are an adopted child raised by a parent with schizophrenia, you have 
about the same chance of developing schizophrenia as biological children 
of parents with schizophrenia. (p. 418)

T  F   Scientists believe that a defect on one particular gene causes  
schizophrenia, but they haven’t yet been able to identify the defective 
gene. (p. 419 )

T  F   Although schizophrenia is widely believed to be a brain disease, we still 
lack evidence of abnormal functioning in the brains of schizophrenia 
patients. (p. 421)

T  F   We now have drugs that not only treat schizophrenia but also can cure it in 
many cases. (p. 429)

T  F   Some people have delusions that they are loved by a famous person.  
(p. 434)

Schizophrenia typically develops in late adolescence or early adulthood, at the very time 
that young people are making their way from the family into the outside world (Dobbs, 
2010; Tandon, Nasrallah, & Keshavan, 2009). For a young woman named Lori Schiller, 
the first psychotic  episode or break with reality (“first break”) came during her last year at 
summer camp.
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Along the way I have lost many things: the career I might have pursued, the 
husband I might have married, the children I might have had. During the years when 
my friends were marrying, having their babies and moving into the houses I once 
dreamed of living in, I have been behind locked doors, battling the Voices who took 
over my life without even asking my permission.

From Schiller & Bennett, 1994

Schizophrenia is perhaps the most puzzling and disabling psychological disorder. It is the 
condition that best corresponds to popular conceptions of madness or lunacy. Although 
researchers are probing the psychological and biological foundations of schizophrenia, 
the disorder remains largely a mystery. In this chapter, we consider what we know about 
schizophrenia and what remains to be learned. Schizophrenia is not the only type of psy-
chotic disorder in which a person experiences a break with reality. In this chapter, we also 
consider other psychotic disorders, including brief psychotic disorder, schizophreniform 
disorder, schizoaffective disorder, and delusional disorder. These disorders along with 
schizophrenia and a type of personality disorder called schizotypal personality disorder 
are classified in the DSM-5 within a spectrum of schizophrenia-related disorders called 
Schizophrenia Spectrum and Other Psychotic Disorders. These disorders, excepting 
schizotypal personality disorder which is discussed in Chapter 12, are the focus of our 
study in this chapter, beginning with schizophrenia.

Schizophrenia
Schizophrenia is a chronic, debilitating disorder that touches every facet of the affected 
person’s life. People who develop schizophrenia become increasingly disengaged from 
society. They fail to function in the expected roles of student, worker, or spouse, and their 
families and communities grow intolerant of their deviant behavior.

Acute episodes of schizophrenia involve a break with reality characterized by 
symptoms such as delusions, hallucinations, illogical thinking, incoherent speech, and 
bizarre behavior. Between acute episodes, people with schizophrenia may have lingering 
deficits, such as being unable to think clearly, speak only in a flat tone, have difficulty 
perceiving emotions in other people’s voices or facial expressions, and may show little, 
if any, facial expressions of emotions themselves (Comparelli et al., 2013; Gold et al., 
2012). Continuing impairment makes it difficult for schizophrenia patients to function 
in their daily lives, including holding a job. On a more positive note, 40% or more of 
schizophrenia patients have long periods of remission (i.e., no disturbing symptoms and 
ability to work in some capacity) lasting a year or longer (Jobe & Harrow, 2010). Some 
patients also remain free of disturbing symptoms for a number of years even when they 
are unmedicated (Jobe & Harrow, 2010; Harrow & Jobe, 2007).

Schizophrenia often elicits fear, misunderstanding, and condemnation rather than 
sympathy and concern. It strikes at the heart of the person, stripping the mind of the inti-
mate connections between thoughts and emotions, and filling it with distorted percep-
tions, false ideas, and illogical conceptions, as in the following case example.

Angela’s “Hellsmen” 

Angela, 19, was brought to the emergency room by her boyfriend, Jaime, because 
she had cut her wrists. When she was questioned, her attention wandered. She 
seemed transfixed by creatures in the air, or by something she might be hearing. 
It seemed as if she had an invisible earphone.

Angela explained that she had slit her wrists at the command of the “hellsmen.” 
Then she became terrified. Later she related that the hellsmen had cautioned her not to dis-
close their existence. Angela feared that the hellsmen would punish her for her indiscretion.

11.1 Define the term 
schizophrenia.

A beautiful mind. In the movie A Beautiful 
Mind, Russell Crowe portrayed Nobel Prize 
winner John Nash (shown here), a brilliant 
mathematician whose mind captured 
the beautiful intricacies of mathematical 
formulations but was also twisted by 
the delusions and hallucinations of 
schizophrenia.
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Jaime related that Angela and he had been living together for nearly a year. 
They had initially shared a modest apartment in town. But Angela did not like being 
around other people and persuaded Jaime to rent a cottage in the country. There 
Angela spent much of her days making fantastic sketches of goblins and monsters. 
She occasionally became agitated and behaved as if invisible beings were issuing 
directions. Her words would become jumbled.

Jaime would try to persuade her to go for help, but she would resist. Then, about 
nine months ago, the wrist-cutting began. Jaime believed that he had made the bunga-
low secure by removing all knives and blades. But Angela always found a sharp object.

Then he would bring Angela to the hospital against her protests. Stitches 
would be put in, she would be held under observation for a while, and she would 
be medicated. She would recount that she cut her wrists because the hellsmen had 
informed her that she was bad and had to die. After a few days in the hospital, she 
would disavow hearing the hellsmen and insist on discharge.

Jaime would take her home. The pattern would repeat.

From the Author’s Files

Course of Development
We noted that schizophrenia typically develops during late adolescence or early adulthood 
(Walker & Tessner, 2008). In some cases, the onset of the disorder is acute, as it was in the 
case of Lori Schiller. It occurs suddenly, within a few weeks or months. The individual may 
have been well adjusted and may have shown few signs of behavioral disturbance. Then a 
rapid transformation in personality and behavior leads to an acute psychotic episode.

In most cases, there is a slower, more gradual decline in functioning, as was the 
case with Ian Chovil, a young man who has been living with schizophrenia since the age 
of 17. He shares his story with the hope that the next generation of people affected by this 
debilitating disorder will be spared some of the experiences he has endured.

“I” “I and I, Dancing Fool, Challenge You the World to a Duel”

Insidious is an appropriate word to describe the onset of schizophrenia I experienced. 
I gradually lost all my human relationships, first my girlfriend, then my immediate fam-
ily, then friends and coworkers. I experienced a lot of emotional turmoil and social anx-
iety. Somehow I graduated from Trent University in Peterborough, Ontario, Canada, 
but the last year I was smoking marijuana almost every day. I was creative but found it 
increasingly difficult to actually read anything. My career aspirations were to become 
a Rastafarian sociobiologist. I had become incapable of long-term romantic relation-
ships after the demise of my first one. At graduate school in Halifax I was hospitalized 
for a couple of weeks, a nervous breakdown I thought. Although I was prescribed 
chlorpromazine and then trifluoperazine [two types of antipsychotic drugs], no one 
mentioned schizophrenia to me or my father, a family physician. I tried to complete my 
year, but some courses went unfinished and I was kicked out of graduate school.

Within two years I was one of the homeless in Calgary, sleeping in a city park 
or the single men’s hostel, hungry because I didn’t get to eat very often. A World 
War II hero wanted to hurt me because I had discovered the war was caused by the 
influenza of 1918. Tibetan Buddhists read my mind everywhere I went because I had 
caused the Mount Saint Helens eruption for them earlier that year with my natural 
tantric abilities. For 10 years I lived more or less like that, in abject poverty, without 
any friends, quite delusional. At first I was going to be a Buddhist saint, then I was a 
pawn in a secret war between the sexuals and the antisexuals that would determine 
the fate of humanity, then I realized I was in contact with aliens of the future. There 
was going to be a nuclear holocaust that would break up the continental plates, and 
the oceans would evaporate from the lava. The aliens had come to collect me and 

11.2 Describe the course of 
development of schizophrenia.
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one woman. All life here was about to be destroyed. My future wife and I were going 
to become aliens and have eternal life.

My actual situation by then was a sharp contrast. I was living in a downtown 
Toronto rooming house with only cockroaches for friends, changing light bulbs as they 
burnt out in a large department store. It was a full time job I could do, but I hated it 
intensely. I worried about my enemies who were trying to turn me into a homosexual, 
and I was in constant telepathic conversation with my future wife, listening to rock 
and roll songs for messages from aliens in my spare time. I ran into trouble with the 
law one night after becoming furious with the aliens for not transferring my mind to 
another body. The judge sentenced me to 3 years of probation with the condition I 
see a psychiatrist for that time.

… I wrote a poem as an undergraduate that was published in the student 
newspaper. The first line was “I and I, dancing fool, challenge you the world to a 
duel.” I intend to challenge the world to the best of my ability, until people like me 
have the quality of life possible with the most effective treatment strategies available.

From Chovil, 2000. Reprinted with permission of the National Institute of Mental Health.

As in this case, psychotic behaviors may emerge gradually over several years, 
although early signs of deterioration may be observed (Fusar-Poli et al., 2012; Mechelli 
et al., 2011; Walker et al., 2010; Ziermans et al., 2012). This period of gradual deteriora-
tion is called the prodromal phase or prodrome. It is characterized by subtle symptoms 
involving unusual thoughts or abnormal perceptions (but not outright delusions or hallu-
cinations), as well as waning interest in social activities, difficulty meeting responsibilities 
of daily living, and impaired cognitive functioning involving problems with memory and 
attention, use of language, and ability to plan and organize one’s activities.

One of the first signs of a prodrome is often a lack of attention to one’s appear-
ance. The person may fail to bathe regularly or wear the same clothes repeatedly. Over 
time, the person’s behavior becomes increasingly odd. There are lapses in job perfor-
mance or schoolwork. Speech becomes vague and rambling. These changes in personality 
may be so gradual that they raise little concern at first among friends and family. The 
changes may be attributed to “a phase” the person is passing through. But as behavior 
becomes more bizarre—such as hoarding food, collecting garbage, or talking to oneself 
on the street—the acute phase of the disorder begins. Frankly, psychotic symptoms then 
develop, such as wild hallucinations, delusions, and increasingly bizarre behavior.

Following acute episodes, some people with schizophrenia enter the residual 
phase, in which their behavior returns to the level of the prodromal phase. Flagrant psy-
chotic behaviors are absent, but the person is still impaired by significant cognitive, social, 
and emotional deficits, such as a deep sense of apathy and difficulties in thinking or 
speaking clearly, and by harboring unusual ideas, such as beliefs in telepathy or clairvoy-
ance. These cognitive and social deficits can make it difficult for schizophrenia patients to 
function effectively in their social and occupational roles (Harvey, 2010; Hooley, 2010). 
Here, in his first-person account, Ian Chovil observes that despite improvement following 
treatment with the antipsychotic drug olanzapine, his functioning was still impaired by 
these deficits—the “poverties” as he calls them.

“I” “The Poverties”

My life has been improving a little each year, and noticeably on olanzapine, but I 
am still quite unsure of myself. I still have what I call “the poverties,” like poverty of 
thought, emotion, friends, and hard cash. My social life seems to be the slowest to 
improve. I have three or four recreational friends, only one without a mental illness, 
only one that I see fairly often. I lived for awhile with Rosemary, whom I still see often, 
in a two bedroom apartment until the  government changed its regulations on cohabi-
tation and we had to separate or lose almost $400 a month in income. Now I’m in a 
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very nice subsidized apartment, fairly happy on my own for the first time thanks to 
olanzapine and my position at the Homewood, which brings me into contact with a 
lot of people.

From Chovil, 2000. Reprinted with permission of the National Institute of Mental Health.

Although schizophrenia is a chronic disorder, as many as one-half to two-thirds 
of schizophrenia patients improve significantly over time (USDHHS, 1999). Full return 
to normal behavior is uncommon but does occur in some cases. Typically, patients 
develop a chronic pattern characterized by occasional acute episodes and continued cog-
nitive, emotional, and motivational impairment between psychotic episodes (Walker 
et al., 2004).

Prevalence of Schizophrenia
Schizophrenia affects about 1% of the U.S. population and about 0.3% to 0.7% of the 
global population (APA, 2013; Insel, 2010; Kapur, 2009; NIMH, 2009). Nearly 1 million 
people in the United States are treated for schizophrenia each year, with about a third of 
them requiring hospitalization. The World Health Organization (WHO) estimates that 
about 24 million people worldwide suffer from schizophrenia (Olson, 2001).

Men have a slightly higher risk of developing schizophrenia than women and 
also tend to develop the disorder at an earlier age (NCA, 2005; Tandon, Keshavan, & 
Nasrallah, 2008). The peak age at which psychotic symptoms first appear is in the early to 
middle twenties for men and the late twenties for women (APA, 2013). Women tend to 
have a higher level of functioning before the onset of the disorder and to have a less severe 
course of illness than men. Men with schizophrenia tend to have more cognitive impair-
ment, greater behavioral deficits, and a poorer response to drug therapy than do women 
with the disorder. These gender differences have led researchers to speculate that men 
and women may tend to develop different forms of schizophrenia. Perhaps schizophrenia 
affects different areas of the brain in men and women, which may explain the differences 
in the form or features of the disorder.

Although schizophrenia likely occurs universally across cultures, the course of 
the disorder and its particular symptoms can vary from culture to culture. For exam-
ple, visual hallucinations appear to be most common in some non-Western cultures 
(Ndetei & Singh, 1983). Moreover, the themes expressed in delusions or hallucina-
tions, such as particular religious or racial themes, vary across cultures (Whaley & 
Hall, 2009).

Diagnostic Features
Schizophrenia is a pervasive disorder that affects a wide range of psychological 
 processes involving cognition, affect, and behavior. DSM criteria for schizophrenia 
require that psychotic behaviors be present at some point during the course of the 
disorder and that signs of the disorder be present for at least six months and must have 
been active and prominent for at least one month (if not treated successfully). People 
with briefer forms of psychosis receive other diagnoses, such as brief psychotic disorder 
(discussed later in the chapter). 

Table 11.1 provides an overview of schizophrenia. The diagnostic features of 
schizophrenia are listed in the boxed feature on page 409. Note that the diagnosis of 
schizophrenia in the DSM-5 requires that at least two features of the disorder be pres-
ent (not just an isolated delusional belief or hallucination) and that at least one of these 
features must include the cardinal symptoms of delusions, hallucinations, or disorganized 
(loosely connected, incoherent, or bizarre) speech.

People with schizophrenia show a marked decline in occupational and 
social functioning (Ekinci et al., 2012; Kim et al., 2011). They may have difficulty 

11.3 Describe the key 
features of schizophrenia.
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 holding a conversation, forming friendships, holding a job, or taking care of their 
 personal hygiene. Yet, no one behavior pattern is unique to schizophrenia. People 
with  schizophrenia may exhibit delusions, problems with associative thinking, and 
hallucinations at one time or another, but not necessarily all at once. The diversity 
or  heterogeneity of symptoms leads some investigators to  suspect that what we call 
“schizophrenia” may actually involve a  conglomeration of different disorders (Tandon, 
Nasrallah, & Keshavan, 2009). 

Schizophrenia is associated with a wide range of abnormal behaviors that involve 
thinking, speech, attentional and perceptual processes, emotional processes, and voluntary 

behavior. One way of grouping the features of schizophrenia is to distinguish 
between positive and negative symptoms (Gold, 2011; Tandon, Nasrallah, & 
Keshavan, 2009):

•	  Positive symptoms involve a break with reality, as represented by the appear-
ance of hallucinations and delusional thinking.

•	  Negative symptoms affect the person’s ability to function in daily life and 
include such features as lack of emotions or emotional expression (maintain-
ing a blank expression), loss of motivation, loss of pleasure in normally pleas-
ant activities, social withdrawal or isolation, and limited output of speech 
(“poverty of speech”) (Kring et al., 2013; Strauss et al., 2012). Negative 
symptoms tend to persist even when positive symptoms have abated and 
often have a greater effect on the person’s functioning than positive symp-
toms (Barch, 2013; Rabinowitz et al., 2012). They are also less responsive 
than positive symptoms to treatment with antipsychotic drugs (Barch, 2013).

Here, we take a closer look at several key features or symptoms associ-
ated with schizophrenia.

DiSturbeD thought AnD SPeeCh Schizophrenia is characterized by 
positive symptoms involving disturbances in thinking and expression of 
thoughts through coherent, meaningful speech. Aberrant thinking may be 
found in both the content and form of thought.

Aberrant Content of thought Delusions represent disturbed content of 
thought. These are false beliefs that remain fixed in the person’s mind despite 
their illogical bases and lack of evidence to support them. They tend to remain 
unshakable even in the face of disconfirming evidence. Delusions may take 
many forms. Some of the most common types are:

•	 Delusions of persecution or paranoia (e.g., “The CIA is out to get me”)

•	  Delusions of reference (“People on the bus are talking about me,” or “People 
on TV are making fun of me”)

Course of development. Schizophrenia typically develops 
during late adolescence or early adulthood, a time of life 
when young people are beginning to make their way into 
the world.

table 11.1 

types of impairments Associated with Schizophrenia

Disturbed thought processes Delusions (fixed false ideas) and thought disorder (disorganized thinking and incoherent speech)

Attentional deficiencies Difficulty attending to relevant stimuli and screening out irrelevant stimuli

Perceptual disturbances Hallucinations (sensory perceptions in the absence of external stimulation)

emotional disturbances Flat (blunted) or inappropriate emotions

other types of impairments Confusion about personal identity, lack of volition, excitable behavior or states of stupor, odd 
gestures or bizarre facial expressions, impaired ability to relate to others, or possible catatonic 
behavior or gross disturbance in motor activity and orientation in which the person’s behavior may 
slow to a stupor but abruptly shift to a highly agitated state
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•	 Delusions of being controlled	(believing	that	one’s	thoughts,	feelings,	impulses,	or	
actions	are	controlled	by	external	forces,	such	as	agents	of	the	devil)

•	 Delusions of grandeur	(believing	oneself	to	be	Jesus	or	believing	one	is	on	a	special	
mission,	or	having	grand	but	illogical	plans	for	saving	the	world)
Other	delusions	include	beliefs	that	one	has	committed	unpardonable	sins,	that	

one	is	rotting	away	from	a	horrible	disease,	that	the	world	or	oneself	does	not	really	exist,	
or,	as	in	the	following	case,	that	one	desperately	needs	to	help	people.

The Hospital at the North Pole: A Case of Schizophrenia 

Although  people with schizophrenia may feel hounded by demons or earthly conspira-
cies, Mario’s delusions had a messianic quality. “I need to get out of here,” he said to 
his psychiatrist. “Why do you need to leave?” the psychiatrist asked. Mario responded, 
“My hospital. I need to get back to my hospital.” “Which hospital?” he was asked. “I 
have this hospital. It’s all white and we find cures for everything wrong with people.” 
Mario was asked where his hospital was located. “It’s all the way up at the North Pole,” 
he responded. His psychiatrist asked, “But how do you get there?” Mario responded, 
“I just get there. I don’t know how. I just get there. I have to do my work. When will you 
let me go so I can help the people?”

From the Author’s Files

Other	 commonly	 occurring	delusions	 include	 thought broadcasting	 (believing	
one’s	thoughts	are	somehow	transmitted	to	the	external	world	so	that	others	can	overhear	

criteria for 

Schizophrenia

A. Two (or more) of the following, each present for a significant portion of time during a 1-month period (or less if successfully treated). At least 

one of these must be (1), (2), or (3):

 1. Delusions.

 2. Hallucinations.

 3. Disorganized speech (e.g., frequent derailment or incoherence).

 4. Grossly disorganized or catatonic behavior.

 5. Negative symptoms (i.e., diminished emotional expression or avolition).

B. For a significant portion of the time since the onset of the disturbance, level of function ing in one or more major areas, such as work, interper-
sonal relations, or self-care, is markedly below the level achieved prior to the onset (or when the onset is in childhood or adolescence, there is 
failure to achieve expected level of interpersonal, academic, or occupational functioning).

C. Continuous signs of the disturbance persist for at least 6 months. This 6-month period must include at least 1 month of symptoms (or less if suc-
cessfully treated) that meet Cri terion A (i.e., active-phase symptoms) and may include periods of prodromal or residual symptoms. During these 
prodromal or residual periods, the signs of the disturbance may be manifested by only negative symptoms or by two or more symptoms listed in 
Criterion A present in an attenuated form (e.g., odd beliefs, unusual perceptual experiences).

D. Schizoaffective disorder and depressive or bipolar disorder with psychotic features have been ruled out because either 1) no major depressive or 
manic episodes have occurred concurrently with the active-phase symptoms, or 2) if mood episodes have occurred during active-phase symp-
toms, they have been present for a minority of the total duration of the active and residual periods of the illness.

E. The disturbance is not attributable to the physiological effects of a substance (e.g., a drug of abuse, a medication) or another medical condition.

F. If there is a history of autism spectrum disorder or a communication disorder of child hood onset, the additional diagnosis of schizophrenia is 
made only if prominent delu sions or hallucinations, in addition to the other required symptoms of schizophrenia, are also present for at least  
1 month (or less if successfully treated).

Reprinted with permission from the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, (Copyright 2013). American Psychiatric Association.

DSM-5
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them), thought insertion (believing one’s thoughts have been planted in one’s mind by 
an external source), and thought withdrawal (believing that thoughts have been removed 
from one’s mind). Mellor (1970) offers the following examples:

•	 Thought broadcasting: A 21-year-old student reported, “As I think, my thoughts 
leave my head on a type of mental ticker tape. Everyone around has only to pass 
the tape through their mind and they know my thoughts.”

•	 Thought insertion: A 29-year-old housewife reported that when she looks out of 
the window, she thinks, “The garden looks nice and the grass looks cool, but the 
thoughts of [a man’s name] come into my mind. There are no other thoughts 
there, only his… . He treats my mind like a screen and flashes his thoughts on it 
like you flash a picture.”

•	 Thought withdrawal: A 22-year-old woman experienced the following: “I am think-
ing about my mother, and suddenly my thoughts are sucked out of my mind by a 
phrenological vacuum extractor, and there is nothing in my mind, it is empty.”

Aberrant Forms of thought Unless we are engaged in daydreaming or purposefully let-
ting our thoughts wander, our thoughts tend to be tightly knit together. The connections 
(or associations) between our thoughts tend to be logical and coherent. In contrast, people 
with schizophrenia tend to think in a disorganized, illogical fashion. In schizophrenia, the 
form or structure of thought processes, as well as their content, is often disturbed. Clini-
cians label this type of disturbance a thought disorder.

Thought disorder is a positive symptom of schizophrenia involving a breakdown 
in the organization, processing, and control of thoughts. Looseness of associations is a 
cardinal sign of thought disorder. The speech pattern of people with schizophrenia is 
often disorganized or jumbled, with parts of words combined incoherently or words 
strung together to make meaningless rhymes. Their speech may jump disconnectedly 
from one topic to another. People with thought disorder are usually unaware that their 
thoughts and behavior appear abnormal. In severe cases, their speech may become com-
pletely incoherent or incomprehensible.

Another common sign of thought disorder is poverty of speech (speech that is 
coherent but so slow, limited in quantity, or vague that little information is conveyed). 
Less commonly occurring signs include neologisms (made-up words that have little or 
no meaning to others), perseveration (inappropriate but persistent repetition of the same 
words or train of thought), clanging (stringing together of words or sounds on the basis of 
rhyming, such as, “I know who I am but I don’t know Sam”), and blocking (involuntary, 
abrupt interruption of speech or thought).

Many schizophrenia patients, but not all, show evidence of thought disorder. 
Some appear to think and speak coherently but have disordered content of thought, 
as seen by the presence of delusions. Nor is disordered thought unique to schizo-
phrenia; it is even found in milder form among people without psychological disor-
ders, especially when they are tired or under stress. Disordered thought is also found 
among other diagnostic groups, such as persons with mania. However, thought dis-
orders in people experiencing a manic episode tend to be short lived and reversible. 
In people with schizophrenia, thought disorder tends to be more persistent or recur-
rent. Thought disorder occurs most often during acute episodes, but may linger into 
residual phases. 

Schizophrenia patients tend to show other cognitive deficits, such as problems 
with memory, learning, reasoning, and attention. These deficits often emerge in child-
hood in people who go on to develop schizophrenia, long before the more flagrant symp-
toms of schizophrenia—the hallucinations, delusions, and thought disorder—first appear 
(Reichenberg et al., 2010). Recent research based on a long-term follow-up study in 
Denmark showed that even in early childhood, children who later developed schizophre-
nia showed delays in reaching certain developmental milestones, such as walking  without 

   Watch the Video Larry: Schizophrenia  
on MyPsychLab
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support (Sørensen et al., 2010). This suggests that schizophrenia 
involves developmental processes that may have roots in early child-
hood (“Team Finds Childhood Clues,” 2010).

Attentional Deficiencies To read this book, you must screen 
out background noises and other environmental stimuli. Attention, 
the ability to focus on relevant stimuli and ignore irrelevant ones, is 
basic to learning and thinking. People with schizophrenia often have 
difficulty filtering out irrelevant stimuli, making it nearly impossible 
for them to focus their attention, organize their thoughts, and filter out 
unessential information. The mother of a son who had schizophrenia 
described her son’s difficulties in filtering out extraneous sounds:

His hearing is different when he’s ill. One of the first things we 
notice when he’s deteriorating is his heightened sense of hear-
ing. He cannot filter out anything. He hears each and every 
sound around him with equal intensity. He hears the sounds 
from the street, in the yard, and in the house, and they are all 
much louder than normal.

Anonymous, as cited in Freedman et al., 1987, p. 670

People with schizophrenia also appear to be hypervigilant, or 
acutely sensitive to extraneous sounds, especially during the early stages 
of the disorder. During acute episodes, they may become flooded by 
these stimuli, overwhelming their ability to make sense of their envi-
ronments. Brain abnormalities associated with schizophrenia may 
lead to a deficit in the ability to filter out distracting sounds and other 
extraneous stimuli. Researchers believe that underlying genetic factors 
may explain the development of the sensory filtering deficit in people 
with schizophrenia (Hong et al., 2007).

Links between attentional deficits and schizophrenia are sup-
ported by various studies focusing on the psychophysiological aspects 
of attention. Here, we review some of this research.

eye Movement Dysfunction Many schizophrenia patients have some 
form of eye movement dysfunction, such as difficulty tracking a slow- moving 
target across their field of vision (“Eye Movements,” 2012). Rather than 
the eyes steadily tracking the target, they fall back and then catch up in a 
kind of jerky movement. Eye movement dysfunctions appear to involve 
defects in the brain’s control of visual attention.

Eye movement dysfunctions are common in people with 
schizophrenia and in their first-degree relatives (parents, children, and 
siblings). This suggests it might be a genetically transmitted trait, or 
 biomarker, associated with genes linked to schizophrenia (Keshavan et 
al., 2008). Recently, investigators reported 98% accuracy in discrimi-
nating people with schizophrenia from healthy control subjects based 
on a set of eye movement indicators (Benson et al., 2012). However, 
the role of eye movement dysfunction as a biological marker for schizo-
phrenia is limited because it is not unique to schizophrenia. People with 
other psychological disorders, such as bipolar disorder, sometimes show 
the dysfunction. Nor do all people with schizophrenia or their family 
members show eye movement dysfunctions. What we’re left with is the 
understanding that eye movement dysfunction may be a biomarker for 
one of the many different genetic pathways leading to schizophrenia.

Abnormal event-related Potentials Researchers have also studied 
brain wave patterns, called event-related potentials, or ERPs, that occur in 

A painting by a man with schizophrenia. Paintings or drawings 
by schizophrenia patients often reflect the bizarre quality of their 
thought patterns and withdrawal into a private fantasy world.

Filtering out extraneous stimuli. You probably have little 
difficulty filtering out unimportant stimuli, such as street sounds. 
But people with schizophrenia may be distracted by irrelevant 
stimuli and be unable to filter them out. Consequently, they 
may have difficulty focusing their attention and organizing their 
thoughts.
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response to external stimuli such as sounds and flashes of light. ERPs can be broken down 
into various components that emerge at different intervals following the presentation of 
a stimulus (Guillaume et al., 2012). Normally, a sensory gating mechanism in the brain 
inhibits or suppresses ERPs to a repeated stimulus occurring within the first hundredth of 
a second after a stimulus is presented. This gating mechanism allows the brain to disregard 
irrelevant stimuli, such as the sound of a ticking clock, but it doesn’t seem to work effec-
tively in cases of schizophrenia (Kéri, Beniczky, & Kelemen, 2010; Sánchez-Morla et al, 
2013). As a result, schizophrenia patients may have greater difficulty filtering out distract-
ing stimuli, leading to sensory overload, resulting in a jumbling of sensations.

Schizophrenia patients also show weaker ERPs occurring around 300 milliseconds 
(three-tenths of a second) after a sound or a flash of light is presented (e.g., Vohs et al., 
2008; Xiong et al., 2010). These ERPs are involved in processes of focusing attention on 
a stimulus to extract meaningful information from it.

What we take away from these studies of ERPs is an understanding that many 
schizophrenia patients appear to be flooded with high levels of sensory information that 
impinge on their sensory organs but have great difficulty extracting useful information 
from these stimuli. As a result, they may become confused and find it difficult to filter out 
distracting stimuli.

Perceptual Disturbances

Voices, Devils, and Angels 

Every so often during the interview, Sally would look over her right shoulder in the 
direction of the office door and smile gently. When asked why she kept looking at the 
door, she said that the voices were talking about the two of us just outside the door 
and she wanted to hear what they were saying. “Why the smile?” Sally was asked. 
“They were saying funny things,” she replied, “like maybe you thought I was cute or 
something.”

Tom was flailing his arms wildly in the hall of the psychiatric unit. Sweat 
seemed to pour from his brow, and his eyes darted about with agitation. He was 
subdued and injected with haloperidol (brand name Haldol) to reduce his agitation. 
When he was about to be injected, he started shouting, “Father, forgive them for they 
know not … forgive them … father … .” His words became jumbled. Later, after he 
had calmed down, he reported that the ward attendants had looked to him like devils 
or evil angels. They were red and burning, and steam issued from their mouths.

From the Author’s Files

hAlluCinAtionS The most common form of perceptual disturbance in schizophrenia 
is hallucinations, which are sensory perceptions experienced in the absence of external 
stimulation. They are difficult to distinguish from reality. For Sally, the voices coming from 
outside the consulting room were real enough, although no one was there. Hallucinations 
can involve various senses. A person may see things, feel things, hear things, and smell 
things that are not there. Auditory hallucinations (“hearing voices”) are the most com-
mon form of hallucination, affecting about three of four schizophrenia patients (Goode, 
2003b). Tactile hallucinations (such as tingling, electrical, or burning sensations) and 
somatic hallucinations (such as feeling like snakes are crawling inside one’s belly) are also 
common. Visual hallucinations (seeing things that are not there), gustatory hallucinations 
(tasting things that are not present), and olfactory hallucinations (sensing odors that are 
not present) are rarer. T / F

People with schizophrenia may experience auditory hallucinations as female or 
male voices and as originating inside or outside their heads. Hallucinators may hear voices 
conversing about them in the third person, debating their virtues or faults. Some voices 
are experienced as supportive and friendly, but most are critical or even terrorizing.

truth OR fiction

Visual hallucinations (“seeing 
things”) are the most common type 
of hallucinations in people with 
schizophrenia.

 FALSE  Auditory, not visual, 
hallucinations are the most common 
type of hallucinations among people 
with schizophrenia.
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Some people with schizophrenia experience command hallucinations, voices that 
instruct them to perform certain acts, such as harming themselves or others. Angela, for 
example, was instructed by the “hellsmen” to commit suicide. People with schizophrenia 
who experience command hallucinations are often hospitalized out of concern they may 
harm themselves or others. There is a good reason for this, as evidence shows that com-
mand hallucinations are linked to a higher risk of violent behavior (Shawyer et al., 2008). 
Some people who experience voices issuing commands to harm others do indeed act on 
them (Braham, Trower, & Birchwood, 2004). Yet, command hallucinations often go 
undetected by professionals, because patients deny them or are unwilling to discuss them.

Hallucinations are not unique to schizophrenia. People with major depression 
and mania sometimes experience hallucinations. It may surprise you to learn that hal-
lucinations are occasionally experienced by people in the general population and are not 
necessarily a sign of psychopathology (Vellante et al., 2012). Hallucinations in people 
without psychiatric conditions are often associated with high fevers, states of bereavement 
(hearing the voice of the departed loved one), and unusually low levels of sensory stimula-
tion, such as when lying in the dark in a soundproof room for an extended time or facing 
the monotony of driving through the desert or an empty road (Sacks et al., 2012). The 
experience of a “mirage” in people traveling through a desert is one such example. Unlike 
hallucinations in people with psychotic disorders, people who experience these types of 
fleeting hallucinations recognize that they are not real. T / F

People may sometimes experience hallucinations during the course of religious expe-
riences or rituals. They may report fleeting trancelike states with visions or other strange 
perceptual experiences. Then too, we all hallucinate nightly during dreams in which we hear 
and see things in the theater of our minds without any external  stimulation.

Hallucinations during waking states can also occur in response to 
hallucinogenic drugs, such as LSD. Drug-induced hallucinations tend to be 
visual and often involve abstract shapes such as circles, stars, or flashes of light. 
Schizophrenic hallucinations, in contrast, tend to be more fully formed and 
complex. Hallucinations (e.g., of bugs crawling on one’s skin) may also arise 
during delirium tremens (the DTs), which often occur as part of the with-
drawal syndrome of chronic alcoholism. Hallucinations may also occur as side 
effects of medications or in neurological disorders, such as Parkinson’s disease.

Causes of hallucinations The causes of psychotic hallucinations remain 
unknown, but speculations abound. Disturbances in brain chemistry are 
suspected. The neurotransmitter dopamine is implicated, largely because  
antipsychotic drugs that block dopamine activity also reduce hallucinations. 
Conversely, drugs that lead to increased production of dopamine, such as  
cocaine, can induce hallucinations. Because hallucinations resemble dreamlike 
states, they may be connected to a failure of brain mechanisms that normally 
prevent dream images from intruding on waking experiences.

Auditory hallucinations in schizophrenia patients may represent a type 
of inner speech (silent self-talk) (Jones & Fernyhough, 2007). Many of us, per-
haps all of us, talk to ourselves from time to time, although we usually keep our 
mutterings under our breath (subvocal) and recognize the voice we “hear” as 
our own. Might auditory hallucinations in schizophrenia be a projection of the 
patient’s own internal voice, or self-speech, onto external sources?

An intriguing possibility is that the brain may mistake inner speech for 
external sounds. Investigators find that the auditory cortex—the part of the 
brain that processes auditory stimulation—becomes active during auditory 
hallucinations in the absence of real sounds (Hunter et al., 2006). Auditory 
hallucinations may be a form of inner speech that for unknown reasons 
becomes attributed to external sources rather than to one’s own thoughts 
(Arguedas, Stevenson, & Langdon, 2012; Jones & Fernyhough, 2007). This 
line of research has led to a form of treatment in which cognitive-behavioral 

truth OR fiction

It is normal for people to hallucinate 
nightly.

 TRUE  Hallucinations—perceptual 
experiences such as visual images, 
odors, and so on, in the absence of 
external stimulation—occur nightly in 
the form of dreams.

hearing voices. Auditory hallucinations—hearing voices—is 
the most common form of hallucination in schizophrenia 
patients. Recent evidence suggests that auditory 
hallucinations may involve inner speech that becomes 
projected onto external sources.
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therapists attempt to teach hallucinators to reattribute their voices to themselves and to 
change how they respond to the voices (Turkington & Morrison, 2012) (e.g., “My voices 
do not make me angry, it is how I think about the voices”). Patients are also trained to 
recognize the situational cues associated with their hallucinations. For example:

one patient … recognized that her voices tended to become worse 
 following family arguments. She became aware that the content of 
her voices reflected the things that she was feeling and thinking about 
her family but that she was unable to express. Specific targets and 
goals were then set to allow her to address these difficulties with her 
 family, and techniques such as rehearsal, problem solving and cogni-
tive restructuring were employed to help her work towards these goals.

Bentall, Haddock, & Slade, 1994, p. 58

Cognitive-behavioral therapy is a useful addition to drug therapy to help control 
hallucinations and treat delusional thinking (e.g., Grant et al., 2012; Lincoln et al., 2012; 
Waller et al., 2012). But even if theories linking inner speech to auditory hallucinations 
stand up to further scientific inquiry, they cannot account for hallucinations in other 
 sensory modalities, such as visual, tactile, or olfactory hallucinations.

The brain mechanisms responsible for hallucinations probably involve a number 
of interconnected systems. One intriguing possibility is that defects in deeper brain struc-
tures may lead the brain to create its own reality. This alternative reality goes unchecked 
because the higher thinking centers in the brain, located in the frontal lobes of the cere-
bral cortex, may fail to perform a “reality check” on these images to determine whether 
they are real, imagined, or hallucinated. Consequently, people may misattribute their 
own internally generated voices to outside sources. As we’ll see later, evidence from brain-
imaging studies points to abnormalities in the frontal lobes in people with schizophrenia.

eMotionAl DiSturbAnCeS Disturbed emotional response in schizophrenia may 
involve negative symptoms, such as loss of normal emotional expression, labeled as 
blunted affect or flat affect. In people showing flat affect, we observe an absence of emo-
tional expression in the face and voice. People with schizophrenia may speak in a mono-
tone and maintain an expressionless face, or “mask.” They may not experience a normal 
range of emotional response to people and events. They may also display positive symp-
toms, which involve exaggerated or inappropriate affect. For example, they may laugh for 
no reason or giggle at bad news.

It is not clear, however, whether emotional blunting in people with schizophrenia is 
a disturbance in their ability to express emotions, to report the presence of emotions, or to 
actually experience emotions. Laboratory-based evidence shows that schizophrenia patients 
experience more intense negative emotions, but less intense positive emotions, than con-
trols (Myin-Germeys, Delespaul, & deVries, 2000). In other words, schizophrenia patients 
may experience strong emotions (especially negative emotions), even if their experiences 
are not communicated to the world outside through their facial expressions or behavior. 
People with schizophrenia may lack the capacity to express their emotions outwardly.

other tyPeS oF iMPAirMentS People who suffer from schizophrenia may become 
confused about their personal identities—the cluster of attributes and characteristics that 
define themselves as individuals and give meaning and direction to their lives. They may 
fail to recognize themselves as unique individuals and be unclear about how much of 
what they experience is part of themselves. In psychodynamic terms, this phenomenon 
is sometimes referred to as loss of ego boundaries. They may also have difficulty adopting 
a third-party perspective: they fail to perceive their own behavior and verbalizations as 
socially inappropriate in a given situation because they cannot see things from another 
person’s point of view (Carini & Nevid, 1992). They also have difficulty recognizing or 
perceiving emotions in others (Penn et al., 2000).
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Disturbances of volition are most often seen in the residual or chronic state. These nega-
tive symptoms are characterized by loss of initiative to pursue goal-directed activities. People 
with schizophrenia may be unable to carry out plans and may lack interest or drive. Apparent 
ambivalence toward choosing courses of action may block goal-directed activities.

In some cases, schizophrenia patients show may show catatonic behaviors, which 
involve severely impaired cognitive and motor functioning. People with catatonia 
may become unaware of the environment and maintain a fixed or rigid posture—even 
bizarre, apparently strenuous positions for hours as their limbs become stiff or swollen 
(Daniels, 2009). They may exhibit odd gestures and bizarre facial expressions or become 
unresponsive and curtail spontaneous movement. They may show highly excited but 
seemingly purposeless behavior or slow down to a state of stupor. While catatonia was 
recognized as a separate subtype of schizophrenia in previous versions of the diagnos-
tic manual, it is now used in the DSM-5 as a type of specifier for further describing 
the psychiatric conditions in which it occurs (APA, 2013). It may also be used as a  
separate diagnosis when it occurs in the context of other (non-psychiatric) medical  
conditions.

A striking but less common feature of catatonia is waxy flexibility, which involves 
adopting a fixed posture into which they have been positioned by others. They will not 
respond to questions or comments during these periods, which can last for hours. Later, 
however, they may report that they heard what others were saying at the time.

A Case of Catatonia 

A 24-year-old man had been brooding about his life. He professed that he did not feel 
well but could not explain his bad feelings. While hospitalized, he initially sought contact 
with people but a few days later, he was found in a statuesque position, his legs con-
torted awkwardly. He refused to talk to anyone and acted as if he couldn’t see or hear. His 
face was an expressionless mask. A few days later, he began to talk, but in an echolalic or 
mimicking way. For example, he would respond to the question, “What is your name?” 
by saying, “What is your name?” He could not care for his needs and had to be fed.

Adapted from Arieti, 1974, p. 40

Catatonia is not unique to schizophrenia. It can occur in other disorders, including 
brain disorders, drug intoxication, and metabolic disorders. In fact, it is found more often 
in people with mood disorders than in those with schizophrenia (Taylor & Fink, 2003).

People with schizophrenia also show significant impairment in interpersonal 
relationships. They withdraw from social interactions and become absorbed in private 
thoughts and fantasies. Or they cling so desperately to others that they make them uncom-
fortable. They may become so dominated by their own fantasies that they essentially lose 
touch with the outside world. They also tend to be introverted and peculiar even before 
the appearance of psychotic behaviors. These early signs may be associated with a vulner-
ability to schizophrenia, at least in people with a genetic risk of developing the disorder.

theoretical Perspectives
Schizophrenia has been approached from each of the major theoretical perspectives. 
Although the underlying causes of schizophrenia remain elusive, they are presumed to 
involve brain abnormalities in combination with psychological, social, and environmental 
influences (USDHHS, 1999). First, however, let’s consider the viewpoints of psycho-
dynamic and learning theories.

PSyChoDynAMiC PerSPeCtiveS Within the psychodynamic perspective, schizo-
phrenia represents the overwhelming of the ego by primitive sexual or aggressive drives 
or impulses arising from the id. These impulses threaten the ego and give rise to intense 
intrapsychic conflict. Under such a threat, the person regresses to an early period in the oral 

11.4 Describe the psychodynamic 
and learning theory viewpoints 
on schizophrenia.

Catatonia. People in a catatonic state  may 
remain in unusual, difficult positions that 
can last for hours, even though their limbs 
become stiff or swollen. They may seem 
oblivious to their environment during these 
episodes and fail to respond to people who 
are talking to them.



416  CHAPTER 11 Schizophrenia Spectrum Disorders

stage, referred to as primary narcissism. In this period, the infant has not yet learned that the 
world is distinct from itself. Because the ego mediates the relationship between the self and 
the outer world, this breakdown in ego functioning accounts for the detachment from real-
ity that is typical of schizophrenia. Input from the id causes fantasies to become mistaken 
for reality, giving rise to hallucinations and delusions. Primitive impulses may also carry 
more weight than social norms and be expressed in bizarre, socially inappropriate behavior.

Some of Freud’s followers, such as Harry Stack Sullivan, placed more emphasis 
on interpersonal than on intrapsychic factors. Sullivan (1962), who devoted much of his 
life’s work to schizophrenia, emphasized that impaired mother–child relationships can set 
the stage for gradual withdrawal from other people. In early childhood, anxious and hos-
tile interactions between the child and the parent lead the child to take refuge in a private 
fantasy world. A vicious cycle ensues: The more the child withdraws, the less opportu-
nity there is to develop a sense of trust in others and the social skills necessary to estab-
lish intimacy. Then the weak bonds between the child and others prompt social anxiety 
and further withdrawal. This cycle continues until young adulthood. Then, faced with 
increasing demands at school or work and in intimate relationships, the person becomes 
overwhelmed with anxiety and withdraws completely into a world of fantasy.

Critics of Freud’s views point out that schizophrenic behavior and infantile behav-
ior are different, so schizophrenia cannot be explained by regression. Critics of Freud and 
modern psychodynamic theorists note that psychodynamic explanations are post hoc, or 
retrospective. Early child–adult relationships are recalled from the vantage point of adult-
hood rather than observed longitudinally. Psychoanalysts have not been able to demonstrate 
that hypothesized early childhood experiences or family patterns lead to  schizophrenia.

leArning PerSPeCtiveS Although learning theory does not offer a complete expla-
nation of schizophrenia, the development of some forms of schizophrenic behavior can be 
understood in terms of the principles of conditioning and observational learning. From 
this perspective, people with schizophrenia learn to exhibit certain bizarre behaviors when 
these are more likely to be reinforced than normal behaviors.

Consider a classic case study of operant conditioning. Haughton and Ayllon 
(1965) conditioned a 54-year-old woman with chronic schizophrenia to cling to a broom. 
A staff member first gave her the broom to hold, and when she did, another staff member 
gave her a cigarette (a reinforcement). This pattern was repeated several times. Soon the 
woman could not be parted from the broom. But the fact that reinforcement can influ-
ence people to engage in peculiar behavior does not demonstrate that the bizarre behav-
iors characteristic of schizophrenia are shaped by reinforcement.

Social-cognitive theorists suggest that modeling of schizophrenic behavior can 
occur within the mental hospital, where patients may begin to model themselves after 
fellow patients who act strangely. Hospital staff may also inadvertently reinforce schizo-
phrenic behavior by paying more attention to patients who exhibit bizarre behavior. This 
understanding is consistent with the observation that schoolchildren who disrupt the class 
garner more attention from their teachers than well-behaved children do.

Perhaps some types of schizophrenic behaviors can be explained by the principles 
of modeling and reinforcement. However, many people display schizophrenic behavior 
patterns without prior exposure to other people with schizophrenia. In fact, the onset of 
schizophrenic behavior patterns is more likely to lead to hospitalization than to result 
from hospitalization.

biologiCAl PerSPeCtiveS Although we still have much to learn about the biological 
underpinnings of schizophrenia, investigators recognize that biological factors play a key 
role in the development of the disorder.

genetic Factors A wealth of evidence supports an important role for genetic factors in 
the development of schizophrenia (e.g., Brown & Patterson, 2012; Grant et al., 2012; 
Hyman, 2011; Keshavan, Nasrallah, & Tandon, 2011; Pogue-Geile & Yokley, 2010). 

11.5 Describe the biological 
bases of schizophrenia.
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The closer the genetic relationship between schizophrenia patients and their family mem-
bers, the greater the likelihood that their relatives will also have schizophrenia. Overall, 
 first-degree relatives of people with schizophrenia (parents, children, or siblings) have 
about a tenfold greater risk of developing schizophrenia than do members of the general 
population (APA, 2000).

Figure 11.1 shows the pooled results of European studies conducted from 1920 to 
1987 on family incidence of schizophrenia. However, the fact that families share common 
environments as well as common genes requires that we dig deeper to examine the genetic 
underpinnings of schizophrenia.

More direct evidence of a genetic factor in schizophrenia comes from twin stud-
ies showing concordance rates (percentage sharing the disorder) among identical or MZ 
twins of about 48%, or more than twice the rate found among fraternal or DZ twins 
(about 17%) (Gottesman, 1991; Pogue-Geile & Yokley, 2010). We should be careful, 
however, not to overinterpret the results of twin studies. MZ twins not only share 100% 
genetic similarity, but others may treat them more similarly than they would DZ twins. 
Consequently, environmental factors may contribute to the higher concordance rates 
found among MZ twins. T / F

figure 11.1 
the familial risk of schizophrenia. Generally speaking, the more closely one is related to 
people who have developed schizophrenia, the greater the risk of developing schizophrenia 
oneself. Monozygotic (MZ) or identical twins, whose genetic heritages are identical, are 
much more likely than dizygotic (DZ) or fraternal twins, whose genes overlap by 50%, to be 
concordant for schizophrenia.

Source: Adapted from Gottesman et al., 1987.
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truth OR fiction

If you have both parents with 
schizophrenia, it’s nearly certain 
that you will develop schizophrenia 
yourself.

 FALSE  Children of parents who 
both have schizophrenia have less 
than a 50% chance of developing the 
disorder (see Figure 11.1, lowest bar). 
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To sort out environmental from genetic factors, investigators have turned to 
adoption studies in which high-risk children (of one or more biological parents with 
 schizophrenia) were adopted shortly after birth and reared apart from their biological 
parents by adoptive parents who did not have schizophrenia (Wicks, Hjern, & Dalman, 
2010). It turns out that the risk of schizophrenia was related to the presence of schizophre-
nia in the biological parents of the adopted children, not the adoptive parents (Tandon, 
Keshavan, & Nasrallah, 2008). Supporting the view that both genetics and environment 
play a part in schizophrenia, high-risk children who were adopted away but raised in 
economically disadvantaged homes (single parent homes or families with parental unem-
ployment) stand a much higher risk than high-risk children raised in more comfortable 
circumstances (Wicks, Hjern, & Dalman, 2010). T / F

Other investigators have approached the question of heredity from the oppo-
site direction. In a classic study, an American researcher, Seymour Kety, together with 
Danish colleagues (Kety et al., 1975, 1978) used official records in Denmark to find 
33 index cases of children who had been adopted early in life and were later diagnosed 
with schizophrenia. They compared the rates of diagnosed schizophrenia in the biological 
and adoptive relatives of the index cases with those of the relatives of a matched reference 
group of adoptees with no psychiatric history. The results strongly supported the genetic 
explanation. The incidence of diagnosed schizophrenia was greater among biological rela-
tives of adoptees who had schizophrenia than among biological relatives of control adop-
tees. Adoptive relatives of both index cases and control cases showed similar, low rates 
of schizophrenia. These findings and others show that family linkages in schizophrenia 
follow shared genes, not shared environments.

Another method for teasing out genetic from environmental influences, called the 
cross-fostering study, compares the incidence of schizophrenia among children whose biolog-
ical parents either had or didn’t have schizophrenia and who were reared by adoptive par-
ents who either had or didn’t have schizophrenia. In a classic study conducted in Denmark, 
Wender and his colleagues (Wender et al., 1974) found the risk of schizophrenia related 
to the presence of schizophrenia in the children’s biological parents, but not in their adop-
tive parents. High-risk children (whose biological parents had schizophrenia) were almost 
twice as likely to develop schizophrenia as those of nonschizophrenic biological parents, 
regardless of whether they were reared by a parent with schizophrenia. It is also notable 
that adoptees whose biological parents did not suffer from schizophrenia were placed at no 
greater risk of developing schizophrenia by being reared by an adoptive parent with schizo-
phrenia than by a nonschizophrenic parent. In sum, a genetic relationship with a person 
with schizophrenia seems to be the most prominent risk factor for developing the disorder.

Fast forward to the present. Investigators are zeroing in on particular genes linked 
to schizophrenia (e.g., Boot et al., 2012; Girgenti, LoTurco, & Maher, 2012; Guan et al., 
2012; Hill & Bray, 2012). However, it is important to note that no single gene is respon-
sible for schizophrenia (Walker et al., 2010). Rather, scientists believe that many differ-
ent genes contribute to the development of brain abnormalities that interact with envi-
ronmental influences in leading to schizophrenia (e.g., Hamilton, 2008; International 
Schizophrenia Consortium, 2009). Any one of these genes may have only a small effect 
individually, but when the effects of multiple genes are combined, the person stands a 
much greater risk of developing the disorder.

Increased vulnerability to schizophrenia may involve an unlucky combination of 
common variations of particular genes or perhaps genetic mutations or defects on a set 
of particular genes (Levinson et al., 2011; Li et al., 2011; McIlroy, 2010; Sigurdsson  
et al., 2010; Vacic et al., 2011). Scientists also find that offsprings of older fathers stand 
an increased risk of developing schizophrenia and autism, presumably because the sperm 
of older men are more prone to mutations (Kong et al., 2012). However, no increased 
risks of genetic mutations are found in older mothers (Carey, 2012b).

Before we move on, let us note that genetics alone does not fully determine a 
person’s risk of developing schizophrenia. Environmental influences also play important 
roles. Consider the fact that many people at high genetic risk of developing  schizophrenia 

truth OR fiction

If you are an adopted child raised by 
a parent with schizophrenia, you have 
about the same chance of developing 
schizophrenia as biological children of 
parents with schizophrenia.

 FALSE  Among adopted children 
whose biological parents do not 
have schizophrenia, those raised by 
adoptive parents with schizophrenia 
stand no greater chance of developing 
schizophrenia than do those of 
nonschizophrenic adoptive parents.
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do not develop the disorder. In fact, the rate of concordance among MZ twins, as we 
noted earlier, is well below 100%, even though identical twins carry identical genes. The 
prevailing view of schizophrenia today is represented by the diathesis–stress model (see 
the Tying It Together feature), which holds that some people inherit a predisposition 
or vulnerability to developing schizophrenia in the face of stressful life experiences. For 
example, a combination of genetic defects or variations in particular genes, together with 
stressful experiences early in life, may lead to abnormal brain development that increases 
the risk of later development of schizophrenia (Kim et al., 2012; Walker et al., 2010).

Let’s now consider the roles of other biological factors in schizophrenia, including 
biochemical factors, possible viral infections, and brain abnormalities. T / F

biochemical Factors Increasing evidence supports the view that schizophrenia involves 
irregularities in the use of dopamine in complex networks of neurons in the brain (Howes 
et al., 2012; Keshavan, Nasrallah, & Tandon, 2011). The leading biochemical model of 
schizophrenia, the dopamine hypothesis, posits that schizophrenia involves overactivity 
of dopamine transmission in the brain.

The major source of evidence for the dopamine model is found in the effects of 
antipsychotic drugs called neuroleptics. The most widely used neuroleptics belong to a 
class of drugs called phenothiazines, which includes drugs such as Thorazine, Mellaril, 
and Prolixin. Neuroleptic drugs block dopamine receptors, thereby reducing the level of 
dopamine activity. As a consequence, neuroleptics inhibit excessive transmission of neural 
impulses that may give rise to schizophrenic behavior.

Another source of evidence for the role of dopamine in schizophrenia is based on 
the actions of amphetamines, a class of stimulant drugs. These drugs increase the concen-
tration of dopamine in the synaptic cleft by blocking its reuptake by presynaptic neurons. 
When given in large doses to normal people, these drugs cause symptoms that mimic 
paranoid schizophrenia.

Overall, the available evidence points to irregularities in neural pathways that uti-
lize dopamine in the brains of schizophrenia patients—irregularities that may be geneti-
cally determined (Hirvonen et al., 2006; Huttunen et al., 2008). The specific nature of 
this abnormality remains under study. It doesn’t appear that the brain of a schizophrenia 
patient has too much dopamine, but rather that the dopamine system in the brain is 
overactive or too responsive to stimulation of dopamine receptors (Grace, 2010; Valenti 
et al., 2011). Another possibility deserving further study is that overreactivity of dopa-
mine receptors may be responsible for positive symptoms, whereas decreased dopamine 
reactivity may help explain the development of negative symptoms. We also have evi-
dence pointing to roles for other neurotransmitters, including serotonin, acetylcholine, 
glutamate, and gamma-aminobutyric acid (GABA) (e.g., Dobbs, 2010; Rasmussen et al., 
2010; Walker et al., 2010). The specific roles for these neurotransmitters in schizophrenia 
need to be explored further. 

viral infections Is it possible that at least some forms of schizophrenia are caused by a 
slow-acting virus that attacks the developing brain of a fetus or newborn child? Prenatal 
rubella (German measles), a viral infection, is a cause of later mental retardation. Could 
another virus give rise to schizophrenia? The answer is that we don’t yet know, but intrigu-
ing evidence points to possible links between prenatal infections and later development 
of schizophrenia (Brown et al., 2009). Investigators reported a sevenfold greater risk of 
schizophrenia in individuals exposed to the influenza virus (the “flu” virus) during the 
first three months of prenatal development (Brown et al., 2004). Moreover, the risk of 
schizophrenia is greater in people who are born in the winter and early spring months in 
the northern hemisphere, a time of the year associated with a greater risk of the flu (King, 
St-Hilaire, & Heidkamp, 2010). If this link is confirmed by other findings, it would 
suggest that viral agents may act on the developing brain in the early stages of prenatal 
development in ways that increase the risk of developing schizophrenia later in life. But 
even if a viral basis for schizophrenia were discovered, it would probably account for only 
a small fraction of cases.

truth OR fiction

Scientists believe that a defect on one 
particular gene causes schizophrenia, 
but they haven’t yet been able to 
identify the defective gene.

 FALSE  Scientists believe that 
many genes, not any one gene, 
are involved in complex processes 
that increase the likelihood that 
schizophrenia will develop.

11.6 Describe the role of 
family factors in schizophrenia.



420  CHAPTER 11 Schizophrenia Spectrum Disorders

brain Abnormalities Brain scans of schizophrenia patients show abnormalities both in 
the physical structures of the brain and in brain functioning (e.g., Borgwardt, McGuire, &  
Fusar-Poli, 2011; Hulshoff Pol et al., 2012; Kubota et al., 2013; Schultz et al., 2010). The 
most prominent finding of structural abnormalities in the brains of many schizophrenia 
patients is loss of brain tissue (gray matter) as compared to the brains of normal controls (e.g., 
Arango et al., 2012; Keshavan, Nasrallah, & Tandon, 2011). In Figure 11.2, we see a visual 
representation of the brains of adolescents with early-onset (childhood) schizophrenia. 
The clearest sign of deterioration of brain tissue is the presence of abnormally enlarged 
ventricles, which are hollow spaces in the brain (see Figure 11.3) (Kempton et al., 2010).

In schizophrenia patients, the brain may have been damaged or failed to develop 
normally during prenatal development as the result of genetic factors or environmental influ-
ences (e.g., viral infections, inadequate fetal nutrition) or perhaps birth traumas or complica-
tions (King, St-Hilaire, & Heidkamp, 2010; Walker et al., 2010). One indication of possible 
prenatal complications is the finding of an association between low birth weight—a marker 
for problems in prenatal development—and later schizophrenia (Abel et al., 2010). We need 
to keep in mind, however, that not all cases of schizophrenia involve structural damage to 
brain tissue. There may be several forms of schizophrenia that have different causal processes.

The picture that is beginning to emerge from brain scans of schizophrenia patients 
shows abnormal functioning and loss of brain tissue in the prefrontal cortex of the brain 
(Kong et al., 2012; Mechelli et al., 2011; Ursu et al., 2011). The prefrontal cortex is the 
thinking, planning, and organizing center of the brain, which is why it is often called 
the brain’s “executive center.” The prefrontal cortex lies directly behind the forehead in 
the frontal lobes of the cerebral cortex and directly in front of the motor cortex (the part 
of the brain that controls voluntary body movements). The prefrontal cortex is respon-
sible for many higher-order or executive-type functions of the brain, such as regulating 
attention, organizing thoughts and behavior, prioritizing information, and formulat-
ing goals—the very types of deficits often found in people with schizophrenia (Barch &  
Smith, 2008). Investigators believe that prefrontal abnormalities may largely have a 
genetic origin (Bakken et al., 2011).

figure 11.2 
loss of brain tissue in adolescents with 
early-onset schizophrenia. The brains of 
adolescents with early-onset schizophrenia 
(right image) show a substantial loss of 
gray matter. Some shrinkage of gray matter 
occurs normally during adolescence (left 
image), but the loss is more pronounced in 
adolescents with schizophrenia.

Source: Thompson et al. (2001).

figure 11.3 
brain ventricles. Individuals with schizophrenia typically have abnormally enlarged ventricles 
in the brain, which is a sign of deterioration or loss of brain tissue. Ventricles are hollow cavities 
containing a fluid that buffers or cushions the brain. Here we see the location of brain ventricles 
on the left side of the brain.

Lateral
ventricle

Fourth
ventricle

Third
ventricle



Schizophrenia Spectrum Disorders  CHAPTER 11  421

The prefrontal cortex serves as a kind of mental clipboard for holding information 
needed to guide and organize behavior. Prefrontal abnormalities may explain why people 
with schizophrenia often have difficulty with working memory—the memory system we 
use to hold information temporarily in mind and to work on that information (Hahn  
et al., 2012; Coleman et al., 2012; Mammarella et al., 2012). We regularly use our work-
ing memory to juggle information in our heads, such as when performing mental arith-
metic or holding sounds in our minds just long enough to convert them into recognizable 
words in order to carry on a conversation. Impairment of working memory can lead to 
confusion and disorganized behavior of the type often seen in schizophrenia patients. 
Deficits in working memory often emerge before the first clinical symptoms of the disor-
der (Haenschel et al., 2007). T / F

Brain-imaging studies show lower levels of neural activity in parts of the prefrontal 
cortex in schizophrenia patients as compared to healthy controls—findings consistent 
with prefrontal abnormalities (e.g., Minzenberg et al., 2009). For example, schizophrenia 
patients show less prefrontal activation while performing arithmetic problems than do 
controls (Hugdahl et al., 2004). Reduced neural activity may reflect structural damage 
in the brain, perhaps as a result of loss of brain tissue. Investigators recently proposed yet 
another possibility, that the brains of schizophrenia patients may have relatively few path-
ways (think of them as roadways) in the prefrontal cortex for information to pass from 
one neuron to another (Cahill et al., 2009). As a result, messages may get bottled up in 
a veritable “traffic jam” in the brain (like drivers on an interstate needing to squeeze into 
a single lane because of construction). This, is turn, may result in confused and disorga-
nized thinking (“Traffic Jam,” 2009).

Evidence also points to abnormalities in brain circuitry connecting the prefron-
tal cortex and lower brain structures, including parts of the limbic system involved 
in regulating emotions and memory (e.g., Ferrarelli et al., 2012; Kubota et al, 2013; 
Woodward, Karbasforoushan, & Heckers, 2012). At a neurological level, there may 
be a disconnect between the “thinking parts” of the brain and other brain structures 
involved in regulating emotions and memory processes (Freedman, 2012; Park & 
Thakkar, 2010). These disturbances in neural networks may contribute to difficulties 
in focusing attention, thinking clearly, planning effectively, organizing activities, and 
processing emotions. In sum, evidence suggests that schizophrenia involves impair-
ments in networks of neurons in different parts of the brain, rather than a defect or 
pathology in any one area (Guller et al., 2012; Shenton et al., 2009. We further explore 
the biological underpinnings of schizophrenia in the closer look section on page 425, 
“The Hunt for Endophenotypes in Schizophrenia.”

Although evidence of the biological underpinnings of schizophrenia continues 
to mount, we should be aware of a divergent view long associated with a psychiatrist, 
Dr. Thomas Szasz, who argued against the very concept of mental illness. (see Thinking 
Critically About Abnormal Psychology).

FAMily theorieS What role does disturbed family relationships play in the develop-
ment and course of schizophrenia? An early, but since discredited, theory focused on the 
role of the schizophrenogenic mother (Fromm-Reichmann, 1948, 1950). In what some 
feminists view as historic psychiatric sexism, the schizophrenogenic mother was described 
as cold, aloof, overprotective, and domineering. She was characterized as stripping her 
children of self-esteem, stifling their independence, and forcing them into dependency 
on her. Children reared by such mothers were believed to be at  special risk for developing 
schizophrenia if their fathers were passive and failed to counteract the mother’s patho-
genic influences. Thankfully, the concept of the “schizophrenogenic mother” was discred-
ited as investigators showed that mothers of people who develop schizophrenia do not fit 
this stereotypical pattern (e.g., Hirsch & Leff, 1975).

Today, investigators interested in family influences have turned to considering the 
effects of deviant patterns of communication within the family as well as intrusive, nega-
tive comments directed toward the schizophrenic family member.

truth OR fiction

Although schizophrenia is widely 
believed to be a brain disease, we still 
lack evidence of abnormal functioning 
in the brains of schizophrenia patients.

 FALSE  Mounting evidence points 
to both structural and functional 
abnormalities in the brains of many 
schizophrenia patients.
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Thinking CRiTiCally about abnormal psychology

@Issue: Is Mental Illness a Myth?

I n 1961, the psychiatrist Thomas Szasz (1920–2012) shocked 
the psychiatric establishment by making a bold claim that 
mental illness does not exist. In his controversial book, The 

Myth of Mental Illness, Szasz, a long-time critic of the psychiatric 
establishment, argued that mental illness is a myth, a conve-
nient fiction society uses to stigmatize and subjugate people 
whose behavior it finds to be deviant, odd, or bizarre (Szasz, 
1961, 2008, 2011). To Szasz, the so-called mental illnesses are 
really “problems in living,” not diseases in the same sense that 
influenza, hypertension, and cancer are diseases. Szasz did not 
dispute that the behavior of people diagnosed with schizo-
phrenia or other mental disorders is peculiar or disturbed. Nor 
does he deny that these individuals suffer emotional problems 
or have difficulties adjusting to society. But he challenged the 
conventional view that strange or eccentric behavior is a product 
of an underlying disease. Szasz argued that treating problems as 
“diseases” empowers psychiatrists to put socially deviant people 
away in medical facilities. To Szasz, involuntary hospitalization 
is a form of tyranny disguised as therapy. It deprives people 
of human dignity and strips them of the most essential human 
right—liberty.

Are the myriad problems of people with schizophrenia—the 
deluded thoughts and hallucinations and incoherent speech—
merely “problems in living,” or are they symptoms of an underly-
ing disease process? The belief that mental illness is a myth or 
a social construction is difficult to reconcile with a large body 
of evidence showing structural and functional differences in 
the brains of schizophrenia patients and of genetic factors that 
increase the risk of developing the disorder.

We’ve learned a great deal about the biological underpinnings 
of mental or psychological disorders since Szasz claimed that 
mental illness doesn’t exist, although we still have much to 
learn. Our knowledge of the causes of many diseases, including 
cancer and Alzheimer’s disease, is also incomplete, but a lack 
of knowledge does not make them any less of a disease. Many 
professionals believe that radical theorists like Szasz go too far 
in arguing that mental illness is merely a fabrication invented by 
society to stigmatize social deviants.

Evidence supports a prominent role for biological factors in 
many abnormal behavior patterns, including schizophrenia, 
mood disorders, and autism. But how far should we extend the 
disease model? Is antisocial personality disorder an illness? Or 
attention-deficit/hyperactivity disorder? Or specific phobias, 
such as fear of flying? What are the implications of treating 
abnormal behavioral patterns as diseases versus viewing them as 
problems in living?

The DSM itself does not take a position on which mental 
disorders, if any, are biologically based. It recognizes that 

the causes of most mental disorders remain uncertain: Some 
disorders may have purely biological causes. Some may have 
psychological causes. Still others, probably most, involve an 
interaction of biological, psychological, and social–environ-
mental causes.

All in all, the views of Szasz and other critics of the mental 
health establishment have helped bring about much needed 
improvements in the protection of the rights of patients in psy-
chiatric institutions. They have also directed our attention to 
the social and political implications of our responses to deviant 
behavior. Perhaps, most importantly, they have challenged us 
to examine our assumptions when we label and treat undesir-
able behaviors as signs of illness rather than as problems of 
adjustment.

In thinking critically about the issue, answer the following  
questions:

•	 What would it mean to say that schizophrenia is a 
problem of living rather than a disease? What would be 
the implications for treatment? In what way does soci-
ety respond to people who behave in unusual ways?

•	 Based on knowledge that has accumulated since Szasz 
first wrote his book, which mental illnesses should be 
classified as problems of living? Which as diseases?

thomas Szasz. Psychiatrist Thomas Szasz waged a long-standing 
battle with institutional psychiatry. Arguing that mental illness is a myth, 
Szasz believed that mental health problems are problems in living, not 
medical diseases.
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Communication Deviance Communication deviance (CD) is a pattern of unclear, 
vague, disruptive, or fragmented communication that is often found among parents and 
family members of schizophrenia patients. CD is speech that is hard to follow and from 
which it is difficult to extract any shared meaning. High CD parents often have difficulty 
focusing on what their children are saying. They verbally attack their children rather than 
offer constructive criticism. They may also interrupt the child with intrusive, negative 
comments. They are prone to telling the child what she or he “really” thinks rather than 
allowing the child to formulate her or his own thoughts and feelings. Evidence shows that 
parents of schizophrenia patients tend to have higher levels of CD than parents in families 
without any schizophrenic member (Docherty et al., 2004).

We should note that the causal pathway between CD and schizophrenia may 
work in both directions. On the one hand, CD may increase the risk of schizophrenia in 
genetically vulnerable individuals. But CD may also be a parental reaction to the behavior 
of disturbed children. Parents may learn to use odd language as a way of coping with chil-
dren who continually interrupt and confront them.

expressed emotion Another form of disturbed family communication, expressed emo-
tion (EE), is a pattern of responding to the schizophrenic family member in hostile, criti-
cal, and unsupportive ways (A. Weisman et al., 2006). Schizophrenia patients living in a 
high EE family environment have more than twice the risk of suffering a relapse as those 
from low EE families (more supportive) families (Hooley, 2010).

High EE relatives typically show less empathy, tolerance, and flexibility 
than low EE relatives and tend to believe that schizophrenia patients can exercise 
greater control over their disturbed behavior (Weisman et al., 2000). EE in relatives 
is also associated with poorer outcomes in people with other psychological disor-
ders, including major depression, eating disorders, and posttraumatic stress disorder 
(PTSD) (e.g., Barrowclough, Gregg, & Tarrier, 2008). Living with a high EE relative 
appears to impose greater stress on people who are challenged by mental disorders 
(Chambless et al., 2008).

Low EE families may actually protect, or buffer, the family member with schizo-
phrenia from the adverse impact of outside stressors and help prevent recurrent episodes 
(see Figure 11.4). Yet, family interactions are a two-way street. Family members and 
patients influence each other and are influenced in turn. Disruptive behav-
iors by the family member with schizophrenia frustrate other members of the 
family, prompting them to respond to the person in a less supportive and 
more critical and hostile way. This, in turn, can exacerbate the schizophrenia 
patient’s  disruptive behavior.

We need to take a close look at cultural differences in both the fre-
quency of EE in family members of schizophrenia patients and the effects 
these behaviors have on patients. Investigators find high EE families to be 
more common in industrialized countries, such as the United States and 
Canada, than in developing countries, such as India (Barrowclough & 
Hooley, 2003).

Cross-cultural evidence shows that Mexican American, Anglo 
American, and Chinese families with high levels of EE are more likely than 
low EE families to view the psychotic behavior of a family member with 
schizophrenia as within the person’s control (Weisman et al., 1998; Yang 
et al., 2004). The anger and criticism of high EE family members may stem 
from the perception that patients can and should exert greater control over 
their aberrant behavior.

In a study of cultural differences in EE, investigators found that high 
levels of EE in family members were linked to more negative outcomes in 
schizophrenia patients among Anglo American families, but not among 
Mexican American families (Lopez et al., 2004). Rather, for Mexican American 
families, the degree of family warmth, not EE per se, was related to a more 
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figure 11.4 
relapse rates of people with schizophrenia in high 
and low ee families. People with schizophrenia whose 
families are high in EE are at greater risk of relapse 
than those whose families are low in EE. Whereas low 
EE families may help protect the family member with 
schizophrenia from environmental stressors, high EE 
families may impose additional stress.

Source: Adapted from King & Dixon, 1999.

11.7 Apply the diathesis–
stress model to the development 
of schizophrenia.
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positive course of schizophrenia in the affected family members, whereas for 
Anglo American patients, family warmth did not relate to such outcomes. In 
another study, investigators reported that among African American patients, 
high levels of EE were actually associated with better outcomes (Rosenfarb, 
Bellack, & Aziz, 2006). What might be the reason for this apparent con-
tradiction? The study investigators suggested that for African Americans, 
intrusive critical comments during family interactions may be perceived as 
signs of caring and concern rather than rejection. Other investigators con-
cur, finding relationships between how much relatives criticize patients and 
patients’ perceptions of their relatives’ criticism only among White European 
and Latino patients, but not among African American patients (Weisman  
et al., 2006). These studies underscore the importance of looking at abnor-
mal behavior patterns through a cultural lens.

Families of people with schizophrenia typically have little if any prep-
aration for coping with the stress of caring for them. Rather than focusing so 
much attention on the negative influence of high EE family members, per-
haps we should seek to help family members learn more constructive ways 
of relating to and supporting one another. Evidence shows that families can 
be helped to reduce their level of EE (Dixon, Adams, & Lucksted, 2000).

Family Factors in Schizophrenia: Causes or Sources of Stress?  Evidence 
fails to support the belief that negative family interactions directly cause 
schizophrenia. Rather, people who have a genetic vulnerability to schizo-
phrenia may be more likely to develop the disorder if they live in a fam-
ily environment wracked by stressful family and social relationships (Reiss, 
2005; Tienari et al., 2004).

How families conceptualize mental disorders has a bearing on how 
they relate to relatives who suffer from them. For example, the term schizo-
phrenia carries a stigma in our society and comes with the expectation that 
the disorder is enduring (Jenkins & Karno, 1992). In contrast, to many 
Mexican Americans, a person with schizophrenia is perceived as suffering 
from nervios (“nerves”), a cultural label attached to a wide range of trou-
bling behaviors, including anxiety, schizophrenia, and depression, and one 
that carries less stigma and more positive expectations than the label of 

schizophrenia (Jenkins & Karno, 1992). The label nervios may have the effect of destigma-
tizing family members with schizophrenia.

Family members may respond differently to relatives who have schizophrenia if 
they ascribe aspects of their behavior to a temporary or curable condition, which they 
believe can be altered by willpower, than if they believe the behavior is caused by a per-
manent brain abnormality. The degree to which relatives perceive family members with 
schizophrenia as having control over their disorders may be a critical factor in how they 
respond to them. Families may cope better with a family member with schizophrenia by 
taking a balanced view that while people with schizophrenia can maintain some control 
over their behavior, some of their odd or disruptive behavior is a product of their underly-
ing disorder. It remains to be seen whether these different ways in which family members 
conceptualize schizophrenia are connected with differences in the rates of recurrence of 
the disorder among affected family members.

treatment Approaches
There is no cure for schizophrenia. Treatment is generally multifaceted, incorporating 
pharmacological, psychological, and rehabilitative approaches. Most people treated for 
schizophrenia in organized mental health settings receive some form of antipsychotic 
medication, which is intended to control symptoms such as hallucinations and delusions 
and decrease the risk of recurrent episodes.

11.8 Evaluate the methods 
used to treat schizophrenia.

What’s in a name? Quite a lot, apparently. Many Mexican 
Americans perceive people with schizophrenia to be 
suffering from nervios (“nerves”). The label nervios carries 
less stigma and more positive expectations than the label of 
schizophrenia.
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a ClOSeR look

The Hunt for Endophenotypes in Schizophrenia

Although still in its infancy, the scientific search for  
endophenotypes has begun (Allen et al., 2009). An 
endophenotype is a measurable process or mechanism, 

unseen by the unaided human eye, which explains how genetic 
instructions encoded in an organism’s DNA influence an observable 
characteristic of the organism, or phenotype (Gottesman & Gould, 
2003). Phenotypes are outward expressions of traits, such as eye 
color or observed behavior. Think of endophenotypes as mecha-
nisms or critical links by which genes become expressed in behav-
ioral or physical traits or disorders.

Investigators are exploring possible endophenotypes 
in schizophrenia, including disturbances in brain 
circuitry, deficits in working memory, impaired atten-
tional and cognitive processes, and abnormalities in 
neurotransmitter functioning (e.g., Greenwood et 
al., 2011; Hall et al., 2007; Martin et al., 2008; Zhao 
et al., 2011). One example involves disturbances 
in brain circuitry as a possible endophenotype. 
Brain circuits connecting the prefrontal cortex and 
lower brain regions, including the limbic system, are 
involved in organizing thoughts, perceptions, emo-
tions, and attentional processes. Defects in this cir-
cuitry may lead to a breakdown in these processes, 
resulting in positive features of schizophrenia such as 
hallucinations, delusions, and thought disorder.

To better understand how schizophrenia devel-
ops, we need to dig under the surface to examine 
how genes affect underlying processes, and then 
account for how these processes lead to the disorder 
(Goldman, 2011). In research along these lines, inves-
tigators are now exploring the role of more than 
20 genes involved in the kinds of memory and atten-
tional deficits observed in schizophrenia patients, all 
of which influence the functioning of the prefrontal 
cortex (Greenwood et al., 2011).

Figure 11.5 shows a model representing links between 
candidate genes and possible endophenotypes, 

 leading to increased vulnerability to schizophrenia. While the search 
for these hidden mechanisms in schizophrenia is well under way, 
we should understand that scientists haven’t found any one brain 
abnormality that is present in every schizophrenia patient. Perhaps 
it shouldn’t surprise us that a “one size fits all” model doesn’t apply. 
Schizophrenia is a complex disorder characterized by different  
subtypes and symptom complexes. Different causal processes in 
the brain may explain different forms of schizophrenia. What we 
now call schizophrenia may actually turn out to be more than one 
disorder.

figure 11.5 
From genes to vulnerability.

Source: Adapted from Gottesman & Gould, 2003.
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biologiCAl APProACheS The advent in the 1950s of antipsychotic drugs—also 
referred to as major tranquilizers or neuroleptics—revolutionized the treatment of schizo-
phrenia and provided the impetus for large-scale releases of mental patients into the com-
munity (deinstitutionalization). Antipsychotic medication helps control the more fla-
grant behavior patterns of schizophrenia, such as delusional thinking and hallucinations, 
and reduces the need for long-term hospitalization.

For many patients with chronic schizophrenia, entering a hospital is like going 
through a revolving door: they are repeatedly admitted and discharged. Many are simply 
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Tying it together

The Diathesis–Stress Model

In 1962, psychologist Paul Meehl proposed an integrative 
model for schizophrenia that led to the development of 
the diathesis–stress model. Meehl suggested that certain 

people possess a genetic predisposition to schizophrenia that is 
expressed behaviorally only if they are reared in stressful envi-
ronments (Meehl, 1962, 1972).

Later, Zubin and Spring (1977) formulated the diathesis–
stress model, which views the development of schizophrenia 
in terms of an interaction or combination of a diathesis, or 
genetic predisposition to develop the disorder, and stress-
ful life factors, especially environmental stress that exceeds 
the individual’s stress threshold or coping resources (see 
Figure 11.6 for a representation of the diathesis–stress model 
of schizophrenia). Also note that the presence of protec-
tive factors may potentially buffer the effects of life stress, 
thereby reducing the likelihood that a genetic predisposition 
for schizophrenia will expressed in the development of the 
 disorder.

Environmental stressors may include psychological factors, 
such as family conflict, child abuse, emotional deprivation, or 
loss of supportive figures, as well as physical environmental 
influences, such as early brain trauma or injury. On the other 
hand, if environmental stress remains below the person’s stress 

threshold, schizophrenia may never develop, even in persons 
at genetic risk.

research evidence Supporting the Diathesis–Stress Model

Several lines of evidence support the diathesis–stress model. 
One is the fact that schizophrenia tends to develop in late ado-
lescence or early adulthood, around the time that young people 
typically face the increased stress associated with establishing 
independence and finding a role in life. Other evidence shows 
that psychosocial stress, such as EE (harping criticisms from fam-
ily members), worsens symptoms in people with schizophrenia 
and increases risks of relapse. Other stressors, such as economic 
hardship and living in distressed neighborhoods, may also 
interact with genetic vulnerability in the causal matrix leading 
to schizophrenia. However, whether stress directly triggers the 
initial onset of schizophrenia in genetically vulnerable individuals 
remains an open question.

More direct support for the diathesis–stress model comes from 
longitudinal studies of high-risk children who are at increased 
genetic risk of developing the disorder by virtue of having one 
or both parents with schizophrenia. Longitudinal studies of high-
risk children support the central tenet of the diathesis–stress 
model that heredity interacts with environmental influences in 
determining vulnerability to schizophrenia. Longitudinal studies 
track individuals over extended periods of time. Ideally, they 
begin before the emergence of the disorder or the behavior pat-
tern in question and follow its course. In this way, investigators 
may identify early characteristics that predict the later devel-
opment of a disorder. These studies require a commitment of 
many years and substantial cost. Because schizophrenia occurs 
in only about 1% of the general adult population, researchers 
have focused on high-risk children. Children with one parent 
with schizophrenia have about 10% to 25% chance of develop-
ing schizophrenia, and those with both parents with schizo-
phrenia have about a 45% risk (Erlenmeyer-Kimling et al., 1997; 
Gottesman, 1991).

The best-known longitudinal study of high-risk children was 
undertaken by Sarnoff Mednick and his colleagues in Denmark. 
In 1962, the Mednick group identified 207 high-risk children 
(whose mothers had schizophrenia) and 104 reference subjects 
who were matched for factors such as gender, social class, age, 
and education but whose mothers did not have schizophre-
nia (Mednick, Parnas, & Schulsinger, 1987). The children from 
both groups ranged in age from 10 to 20 years, with a mean of 
15 years. None showed signs of disturbance when first inter-
viewed.

Five years later, at an average age of 20, the children were reex-
amined. By then 20 of the high-risk children were found to have 
demonstrated abnormal behavior, although not necessarily a 

Protective factors in high-risk children. A supportive and nurturing 
environment may reduce the likelihood of developing schizophrenia 
among high-risk children.
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The Diathesis–Stress Model (Continued)

figure 11.6 
Diathesis–Stress Model of Schizophrenia 

Genetic vulnerability 

Diathesis • Prenatal trauma
• Birth complications
• Harsh, critical family environment
• Stressful life experiences

Potential Stress Factors

Potential Protective Factors

Factors that may reduce risk, such as: 
• Healthy communication style within family
• Nurturing family environment
• Low level of life stress
• Coping resources

Schizophrenia

schizophrenic episode (Mednick & Schulsinger, 1968). The chil-
dren who showed abnormal behavior, referred to as the high-risk 
“sick” group, were then compared with a matched group of 20 
high-risk children from the original sample who remained well 
functioning (a high-risk “well” group) and a matched group of 
20 low-risk subjects. It turned out that the mothers of the high-
risk “well” offspring had experienced easier pregnancies and 
deliveries than those of the high-risk “sick” group or the low-risk 
group. Seventy percent of the mothers of the high-risk “sick” 
children had serious complications during pregnancy or delivery. 
Perhaps, consistent with the diathesis–stress model, stressful 
factors such as complications during pregnancy, childbirth, or 
shortly after birth may cause brain damage that, in combination 
with a genetic vulnerability, leads to severe mental disorders 
later in life.

In another classic research, Finnish researchers also find links 
between fetal and postnatal abnormalities and the develop-
ment of schizophrenia in adulthood (Jones et al., 1998). The 
low rate of complications during pregnancy and birth in the 
high-risk “well” group in the Danish study suggests that normal 
pregnancies and births may actually help protect high-risk chil-
dren from developing abnormal behavior patterns (Mednick  
et al., 1987).

Again from Denmark, more recent evidence from tracking 
nearly 1.4 million births showed an interesting connection 
supporting the role of maternal stress during prenatal devel-
opment. The offspring of mothers who experienced a highly 
stressful event—the death of a relative—during the first tri-
mester showed higher than average rates of schizophrenia 
(Khashan et al., 2008). This evidence suggests that severe 
stressors during early pregnancy may adversely affect brain 
development in the fetus.

Positive environmental factors, such as good parenting, may 
help prevent the disorder in children who stand an increased 
genetic risk. In support of the role of early environmental influ-
ences, Mednick and his colleagues found that high-risk children 
who later developed schizophrenia had poorer relationships with 
their parents than did high-risk children who did not develop 
the disorder (Mednick et al., 1987). The presence of childhood 
behavior problems may also be a marker for the later develop-
ment of schizophrenia-related disorders in high-risk children 
(Amminger et al., 1999).
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discharged to the streets once they are stabilized on medication and receive little, if any, 
follow-up care. This often leads to a pattern of chronic homelessness punctuated by brief 
stays in the hospital.

The first generation of antipsychotic drugs included the phenothiazines  
chlorpromazine (Thorazine), thioridazine (Mellaril), trifluoperazine (Stelazine), and  
fluphenazine (Prolixin). Haloperidol (Haldol), which is chemically distinct from the phe-
nothiazines, produces similar effects. 

Antipsychotic drugs block dopamine receptors in the brain, which reduces dopa-
mine activity in the brain and helps quell the more obvious symptoms such as hallu-
cinations and delusions. The effectiveness of antipsychotic drugs has been repeatedly  
demonstrated in double-blinded, placebo-controlled studies (Geddes, Stroup, & 
Lieberman, 2011; Nasrallah et al., 2009). Even so, these drugs don’t help all schizo-
phrenia patients and relapses can and do occur in patients, even in some patients who 
continue taking medication.

The major risk of long-term use of neuroleptics is a potentially disabling side 
effect called tardive dyskinesia (TD). TD can take different forms, the most common of 
which is frequent eye blinking. Common signs of the disorder include involuntary chew-
ing and eye movements, lip smacking and puckering, facial grimacing, and involuntary 
movements of the limbs and trunk. In some cases, the movement disorder is so severe that 
patients have difficulty breathing, talking, or eating. In many cases, the disorder persists 
even when the neuroleptic medication is withdrawn.

TD is most common among older people and among women. Although TD tends 
to improve gradually or stabilize over a period of years, many people with TD remain per-
sistently and severely disabled. We presently lack an effective and safe treatment for this 
very troubling side effect. The risk of this potentially disabling side effect requires physi-
cians to carefully weigh the risks and benefits of long-term drug treatment.

A second generation of antipsychotic drugs, referred to as atypical antipsychotics, 
has largely replaced the earlier generation of antipsychotics (Friedman, 2012; Tandon, 
Nasrallah, & Keshavan, 2010). Atypical antipsychotics are at least as effective as the 
first-generation antipsychotics but have the advantage of carrying fewer neurological side 
effects and a lower risk of TD (Correll & Shenk, 2009; Crespo-Facorro et al., 2011; 
Friedman, 2012).

The more commonly used atypical antipsychotics include clozapine (brand name 
Clozaril), risperidone (brand name Risperdal), and olanzapine (brand name Zyprexa) 
(Hatta et al., 2009). For Lori Schiller, the woman who experienced her first psychotic 
break during summer camp, the voices became softer when she was treated with clozapine.

“I” The Voices Grow Softer

It was as if it [my brain] were draining out from the inside. My head had been filled 
with sticky stuff, like melted rubber or motor oil. Now all that sticky stuff was dripping 
out, leaving only my brain behind. Slowly I was beginning to think more clearly.

And the Voices? The Voices were growing softer. Were the Voices growing 
softer? They were growing softer! They began moving around, from outside my skull, 
to inside, to outside again. But their decibel level was definitely falling.

It was happening. I was being set free. I had prayed to find some peace, and 
my prayers were finally being answered… . I want to live. I want to live.

From Schiller & Bennett, 1994

Over time, the voices receded into the background and then disappeared. Lori 
needed to learn to live without the voices and to build a life for herself. She began ventur-
ing beyond the confines of the hospital. She entered a halfway house and began to move 
toward a more independent life. Lori spent three and a half years at a halfway house and 
is now living independently.
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Antipsychotic drugs help control symptoms of schizophrenia, but they are not a 
cure (Walker & Tessner, 2008). People with chronic schizophrenia typically receive main-
tenance doses of antipsychotic drugs once their acute symptoms abate. However, many 
patients relapse even if they keep taking medication. The risk of relapse is even greater for 
patients who stop taking medication. Still, not all people with schizophrenia require anti-
psychotic medication to live independently (Jobe & Harrow, 2010). Unfortunately, we can-
not yet predict which patients can manage effectively without continued medication. T / F

Atypical antipsychotics also carry risks of significant side effects, including such 
serious medical complications as sudden cardiac death, substantial weight gain, and meta-
bolic disorders associated with increased risks of death due to heart disease and stroke 
(e.g., Abbott, 2010; Morrato et al., 2010; Stroup et al., 2011). In addition, the atypical 
antipsychotic drug clozapine carries a risk of a potentially lethal disorder in which the 
body produces inadequate supplies of white blood cells. Because of the seriousness of this 
risk, patients receiving the drug need to have their blood checked regularly. In sum, doc-
tors face a difficult choice, having to balance the benefits of treatment with the attendant 
risks (Friedman, 2005; Zhao, 2008).

Whatever the benefits of antipsychotic medication may be, drugs alone cannot meet 
the multifaceted needs of people with schizophrenia. Psychiatric drugs may improve the 
more flagrant symptoms but have only a limited impact on the person’s general social func-
tioning, quality of life, and remediation of negative symptoms (Friedman, 2012; Turkington 
& Morrison, 2012; Tandon, Nasrallah, & Keshavan, 2009). Consequently, drug therapy 
needs to be supplemented with psychological treatment, rehabilitation, cognitive (memory 
and attention) training, social skills training (including focusing on perception of emotional 
expression in people’s faces), and social services designed to help schizophrenia patients 
adjust to demands of community living (e.g., Guo et al., 2010; Hooker et al., 2012; LeVine, 
2012; Patela et al., 2011; Wykes et al., 2011). A wide array of treatment components are 
needed within a comprehensive model of care, including the use of antipsychotic medica-
tion, medical care, psychological treatment, family therapy, social skills training, crisis inter-
vention, rehabilitation services, and housing and other social services. Treatment programs 
must also ensure a continuity of care between the hospital and the community.

SoCioCulturAl FACtorS in treAtMent Investigators find that response to psy-
chiatric medications and dosage levels varies with patient ethnicity (USDHHS, 1999). 
Asians and Hispanics, for example, may require lower doses of neuroleptics than European 
Americans do. Asians also tend to experience more side effects from the same dosage. But 
racial disparities also exist in how schizophrenia patients are treated. For example, African 
American patients in one study were less likely to receive the newer generation of atypical 
antipsychotics than were European American patients (Kuno & Rothbard, 2002).

Ethnicity may also play a role in the family’s involvement in treatment. In a study 
of 26 Asian Americans and 26 non-Hispanic White Americans with schizophrenia, family 
members of the Asian American patients were more frequently involved in the treatment 
program (Lin et al., 1991). For example, family members were more likely to accompany 
the Asian American patients to their medication evaluation sessions. The greater family 
involvement among Asian Americans may reflect the relatively stronger sense of fam-
ily responsibility in Asian cultures. Non-Hispanic White Americans are more likely to 
emphasize individualism and self-responsibility.

Maintaining connections between the person with schizophrenia and the family 
and larger community is part of the cultural tradition in many Asian cultures, as well as in 
other parts of the world, such as Africa. The seriously mentally ill of China, for instance, 
retain strong supportive links to their families and workplaces, which helps increase their 
chances of being reintegrated into community life (Liberman, 1994). In traditional heal-
ing centers for the treatment of schizophrenia in Africa, the strong support that patients 
receive from their family and community members, together with a community-centered 
lifestyle, are important elements of successful care (Peltzer & Machleidt, 1992).

truth OR fiction

We now have drugs that not only treat 
schizophrenia but also can cure it in 
many cases.

 FALSE  Antipsychotic drugs help 
control the symptoms of schizophrenia 
but cannot cure the disorder.



430  CHAPTER 11 Schizophrenia Spectrum Disorders

PSyChoDynAMiC therAPy Freud did not believe that traditional psychoanalysis was 
well suited to the treatment of schizophrenia. The withdrawal into a fantasy world that 
typifies schizophrenia prevents the individual with schizophrenia from forming a mean-
ingful relationship with the psychoanalyst. The techniques of classical psychoanalysis, 
Freud wrote, must “be replaced by others; and we do not know yet whether we shall suc-
ceed in finding a substitute” (as cited in Arieti, 1974, p. 532).

Other psychoanalysts, such as Harry Stack Sullivan and Frieda Fromm-
Reichmann, adapted psychoanalytic techniques specifically for the treatment of schizo-
phrenia. However, research has failed to demonstrate the effectiveness of psychoanalytic 
or psychodynamic therapy for treating schizophrenia. However, promising results are 
reported for a modified form of psychodynamic therapy, grounded in the diathesis–stress 
model, that helps patients cope with stress and build social skills, such as learning how to 
deal with criticism from others (Bustillo et al., 2001; Hogarty et al., 1997).

leArning-bASeD therAPieS Although few behavior therapists believe that faulty 
learning causes schizophrenia, learning-based interventions have proved to be effective 
in modifying schizophrenic behavior and in helping people with the disorder develop 
behaviors that can help them adjust more effectively to living in the community. Therapy 
methods include the following:

1. Selective reinforcement of behavior, such as providing attention for appropriate be-
havior and extinguishing bizarre verbalizations through withdrawal of attention;

2. Token economy, in which individuals on inpatient units are rewarded for appropri-
ate behavior with tokens, such as plastic chips, that can be exchanged for tangible 
reinforcers such as desirable goods or privileges;

3. Social skills training, in which clients are taught conversational skills and other 
appropriate social behaviors through coaching, modeling, behavior rehearsal, and 
feedback.

Although token economies can help increase desirable behaviors of psychiat-
ric inpatients, they have largely fallen out of favor in mental hospitals in recent years 
(Dickerson, Tenhula, & Green-Paden, 2005). Part of the problem is that they are time- 
and staff-intensive. To be successful, they must have strong administrative support, skilled 
treatment leaders, extensive staff training, and continuous quality control, all of which 
can limit their practicality.

Social skills training programs help individuals acquire a range of social and voca-
tional skills. People with schizophrenia are often deficient in basic social skills needed for 
community living, such as assertiveness, interviewing skills, and general conversational 
skills. Social skills training can help them improve their social skills and general level 
of social functioning (Addington, Piskulic, & Marshall, 2010; Hooley, 2010; Kurtz &  
Mueser, 2008). However, social skills training has only a modest effect on reducing 
relapse rates once patients leave the hospital.

The basic model for social skills training incorporates role-playing exercises within 
a group format. Participants practice skills such as starting or maintaining conversations 
with new acquaintances and receive feedback and reinforcement from the therapist and 
other group members. The first step might be a dry run in which the participant role-plays 
the targeted behavior, such as asking strangers for bus directions. The therapist and other 
group members then praise the effort and provide constructive feedback. Role-playing is 
augmented by techniques such as modeling (observation of the therapist or other group 
members enacting the desired behavior), direct instruction (specific directions for enact-
ing the desired behavior), shaping (reinforcement for successive approximations to the 
target behavior), and coaching (use of verbal or nonverbal prompts to elicit a particular 
desired behavior in the role-play). Participants are given homework assignments to prac-
tice the behaviors in the settings in which they live, such as in the hospital ward or in the 
community. The aim is to generalize the training or transfer it to other settings. Training 
sessions may also be run in stores, restaurants, schools, and other real-life settings.
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Another learning-based approach coming into wider 
practice in treating schizophrenia as an adjunct to drug ther-
apy is cognitive-behavioral therapy (Rector & Beck, 2012). A 
large and growing body of evidence backs up the effectiveness 
of  cognitive-behavioral therapy not only for reducing halluci-
nations (as discussed earlier) but also for reducing delusional 
thinking (by offering alternative explanations to delusional 
beliefs) and negative symptoms, such as lack of motivation 
and apathy, the kinds of problem behaviors that make it dif-
ficult for patients to adjust to the demands of community 
 living (e.g., Coltheart, Langdon, & McKay, 2011; Grant 
et al., 2012; Keuhn, 2011b; Lincoln et al., 2012; Ruddle, 
Mason, & Wykes, 2011; Sivec & Montesano, 2012; Snavely &  
Chessick, 2011; Turkington & Morrison, 2012). This focus 
on  cognitive-behavioral therapy treatment in helping schizo-
phrenia patients develop adaptive skills of living brings us to 
consider the role of psychosocial rehabilitation as part of a mul-
tifaceted treatment approach.

PSyChoSoCiAl rehAbilitAtion People with schizophrenia 
typically have difficulties functioning in social and occupational 
roles and performing work that depends on basic cognitive 
abilities involving attention and memory. These problems limit 
their ability to adjust to community life, even in the absence of 
overt psychotic behavior. Recently, promising results were reported for cognitive reha-
bilitation training to help schizophrenia patients strengthen basic cognitive skills such 
as attention and memory (Minzenberg & Carter, 2012; Moritz et al., 2011; Wykes  
et al., 2011).

A number of self-help clubs (commonly called clubhouses) and rehabilitation 
centers have sprung up to help people with schizophrenia find a place in society. Many 
centers were launched by nonprofessionals or by people with schizophrenia themselves, 
largely because mental health agencies often failed to provide comparable services. A 
“clubhouse” is not a home; rather, it serves as a self-contained community that provides 
members with social support and help in finding educational opportunities and paid 
employment.

Multiservice rehabilitation centers typically offer housing as well as job and edu-
cational opportunities. These centers often make use of skills training approaches to help 
clients learn how to handle money, resolve disputes with family members, develop friend-
ships, take buses, cook their own meals, shop, and so on.

FAMily intervention ProgrAMS Family conflicts and negative family interactions 
can heap stress on family members with schizophrenia, increasing the risk of recurrent  
episodes. Researchers and clinicians have worked with families of people with schizophre-
nia to help them cope with the burdens of care and to assist them in developing more coop-
erative, less confrontational ways of relating to others. The specific components of family 
interventions vary, but they usually share some common features, such as a focus on the 
practical aspects of everyday living, educating family members about schizophrenia, teach-
ing them how to relate in a less hostile way to family members with schizophrenia, improv-
ing communication, and fostering effective problem-solving and coping skills. Structured 
family intervention programs can reduce friction in the family, improve social function-
ing in schizophrenia patients, and even reduce relapse rates (Addington, Piskulic, &  
Marshall, 2010; Guo et al., 2010; Patterson & Leeuwenkamp, 2008). However, the bene-
fits appear to be relatively modest, and questions remain about whether relapses are pre-
vented or merely delayed.

building skills: Social skills training groups help schizophrenia patients 
develop the social and vocational skills they need to adapt to more 
independent life in the community.
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In sum, no single treatment approach meets all the needs of people with schizo-
phrenia. The conceptualization of schizophrenia as a lifelong disability underscores the 
need for long-term treatment interventions that incorporate antipsychotic medication, 
family therapy, supportive or cognitive-behavioral forms of therapy, vocational  training, 
and housing and other social support services. To help the individual reach maximal social 
adjustment, these interventions should be coordinated and integrated within a compre-
hensive model of treatment.

Other Schizophrenia Spectrum Disorders
The DSM-5 classifies a range of psychological disorders within the schizophrenia spec-
trum of disorders. They range from milder forms of disorganized or unusual thinking 
and difficulties relating to others associated with schizotypal personal disorder (discussed 
in Chapter 12) to frankly psychotic disorders, including brief psychotic disorder, schizo-
phreniform disorder, delusional disorder, and schizoaffective disorder, as well as schizo-
phrenia itself.

brief Psychotic Disorder
Some brief psychotic episodes do not progress to schizophrenia. The diagnostic category 
of brief psychotic disorder applies to a psychotic disorder that lasts from a day to a 
month and is characterized by at least one of the following features: delusions, hallucina-
tions, disorganized speech, or grossly disorganized or catatonic behavior. Eventually, there 
is a full return to the individual’s prior level of functioning. Brief psychotic disorder is 
often linked to a significant stressor or stressors, such as the loss of a loved one or exposure 
to brutal traumas in wartime. Women sometimes experience the disorder after childbirth.

Schizophreniform Disorder
Schizophreniform disorder consists of abnormal behaviors identical to those in schizo-
phrenia that have persisted for at least one month but less than six months. They thus do 
not yet justify the diagnosis of schizophrenia. Although some cases have good outcomes, 
in others, the disorder persists beyond six months and may be reclassified as schizophrenia 
or perhaps another form of psychotic disorder, such as schizoaffective disorder. However, 
questions remain about the validity of the diagnosis. It may be more appropriate to diag-
nose people who show psychotic features of recent origin with a classification that does 
not specify a specific type of psychotic disorder until additional information clearly indi-
cates which specific disorder applies.

Delusional Disorder
Many of us, perhaps even most of us, feel suspicious of other people’s motives at times. 
We may feel that others have it in for us or believe that others are talking about us behind 
our backs. For most of us, however, paranoid thinking does not take the form of outright 
delusions. The diagnosis of delusional disorder applies to people who hold persistent, 
clearly delusional beliefs, often involving paranoid themes (Sammons, 2005b). Delusional 
disorder is rare, affecting an estimated 20 people in 10,000 during their lifetimes  
(APA, 2013).

In delusional disorder, the delusional beliefs may be bizarre (e.g., believing that 
aliens have implanted electrodes in the person’s head) or may fall within a range of seem-
ing plausibility, such as unfounded beliefs concerning the infidelity of a spouse, persecu-
tion by others, or attracting the love of a famous person. The apparent plausibility of 
some of these beliefs may lead other people to take them seriously and check them out 
before concluding that they are unfounded. Apart from the delusion, the individual’s 
behavior may not show evidence of obviously bizarre or odd behavior, as we see in the 
following case example.

11.9 Describe the general 
features of other disorders in 
the schizophrenia spectrum.
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Hit Men: A Case of Delusional Disorder 

A married 42-year-old postal worker was brought to the hospital by his wife because 
he had been insisting that there was a contract out on his life. He told the doctors 
that the problem started about four months ago when his supervisor accused him 
of tampering with a package, an offense that could have cost him his job. Though 
the supervisor was exonerated at a formal hearing, he was furious and felt publicly 
humiliated. The man went on to say that his coworkers soon began avoiding him, 
turning away from him when he walked by, as if they didn’t want to see him. He 
began to think that they were talking about him behind his back, although he could 
never clearly make out what they were saying. He gradually became convinced that 
his coworkers were avoiding him because his boss had put a contract on his life. 
He said he had noticed several large white cars cruising up and down the street 
where he lived. He believed there were hit men in these cars and refused to leave 
his home without a companion. Other than reporting that his life was in danger, 
his thinking and behavior appeared entirely normal on interview. He denied any 
hallucinations and excepting his unusual beliefs about his life being in danger, he 
showed no other signs of psychotic behavior. The diagnosis of Delusional Disorder, 
Persecutory type, seemed the most appropriate, because there was no evidence 
that a contract had been taken on his life (hence, it was deemed a persecutory 
 delusion) and there were no other clear signs of psychosis that might support a 
diagnosis of schizophrenia. 

Adapted from Spitzer et al., 1994, pp. 177–179

is someone out to get you? People with delusional disorder often weave paranoid fantasies in 
their minds that they confuse with reality.
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a ClOSeR look

The Love Delusion

e rotomania, or the love delusion, is a rare delusional 
disorder in which the individual believes that he or she 
is loved by someone else, usually someone famous or of 

high social status. In reality, the individual has only a passing or 
nonexistent relationship with the alleged lover. People with ero-
tomania are often unemployed and socially isolated (Kennedy 
et al., 2002). Although the love delusion was once thought to 
be predominantly a female disorder, recent reports suggest it 
may not be a rarity among men. Although women with erotoma-
nia may have a potential for violence when their attentions are 
rebuffed, men with this condition appear more likely to threaten 
or commit acts of violence in the pursuit of the objects of their 
unrequited desires (Goldstein, 1986). Antipsychotic medications 
may reduce the intensity of the delusion but do not appear to 
eliminate it (Kelly, Kennedy, & Shanley, 2000). Nor do we have 
evidence that psychotherapy helps people with erotomania. The 
prognosis is thus bleak, and people with erotomania may harass 
their love objects for many years. Mental health professionals 
need to be aware of the potential for violence in the manage-
ment of people who possess these delusions of love. The follow-
ing cases provide some examples of the love delusion. T / F

Three Cases of Erotomania 

 Mr. A., a 35-year-old man, was described as a “love-struck” 
suitor of a daughter of a former president of the United 
States. He was arrested for repeatedly harassing the woman 
in an attempt to win her love, although they were actually per-
fect strangers. Refusing to adhere to the judge’s warnings to 
stop pestering the woman, he placed numerous phone calls 
to her from prison and was later transferred to a psychiatric 
facility, still declaring they were very much in love.

Mr. B. was arrested for breaching a court order to 
stop pestering a famous pop singer. A 44-year-old farmer, 
Mr. B. had followed his love interest across the country, 
constantly bombarding her with romantic overtures. He was 
committed to a psychiatric hospital, but maintained the 
belief that she’d always wait for him.

Then there was Mr. C., a 32-year-old businessman, 
who believed a well-known woman lawyer had fallen in 
love with him following a casual meeting. He constantly 
called and sent flowers and letters, declaring his love. 
While she repeatedly rejected his advances and eventu-
ally filed criminal charges for harassment, he felt tha t she 
was only testing his love by placing obstacles in his path. 
He abandoned his wife and business and his functioning 
declined. When the woman continued to reject him, he 
began sending her threatening letters and was committed 
to a psychiatric facility.

Adapted from Goldstein, 1986, p. 802

truth or fiction

Some people have delusions that they 
are loved by a famous person.

 TRUE Some people do suffer from 
the delusion that they are loved by a 
famous person. They are said to have 
a delusional disorder, erotomanic type.

Mr. Polsen’s delusional belief that “hit teams” were pursuing him was treated with 
antipsychotic medication in the hospital and faded in about three weeks. His belief that 
he had been the subject of an attempted “hit” stuck in his mind, however. A month fol-
lowing admission, he stated, “I guess my boss has called off the contract. He couldn’t get 
away with it now without publicity” (Spitzer et al., 1994, p. 179).

Although delusions frequently occur in schizophrenia, delusional disorder is 
believed to be distinct from schizophrenia. Persons with delusional disorder do not exhibit 
confused or jumbled thinking. Hallucinations, when they occur, are not as prominent. 
Delusions in schizophrenia are embedded within a larger array of disturbed thoughts, 
perceptions, and behaviors. In delusional disorders, the delusion itself may be the only 
clear sign of abnormality.

Various types of delusional disorders in the DSM-5 are described in Table 11.2. 
Like other forms of psychosis, delusional disorders often respond to antipsychotic medi-
cation (Morimoto et al., 2002; Sammons, 2005b). However, once the delusion is estab-
lished, it may persevere, although the individual’s concern about it may wax and wane 
over the years. In other cases, the delusion may disappear entirely for periods of time and 
then recur. Sometimes the disorder permanently disappears.
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Schizoaffective Disorder
Schizoaffective disorder is sometimes referred to as a “mixed bag” of symptoms because 
it includes psychotic behaviors associated with schizophrenia (e.g., hallucinations and 
delusions) occurring at the same time as a major mood disorder (major depressive episode 
or manic episode). At some point in the course of the disorder, however, delusions or 
hallucinations must have occurred for a period of at least two weeks without the presence 
of a major mood disorder (so as to distinguish the disorder from a mood disorder with 
psychotic features). The lifetime prevalence of the disorder is estimated to be 0.3% of the 
general population (APA, 2013).

Like schizophrenia, schizoaffective disorder tends to follow a chronic course that 
is characterized by persistent difficulties adjusting to the demands of adult life. Also like 
schizophrenia, the psychotic features of schizoaffective disorder often respond to anti-
psychotic drugs (Glick et al., 2009; Díaz-Marsá et al., 2009). Schizoaffective disorder 
and schizophrenia appear to share a genetic link (Bramon & Sham, 2001). We need to 
discover why this common genetic substrate or predisposition leads to one disorder and 
not the other.

table 11.2 

types of Delusional Disorders

type Description

erotomanic type Delusional beliefs that someone else, usually a person of 
higher social status such as a movie star or a political figure, is 
in love with you; also called erotomania.

grandiose type Inflated beliefs about one’s own worth, importance, power, 
knowledge, or identity, or beliefs that one has a special 
relationship to a deity or to a famous person. Cult leaders who 
believe they have special mystical powers of enlightenment 
may have delusional disorders of this type.

Jealous type Delusions of jealousy in which the person may become 
convinced, without due cause, of the infidelity of his or her 
partner. The delusional person may misinterpret certain 
clues as signs of unfaithfulness, such as spots on the bed 
sheets.

Persecutory type The most common type of delusional disorder, persecutory 
delusions, involve themes of being conspired against, 
followed, cheated, spied on, poisoned or drugged, or 
otherwise maligned or mistreated. People with these 
delusions may repeatedly bring legal actions against 
those whom they perceived to be responsible for their 
mistreatment, or may even commit acts of violence against 
them.

Somatic type Delusions involving the person’s physical or medical condition. 
People with these delusions may believe that foul odors are 
emanating from their bodies or that internal parasites are 
eating away at them.

Mixed type Delusions typify more than one of the other types with no 
single predominant theme.
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Schizophrenia
11.1 Define the term schizophrenia.
Schizophrenia is a chronic psychotic disorder characterized by acute 
episodes involving a break with reality, as manifested by features such 
as delusions, hallucinations, illogical thinking, incoherent speech, 
and bizarre behavior. Schizophrenia is believed to affect about 1% of 
the adult population.

11.2 Describe the course of development of schizophrenia.
Schizophrenia usually develops in late adolescence or early adulthood. 
Its onset may be abrupt or gradual. Gradual onset involves a prodromal 
phase, a period of gradual deterioration that precedes the onset of acute 
symptoms. Acute episodes, which may occur periodically throughout 
life, are typified by clear psychotic symptoms, such as hallucinations 
and delusions. Between acute episodes, the disorder is characterized by 
a residual phase in which the person’s level of functioning is similar to 
that which was present during the prodromal phase, but deficits still 
remain in cognitive, emotional, and social areas of functioning.

11.3 Describe the key features of schizophrenia.
Among the more prominent features of schizophrenia are disor-
ders in the content of thought (delusions) and the form of thought 
(thought disorder), as well as the presence of often severe perceptual 
distortions (hallucinations) and emotional disturbances (flattened or 
inappropriate affect). There are also dysfunctions in brain processes 
regulating attention to stimuli from the external world.

11.4 Describe psychodynamic and learning theory viewpoints 
on schizophrenia.
In the traditional psychodynamic model, schizophrenia represents a 
regression to a psychological state corresponding to early infancy in 
which the prodding of the id produces bizarre, socially deviant behav-
ior and gives rise to hallucinations and delusions. Learning theorists 
propose that some forms of schizophrenic behavior may result from 
lack of social reinforcement, which leads to gradual detachment from 
the social environment and increased attention to an inner world of 
fantasy. Modeling and selective reinforcement of bizarre behavior may 
explain some schizophrenic behaviors in the hospital setting. Evidence 
based on psychodynamic and learning-based models of schizophrenia 
have limited value in explaining the development of schizophrenia.

11.5 Describe the biological bases of schizophrenia.
Compelling evidence for a strong genetic component in schizophre-
nia comes from studies of family patterns of schizophrenia, twin stud-
ies, and adoption studies. The mode of genetic transmission remains 
unknown. Most researchers believe the neurotransmitter dopamine 
plays a role in schizophrenia, especially in the more flagrant features 
of the disorder. Viral factors may also be involved, but definite proof 
of viral involvement is lacking. Evidence also demonstrates that 
schizophrenia involves both structural and functional abnormalities 
in the brain.

11.6 Describe the role of family factors in schizophrenia.
Family factors such as CD and EE may act as sources of stress that 
increase the risk of development or recurrence of schizophrenia 
among people with a genetic predisposition to the disorder.

11.7 Apply the diathesis–stress model to the development of 
schizophrenia.
The diathesis–stress model posits that schizophrenia results from an 
interaction of a genetic predisposition (the diathesis) and environ-
mental stressors (e.g., family conflict, child abuse, emotional depriva-
tion, loss of supportive figures, and early brain trauma).

11.8 evaluate methods used to treat schizophrenia.
Contemporary treatment approaches tend to be multifaceted, incor-
porating pharmacological and psychosocial approaches. Antipsychotic 
medication is not a cure, but it can help control the more flagrant 
features of the disorder and reduce the need for hospitalization and 
the risk of recurrent episodes. Psychosocial interventions such as 
token economy systems and social skills training can help increase 
adaptive behaviors of schizophrenia patients. Psychosocial rehabili-
tation approaches help people with schizophrenia adapt more suc-
cessfully to occupational and social roles in the community. Family 
intervention programs help families cope with the burdens of care, 
communicate more clearly, and learn more helpful ways of relating 
to the patient.

other Schizophrenia Spectrum Disorders
11.9 Describe the general features of other disorders in the 
schizophrenia  spectrum.
These include schizotypal personality disorder (a personality disorder 
discussed in Chapter 12), brief psychotic disorder (a psychotic dis-
order lasting less than a month that may be reactive to a significant 
stressor), schizophreniform disorder (symptoms identical to those 
of schizophrenia but lasting for a month to less than six months), 
schizoaffective disorder (a combination of psychotic symptoms and 
significant mood disturbance), and delusional disorder (denoted by 
delusions that may be the only sign of disturbed thinking or behavior).

summing up11
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Based on your reading of this chapter, answer the following  
questions:

• Schizophrenia is perhaps the most disabling type of mental or 
psychological disorder. What makes it so?

• Have you known anyone who was diagnosed with schizophrenia? 
What information do you have about the person’s family history, 
family relationships, and stressful life events that might shed light 
on the development of the disorder?

• How does the diathesis–stress model attempt to account for 
the development of schizophrenia? What evidence supports the 
model?

• What are the relative risks and benefits of antipsychotic medica-
tion? Why is medication alone not sufficient to treat schizophre-
nia? Do you believe that people with schizophrenia should be 
treated indefinitely with antipsychotic drugs? Why or why not?

critical thinking questions
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learning objectives
12.1 

Define the concept of personality disorders.

12.2 
Identify the three major categories 

of personality disorders.

12.3 
Describe the key features of 

personality disorders characterized 
by odd or eccentric behavior.

12.4 
Describe the key features of personality 

disorders characterized by dramatic, 
emotional, or erratic behavior.

12.5 
Describe the key features of 

personality disorders characterized 
by anxious or fearful behavior.

12.6 
Evaluate the problems associated with the 

classification of personality disorders.

12.7 
Describe the major theoretical perspectives 
on understanding personality disorders—the 
psychodynamic, learning, cognitive, family, 
biological, and sociocultural perspectives.

12.8 
Evaluate methods used to treat 

personality disorders.

12.9 
Define the concept of impulse-

control disorders and describe the 
features of several major types.

12

“I” “My Dark Place”
She wrote about herself on an online bulletin board, sharing her personal anguish 
with strangers, wanting others to know just how deeply she had suffered. She wrote 
there were times when she entered a “dark place” in which she would experience an 
urge to cut herself at different places on her body, mostly on her arms and legs. She 
later learned that her self-mutilation or cutting was a symptom of borderline person-
ality disorder or BPD. She could not run or hide from these urges to cut herself and 
felt powerless to control them. She recounted how she had battled depression since 
she was a young girl and had began cutting herself at the age of 8. The cutting would 
bring a momentary sense of relief, blotting out the negative feelings. Strangely, it 
became a way in which she could comfort herself and block the deeper pain she felt 
inside. Now as a young adult she realizes she must find other ways of relieving her 
emotional pain, but recognizes it will be a long process that will take a great deal of 
work and therapy. 

Source: Adapted from an anonymous posting on an online support site, New York 
City Voices

truth OR fiction

T  F   People with schizoid personalities may have deeper feelings for animals 
than they do for people. (p. 443) 

T  F  People we call psychopaths are psychotic. (p. 445)

T  F  People with antisocial personalities inevitably run afoul of the law. (p. 445)

T  F   Recent research findings support the popular image of psychopathic mur-
derers as “cold-blooded” killers. (p. 448)

T  F   Many notable figures in history, from Lawrence of Arabia to Adolf Hitler 
and even Marilyn Monroe, showed signs of borderline personality. (p. 449)

T  F   Men with borderline personalities tend to be self-directed in their aggres-
sive behavior, whereas women are more likely to show outward aggression. 
(p. 450)

T  F   People with dependent personality disorder have so much difficulty mak-
ing independent decisions that they may allow their parents to decide 
whom they will marry. (p. 455)

T  F   Despite years of trying, we still lack evidence that psychotherapy can help 
people with borderline personality disorder. (p. 470)

T  F  Kleptomania, or compulsive stealing, is usually motivated by poverty. (p. 473)

Like this person, people with borderline personality disorder are often severely depressed 
and turn to self-mutilation in a twisted attempt to escape from emotional pain. But their 
problems lie deeper than depression. They involve the kinds of rigid, inflexible, and mal-
adaptive behavior patterns that clinicians classify as personality disorders. These behavior 
patterns involve maladaptive expressions of personality traits, which have far-reaching 
consequences for the person’s psychological adjustment and relationships with others.

All of us have particular styles of behavior and ways of relating to others. Some of 
us are orderly, others sloppy. Some of us prefer solitary pursuits; others are more social. 
Some of us are followers; others are leaders. Some of us seem immune to rejection by others, 
whereas others avoid social initiatives for fear of getting shot down. When behavior patterns 
become so inflexible or maladaptive that they cause significant personal distress or impair 
people’s social or occupational functioning, they may be classified as personality disorders.
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Later in the chapter, we discuss another class of disorders, called impulse- 
control disorders, which are also characterized by maladaptive patterns of behavior. With 
impulse-control disorders, such as kleptomania and intermittent explosive disorder, the 
maladaptive behaviors take the form of failure to resist impulses that lead to harmful 
consequences. Another feature that personality disorders and impulse disorders have in 
common is that people diagnosed with these disorders often fail to see how their own 
behaviors are seriously disrupting their lives.

As an historical note, gambling was recognized in earlier editions of the DSM as 
a type of impulse-control disorder (called pathological gambling), as it is characterized by 
difficulty controlling an impulse to gamble. However, the close relationships between 
compulsive gambling and addictive disorders led to its reclassification as a type of addic-
tive disorder in DSM-5 that is called gambling disorder (see Chapter 8).

Types of Personality Disorders
In most of us by the age of thirty, the character has set like plaster, and will never 
soften again.

—William James

Personality disorders are characterized by overly rigid and maladaptive patterns of 
behavior and ways of relating to others that reflect extreme variations on underlying 
personality traits, such as undue suspiciousness, excessive emotionality, and impulsivity 
(Clark, 2009). These problem traits become evident by adolescence or early adulthood. 
They continue through much of adult life and become so deeply ingrained that they are 
often highly resistant to change. The warning signs of personality disorders may emerge 
in childhood based on problem behaviors involving disturbed conduct, depression, anxi-
ety, and immaturity. An estimated 6% to 10% of the general population are believed to 
have personality disorders (Samuels, 2011).

People with personality disorders often fail to see how their own behaviors are seri-
ously disrupting their lives. They may blame others for the problems they have, rather than 
take a long, hard look in the mirror. Take a moment to think about the person who stares 
back at you in the bathroom mirror. What is that person like? How would you describe that 
person’s traits or behavioral characteristics? How do these attributes influence the person’s 
behavior and ways of relating to others? Is the person shy or outgoing? Reliable and consci-
entious, or lax and undependable? Anxious or calm? What makes this person unique? What 
accounts for the consistency in the person’s behavior from place to place and time to time? 

Let’s first define what we mean by the term personality. Psychologists use the term 
personality to describe the set of distinctive psychological traits and behavioral characteris-
tics that make each of us unique and help account for the consistency of our behavior. No 
two people are completely alike, not even identical twins. We each have our own distinc-
tive ways of relating to others and interacting with the world at large. But people with 
personality disorders have exaggerated or excessive personality traits that lead to personal 
distress or significantly interfere with the person’s ability to function effectively in their 
home, school, or work environments and the communities in which they live.

Despite the self-defeating consequences of their behavior, people with personality 
disorders typically don’t believe they need to change. Using psychodynamic terms, the DSM 
notes that people with personality disorders tend to perceive their traits as ego syntonic—as 
natural parts of themselves. Consequently, people with personality disorders are more likely 
to be brought to the attention of mental health professionals by others than to seek ser-
vices themselves. In contrast, people with anxiety disorders (Chapter 5) or mood disorders 
(Chapter 7) tend to view their disturbed behaviors as ego dystonic. They do not see their 
behaviors as parts of their self-identities and are thus more likely to seek help to relieve the 
distress caused by these behaviors. Although personality traits may not be as hardened after 
the age of 30 as the famed early psychologist William James held, the extreme variations of 
personality traits that we find in personality disorders tend to be stable over time.

12.1 Define the concept 
of personality disorders.
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The DSM groups personality disorders into three clusters:

Cluster A: People who are perceived as odd or eccentric. This cluster includes paranoid,  
 schizoid, and schizotypal personality disorders.
Cluster B: People whose behavior is overly dramatic, emotional, or erratic. This grouping  
 consists of antisocial, borderline, histrionic, and narcissistic personality disorders.
Cluster C: People who often appear anxious or fearful. This cluster includes avoidant,  
 dependent, and obsessive–compulsive personality disorders.

Table 12.1 provides an overview of the personality disorders discussed in this 
chapter. We should also note that people with personality disorders often have other 
diagnosable psychological disorders. For example, a person may be diagnosed with major 
depression, as well as with a personality disorder such as borderline personality disorder.

Personality Disorders Characterized by Odd  
or Eccentric Behavior
This group of personality disorders includes paranoid, schizoid, and schizotypal disorders. 
People with these disorders often have difficulty relating to others or show little or no interest in 
developing social relationships. Here we consider paranoid and schizoid personality disorders. 

12.2 Identify the three major 
categories of personality disorders.

table 12.1 

Overview of Personality Disorders

Disorder
Lifetime Prevalence in  
Population (approx.) Description

Personality Disorders Characterized by Odd or Eccentric Behavior

Paranoid Personality Disorder 2.3% to 4.4% across 
samples

Pervasive suspiciousness of the motives of others but without 
outright paranoid delusions

Schizoid Personality Disorder 3.1% to 4.9% across 
samples

Social aloofness and shallow or blunted emotions

Schizotypal Personality Disorder 4.6% (based on U.S. 
sample)

Persistent difficulty forming close social relationships and odd or 
peculiar beliefs and behaviors without clear psychotic features

Personality Disorders Characterized by Dramatic, Emotional, or Erratic Behavior

Antisocial Personality Disorder Upward of 6% in men,  
1% in women

Chronic antisocial behavior, callous treatment of others, 
irresponsible behavior, and lack of remorse for wrongdoing

Borderline Personality Disorder 1.6% to 5.9%  Tumultuous moods and stormy relationships with others, unstable 
self-image, and lack of impulse control

Histrionic Personality Disorder 1.8% Overly dramatic and emotional behavior; demands to be the center 
of attention; excessive needs for reassurance, praise, and approval

Narcissistic Personality Disorder Under 1% to 6.2% 
across samples

Grandiose sense of self; extreme needs for admiration

Personality Disorders Characterized by Anxious or Fearful Behavior

Avoidant Personality Disorder About 2.4% Chronic pattern of avoiding social relationships due to fears of rejection

Dependent Personality Disorder Less than 1% Excessive dependence on others and difficulty making independent 
decisions

Obsessive–Compulsive Personality 
Disorder

2.1% to 7.9% across 
samples  

Excessive needs for orderliness and perfectionism, excessive 
attention to detail, rigid ways of relating to others

Sources: Prevalence rates derived from APA, 2013; Cale & Lilienfeld, 2002; Kessler et al., 1994.

12.3 Describe the key features of 
personality disorders characterized 
by odd or eccentric behavior.
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PArANOID PErSONALIty DISOrDEr The defining trait of the paranoid personality 
disorder is pervasive suspiciousness—the tendency to interpret other people’s behavior as 
deliberately threatening or demeaning. People with the disorder are excessively mistrustful 
of others, and their relationships suffer for it. Although they may be suspicious of cowork-
ers and supervisors, they can generally maintain employment.

The following case illustrates the unwarranted suspicion and reluctance to confide 
in others that typifies people with paranoid personalities.

A Case of Paranoid Personality Disorder 
An 85-year-old retired businessman was interviewed by a social worker to determine 
health care needs for himself and his wife. The man had no history of treatment for 
a mental disorder. He appeared to be in good health and mentally alert. He and his 
wife had been married for 60 years, and it appeared that his wife was the only person 
he’d ever really trusted. He had always been suspicious of others. He would not reveal 
personal information to anyone but his wife, believing that others were out to take 
advantage of him. He had refused offers of help from other acquaintances because he 
suspected their motives. When called on the telephone, he would refuse to give out 
his name until he determined the nature of the caller’s business. He’d always involved 
himself in “useful work” to occupy his time, even during his 20 years of retirement. He 
spent a good deal of time monitoring his investments and had altercations with his 
stockbroker when errors on his monthly statement prompted suspicion that his broker 
was attempting to cover up fraudulent transactions.

Adapted from Spitzer et al., 1994, pp. 211–213

People who have paranoid personality disorder tend to be overly sensitive to criti-
cism, whether real or imagined. They take offense at the smallest slight. They are readily 
angered and hold grudges when they think they have been mistreated. They are unlikely 
to confide in others because they believe that personal information may be used against 
them. They question the sincerity and trustworthiness of friends and associates. A smile or 
a glance may be viewed with suspicion. As a result, they have few friends and intimate rela-
tionships. When they do form an intimate relationship, they may suspect infidelity, even 
without evidence. They tend to remain hypervigilant, as if they must be on the lookout 
against harm. They deny blame for misdeeds, even when warranted, and are perceived by 
others as cold, aloof, scheming, devious, and humorless. They tend to be argumentative 
and may launch repeated lawsuits against those who they believe have mistreated them.

Clinicians need to weigh cultural and sociopolitical factors when arriving at a 
diagnosis of paranoid personality disorder. For example, members of immigrant or eth-
nic minority groups, political refugees, or people from other cultures may seem guarded 
or defensive, but this behavior may reflect unfamiliarity with the language, customs, or 
rules and regulations of the majority culture or cultural mistrust arising from a history of 
neglect or oppression. Such behavior should not be confused with paranoid personality 
disorder.

Although people with paranoid personality disorder harbor exaggerated and 
unwarranted suspicions, they do not have the outright paranoid delusions that character-
ize the thought patterns of people with paranoid schizophrenia (e.g., believing the FBI 
is out to get them). People who have paranoid personalities are unlikely to seek treat-
ment; they see others as causing their problems. The reported prevalence of paranoid 
personality disorder in the general population ranges from 2.3% to 4.4% across samples 
(APA, 2013). The disorder is diagnosed more often in men than in women among people 
receiving mental health treatment.

SCHIzOID PErSONALIty DISOrDEr Social isolation is the cardinal feature of schizoid 
personality disorder. Often described as a loner or an eccentric, the person with a schiz-
oid personality lacks interest in social relationships. The person’s emotions usually appear 
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shallow or blunted, but not to the degree found in schizophrenia 
(see Chapter 11). People with this disorder rarely, if ever, experi-
ence strong anger, joy, or sadness. They may appear distant from 
others or aloof. Their faces tend to show no emotional expression, 
and they rarely exchange social smiles or nods. They seem indiffer-
ent to criticism or praise and appear to be wrapped up in abstract 
ideas rather than in thoughts about people. Although they prefer 
to remain distant from others, they maintain better contact with 
reality than people with schizophrenia do. The prevalence of the 
disorder in the general population remains unknown. Men with 
this disorder rarely date or marry. Women with the disorder are 
more likely to accept romantic advances passively and to marry, 
but they seldom initiate relationships or develop strong attach-
ments to their partners. 

We may find inconsistencies between the outer appearances 
and the inner lives of people with schizoid personalities (Akhtar, 
2003). For example, they may appear to have little appetite for sex, 
but harbor voyeuristic wishes or become absorbed with pornogra-
phy. However, the apparent social distance and aloofness of people 
with schizoid personalities may be somewhat superficial. They may harbor exquisite sensi-
tivity, deep curiosities about people, and wishes for love that they cannot express. In some 
cases, sensitivity is expressed in deep feelings for animals rather than people. T / F

Schizotypal Personality Disorder
People with schizotypal personality disorder have persistent difficulties in forming 
close relationships with others and display behaviors, mannerisms, and thought patterns 
that seem peculiar or odd, but not disturbed enough (not a “break with reality”) to merit 
a diagnosis of schizophrenia.

People with schizotypal personality disorder lack a coherent sense of self. They 
may have a distorted self-concept or lack self-direction (e.g., not knowing where they are 
going in life). They also lack the capacity for empathy, showing a lack of understanding 
for how their own behavior affects others or misinterpreting other people’s behaviors 
or motives. They may be especially anxious in social situations, even when interacting 
with familiar people. They have difficulty forming close relationships, or even any rela-
tionships, a finding also reported in other cultures, such as in a Chinese population in 
Singapore (Guoa et al., 2010). The social anxiety of schizotypal patients is often linked 
to paranoid thinking (e.g., fears that others mean them harm) rather than to concerns 
about being rejected or evaluated negatively by others. People with schizotypal personal-
ity disorder often have other co-occurring emotional disorders, such as major depression 
and anxiety disorders, as well as an increased risk of suicidal behavior (Lentz et al., 2010).

People with schizotypal personality disorder may experience unusual perceptions 
or illusions, such as feeling the presence of a deceased family member in the room. They 
realize, however, that the person is not actually there. They may become unduly suspi-
cious of others or paranoid in their thinking. They may develop ideas of reference, such as 
the believing that others are talking about them behind their backs. They may engage in 
magical thinking, such as believing they possess a “sixth sense” (i.e., can foretell the future) 
or that others can sense their feelings. They may attach unusual meanings to words. Their 
own speech may be vague or unusually abstract, but it is not incoherent or filled with the 
loose associations that characterize schizophrenia. They may appear unkempt, display 
unusual mannerisms, and engage in unusual behaviors, such as talking to themselves in 
the presence of others. Their thought processes also appear odd and are marked by vague, 
metaphorical, or stereotyped thinking. Their faces may register little emotion. They may 
fail to exchange smiles with, or nod at, others. Or they may appear silly and smile and 
laugh at the wrong times. They tend to be socially withdrawn and aloof, with few, if any, 

truth OR fiction

People with schizoid personalities may 
have deeper feelings for animals than 
they do for people.

 TRUE  People with a schizoid 
personality may show little or no 
interest in people but develop strong 
feelings for animals.

Schizoid personality. It is normal to be 
reserved about displaying one’s feelings, 
especially when one is among strangers, 
but people with schizoid personalities rarely 
express emotions and are distant and aloof. 
Yet the emotions of people with schizoid 
personalities are not as shallow or blunted as 
those of people with schizophrenia.
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close friends or confidants. They seem to be especially anxious around unfamiliar people. 
We can see evidence of the social aloofness and illusions that are often associated with 
schizotypal personality disorder in the following case example:

Jonathan: A Case of Schizotypal Personality Disorder 
Jonathan, a 27-year-old auto mechanic, had few friends and preferred reading sci-
ence fiction novels to socializing with other people. He seldom joined in conversa-
tions. At times, he seemed to be lost in his thoughts, and his coworkers would have to 
whistle to get his attention when he was working on a car. He often showed a “queer” 
expression on his face. Perhaps the most unusual feature of his behavior was his 
reported intermittent experience of “feeling” his deceased mother standing nearby. 
These illusions were reassuring to him, and he looked forward to their occurrence. 
Jonathan realized they were not real. He never tried to reach out to touch the appari-
tion, knowing it would disappear as soon as he drew closer. It was enough, he said, to 
feel her presence.

From the Author’s Files

Schizotypal personality disorder may be slightly more common in males than 
in females and is believed to affect about 4.6% of the general population (APA, 2013). 
Investigators also find higher rates of the disorder among African Americans than 
among Caucasians or Hispanic Americans (Chavira et al., 2003). However, clinicians 
need to be careful not to label as schizotypal certain behavior patterns that reflect 
culturally determined beliefs or religious rituals, such as beliefs in voodoo and other 
magical beliefs.

As discussed in Chapter 11, schizotypal personality disorder is conceptualized by 
DSM-5 as part of the schizophrenia spectrum of disorders. Schizophrenia and schizotypal 
personality disorder appear to share a common genetic basis (Chemerinski et al., 2012). 
Moreover, evidence from a brain-imaging study also shows that brain abnormalities in 
patients with schizotypal personality disorder are similar to those found in schizophrenia 
patients (Dickey et al., 2006, 2007). We can speculate that the emergence of schizophre-
nia in people with this shared genetic predisposition may be determined by the presence 
of other factors such as stressful life experiences. However, it’s important to point out that 
relatively few people diagnosed with schizotypal personality disorder eventually develop 
schizophrenia or other psychotic disorders (APA, 2013).

Personality Disorders Characterized by  
Dramatic, Emotional, or Erratic Behavior
This cluster of personality disorders includes the antisocial, border-
line, histrionic, and narcissistic types. People with these disorders 
exhibit behavior patterns that are excessive, unpredictable, or self-
centered; they also have difficulty forming and maintaining rela-
tionships and show antisocial behavior.

ANtISOCIAL PErSONALIty DISOrDEr People with antisocial 
personality disorder are antisocial in the sense that they often vio-
late the rights of others, disregard social norms and conventions, 
and, in some cases, break the law. They show a lack of concern or 
callous indifference about violating the rights of others and using 
other people for their own gain. We should note they are not “anti-
social” in the colloquial sense of seeking to avoid people.

People with antisocial personalities tend to be impulsive and 
fail to live up to their commitments to others (Swann et al., 2009). 
Yet they often show a superficial charm and possess at least aver-
age intelligence. They frequently have little, if any, anxiety when 

Antisocial personality. Serial killer Ted Bundy, shown here shortly 
before his execution, killed without feeling or remorse but also 
displayed some of the superficial charm seen in some people with 
antisocial personality disorder.

12.4 Describe the key 
features of personality disorders 
characterized by dramatic, 
emotional, or erratic behavior.
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faced with threatening situations and lack feelings of guilt or remorse follow-
ing wrongdoing (Goldstein et al., 2006; Kiehl, 2006). Punishment may have 
little or no effect on their behavior. Although parents and others have usually 
punished them for their misdeeds, they persist in leading irresponsible and 
impulsive lives.

Antisocial personality disorder occurs more commonly in men than 
in women, with prevalence rates based on community samples ranging from 
about 1% in women to nearly 6% in men (Cale & Lilienfeld, 2002; Kessler et 
al., 1994; see Figure 12.1). The diagnosis is limited to people 18 years of age 
or older. However, the pattern of antisocial behavior that characterizes anti-
social personality disorder begins in childhood or adolescence and extends 
into adulthood (e.g., Blonigen et al., 2006; Lahey et al., 2005). Antisocial 
behaviors emerge before the age of 15 in the form of conduct disorder (dis-
cussed further in Chapter 13). These early forms of antisocial behavior may 
include truancy, running away, initiating physical fights, use of weapons, 
forcing someone into sexual activities, physical cruelty to people or animals, 
deliberate destruction of property or fire setting, lying, stealing, robbery, and 
assaulting others.

Clinicians once used terms such as psychopath and sociopath to refer 
to people who today are classified as having antisocial personalities—people 
whose behavior is amoral, asocial, and impulsive, and who lack remorse and 
shame. Some clinicians continue to use these terms interchangeably with antisocial per-
sonality. The roots of the word psychopath focus on the idea that there is something amiss 
(pathological) in the individual’s psychological functioning. The roots of sociopath center 
on the person’s social deviance. T / F

Over time, antisocial and criminal behavior associated with the disorder tends to 
decline with age and may disappear by the time the person reaches the age of 40, but not so 
for the underlying personality traits associated with the disorder—traits such as egocentric-
ity; manipulativeness; lack of empathy, guilt, or remorse; and callousness toward others. 
These appear to be relatively stable even with increasing age (Harpur & Hare, 1994).

Much of our attention in this chapter focuses on antisocial personality disorder. 
Historically, this is the personality disorder that has been most extensively studied by 
scholars and researchers. 

SOCIOCuLturAL FACtOrS AND ANtISOCIAL PErSONALIty DISOrDEr Antisocial 
personality disorder cuts across all racial and ethnic groups. The disorder is most common, 
however, among people in lower socioeconomic groups. One explanation is that people 
with antisocial personality disorder drift downward occupationally, perhaps because their 
antisocial behavior makes it difficult for them to hold steady jobs or to progress upward. 
People from lower socioeconomic levels may also be more likely to have parents who 
modeled antisocial behavior. However, the diagnosis may also be misapplied to people 
living in hard-pressed communities who engage in seemingly antisocial behaviors as a 
survival strategy (APA, 2013). 

Antisocial Behavior and Criminality
We tend to think of antisocial behavior as synonymous with criminal behavior. Although 
antisocial personality disorder is associated with an increased risk of criminality (Kosson, 
Lorenz, & Newman, 2006), not all criminals have antisocial personalities, nor do all peo-
ple with antisocial personality disorder become criminals. Many people with antisocial 
personality disorders are law abiding and successful in their careers, even though they may 
treat others in a callous and insensitive manner. T / F

Investigators have begun to view antisocial personality as composed of two some-
what independent dimensions. The first is a personality dimension. It consists of traits 
such as superficial charm, selfishness, lack of empathy, callous and remorseless use of 
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figure 12.1 
Lifetime prevalences of antisocial personality disorder 
by gender. Antisocial personality disorder is more than 
five times as common among men as among women. 
However, the prevalence of the disorder has been rising 
more rapidly among women in recent years. 

Source: National Comorbidity Survey (Kessler et al., 1994).

truth OR fiction

People we call psychopaths are 
psychotic.

 FALSE  People we call 
psychopaths have psychopathic 
personalities. They may be diagnosed 
with antisocial personality disorder, 
but do not suffer from psychosis 
(manifested by a break with reality, as 
in schizophrenia).

truth OR fiction

People with antisocial personalities 
inevitably run afoul of the law.

 FALSE  Not all criminals show 
signs of psychopathy and not all 
people with psychopathic personalities 
become criminals.
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others, and disregard for others’ feelings and welfare. This type 
of psychopathic personality applies to people who have these 
kinds of psychopathic traits but don’t become lawbreakers.

The second dimension is a behavioral dimension. It is 
characterized by the adoption of a generally unstable and anti-
social lifestyle, including frequent problems with the law, poor 
employment history, and unstable relationships. These two 
dimensions are not entirely separate; many antisocial individuals 
show evidence of both sets of traits.

We should also note that some people do not become 
criminals or delinquents because of a disordered personality 
but because they were reared in environments or subcultures 
that rewarded criminal behavior. Although criminal behavior is 
deviant to society at large, it is normal by the standards of the  
subculture. Also, lack of remorse, which is a cardinal feature of 
antisocial personality disorder, does not characterize all crimi-
nals. Some criminals regret their crimes, and judges and parole 
boards consider evidence of remorse when passing sentence or 
recommending a prisoner for parole.

Despite the popular  impression that criminals are all 
psychopaths, and vice versa, only about half of prison inmates could be diagnosed with 
antisocial personality disorder (Robins, Locke, & Reiger, 1991). Moreover, only a 
minority of people diagnosed with antisocial personality disorder run afoul of the law. 
Many fewer (thankfully!) fit the stereotype of the psychopathic killer popularized in 
films such as The Silence of the Lambs.

Profile of the Antisocial Personality Antisocial personality or psychopathy is as-
sociated with a wide range of traits, including failure to conform to social norms, 
irresponsibility, aimlessness and lack of long-term goals or plans, impulsive behavior, 
outright lawlessness, violence, chronic unemployment, marital problems, lack of re-
morse or empathy, substance abuse or alcoholism, and a disregard for the truth and for 
the feelings and needs of others. In a classic work in the field originally published in 
1941, Hervey Cleckley (1976) argued that the characteristics that define the psycho-
pathic or antisocial personality—self-centeredness, irresponsibility, impulsivity, and 
insensitivity to the needs of others—exist not only among criminals but also among 
many respected members of the community, including doctors, lawyers, politicians, 
and business executives.

More recent work on measuring psychopathic traits shows they can be grouped 
in terms of four basic factors or dimensions (Neumann & Hare, 2008): (1) an interper-
sonal factor characterized by superficiality, grandiosity, and deceitfulness; (2) an affective 
factor characterized by lack of remorse and empathy and a failure to accept respon-
sibility for misbehavior; (3) a lifestyle factor characterized by impulsivity and lack of 
goals; and (4) an antisocial factor characterized by poor behavioral control and antisocial 
behavior.

Irresponsibility, a common trait among people with antisocial personalities, may 
be seen in a personal history dotted by repeated, unexplained absences from work, 
abandonment of jobs without having other job opportunities to fall back on, or long 
stretches of unemployment. Irresponsibility often extends to financial matters, where 
there may be repeated failure to repay debts, to pay child support, or to meet other 
financial responsibilities to one’s family and dependents. The key clinical features of 
antisocial personality disorder are shown in Table 12.2. Not all of these behaviors need 
to be present in every case. The following case represents a number of these antisocial 
characteristics.

Criminality or antisocial personality 
disorder? It is likely that many prison 
inmates could be diagnosed with antisocial 
personality disorder; however, people may 
become criminals or delinquents not because 
of a disordered personality but because they 
were raised in environments or exposed 
to subcultures that both encouraged and 
rewarded criminal behavior.
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“Twisted Sister”: A Case of Antisocial Behavior 
The 19-year-old male is brought by ambulance to the hospital emergency room in a 
state of cocaine intoxication. He’s wearing a T-shirt with the imprint “Twisted Sister” 
on the front, and he sports a punk-style haircut. His mother is called and sounds 
groggy and confused on the phone; the doctors must coax her to come to the hos-
pital. She later tells the doctors that her son has arrests for shoplifting and for driv-
ing while intoxicated. She suspects that he takes drugs, although she has no direct 
evidence. She believes that he is performing fairly well at school and has been a star 
member of the basketball team.

It turns out that her son has been lying to her. In actuality, he never completed 
high school and never played on the basketball team. A day later, his head cleared, 
the patient tells his doctors, almost boastfully, that his drug and alcohol use started at 
the age of 13, and that by the time he was 17, he was regularly using a variety of psy-
choactive substances, including alcohol, speed, marijuana, and cocaine. Lately, how-
ever, he has preferred cocaine. He and his friends frequently participate in drug and 
alcohol binges. At times, they each drink a case of beer in a day along with downing 
other drugs. He steals car radios from parked cars and money from his mother to sup-
port his drug habit, which he justifies by adopting a (partial) “Robin Hood” attitude—
that is, taking money only from people who have lots of it.

Adapted from Spitzer et al., 1994, pp. 81–83

table 12.2 

Key Features of Antisocial Personality Disorder

Features Examples

Failure to adhere to social rules, 
social norms, or legal codes

Aggressive or hostile behavior

Lack of responsible behavior

Impulsive behavior

Lack of truthfulness

Reckless behavior

Lack of remorse for misdeeds

Engaging in criminal behavior that may result 
in arrest, such as destruction of property, 
engaging in unlawful occupations, stealing, or 
harassing others

Repeatedly getting into physical confrontations 
and fights with others or assaulting others, even 
one’s own children or spouse

Failure to maintain regular employment due to 
chronic absences or lateness or failure to seek 
gainful employment when it is available; failure 
to honor financial obligations, such as failing to 
meet child support responsibilities or defaulting 
on debts; failure to establish or maintain a stable 
monogamous relationship

Acting on impulse and failing to plan ahead 
or consider consequences; traveling around 
without any clear employment opportunities or 
goals

Repeatedly lying, conning others, or using aliases 
for personal gain or pleasure

Taking undue risks to one’s safety or the safety 
of others, such as by driving at unsafe speeds or 
driving while intoxicated

Lack of concern or remorse for the harm done to 
others by one’s behavior, or rationalizing harm to 
others
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a ClOseR look

“In Cold Blood”: Peering into the Minds of Psychopathic Murderers

The popular image we hold of the psychopathic murderer 
is of a “cold-blooded” killer, someone motivated by 
external goals in carrying out calculating, premeditated 

murder. But is this image supported by hard evidence?

Canadian researchers compared homicides committed by 
psychopathic offenders with those committed by nonpsycho-
pathic offenders in a sample of 125 incarcerated murderers 
(Woodworth & Porter, 2002). They expected that homicides 
committed by the psychopathic offenders would fit the profile of 
a cold-blooded killing, whereas those committed by nonpsycho-
pathic offenders would be “crimes of passion” (impulsive, “hot-
headed,” angry reactions to provocative situations).

The sample was drawn from two Canadian federal institutions, 
one in British Columbia and the other in Nova Scotia. The inves-
tigators administered a widely used and well-validated measure 
of psychopathy to classify offenders as psychopathic. The results 
supported the hypothesis that psychopathic offenders were 
more likely to have committed cold-blooded homicides— 
intentional acts motivated by goals such as obtaining drugs, 
money, sex, or revenge but without any emotional trigger. More 
than 90% (93%) of the homicides committed by the psycho-
pathic offenders fit this profile, as compared to 48% of the  
murders committed by offenders who were not psychopathic.

Interestingly, the image of the “cold-blooded” psychopathic 
killer does not square with the long-recognized belief that  

psychopathic personalities often engage in impulsive, acting-out 
behavior. The investigators suggest that psychopathic offend-
ers may engage in selective impulsivity by constraining their 
impulses to perform such an extreme act as murder. With such 
high stakes involved (e.g., lifetime incarceration if convicted), the 
psychopathic offender may adopt a more calculated role when 
carrying out these acts.

However chilling the results of this study, they help us to bet-
ter understand the psychological aspects of homicide. In that 
respect, they may help homicide investigators narrow the 
scope of their investigations by focusing on personality pro-
files of offenders who are likely to commit particular types of 
crimes. T / F

truth OR fiction

Recent research findings support 
the popular image of psychopathic 
murderers as “cold-blooded” killers.

 TRUE  Canadian researchers 
found that psychopathic murderers 
incarcerated for homicide were 
more likely than other incarcerated 
murderers to have committed cold-
blooded homicides.

Although this case is suggestive of antisocial personality disorder, the diagnosis was 
maintained as provisional because the interviewer could not determine whether the devi-
ant behavior (lying, stealing, skipping school) began before the age of 15.

BOrDErLINE PErSONALIty DISOrDEr Borderline personality disorder (BPD) 
is characterized by features such as a deep sense of emptiness, an unstable self-image, 
a history of turbulent and unstable relationships, dramatic mood changes, impulsivity,  
difficulty regulating negative emotions, self-injurious behavior, and recurrent suicidal 
behaviors (Gratz et al., 2010; Krause-Utz et al., 2013; Salzer et al., 2013; Soloff & 
Chiappetta, 2012). 

People with borderline personality disorder tend to be uncertain about their 
personal identities—their values, goals, careers, perhaps even their sexual orienta-
tions. This instability in self-image or personal identity leaves them with nagging 
feelings of emptiness and boredom. They cannot tolerate being alone and make des-
perate attempts to avoid feelings of abandonment. Fear of abandonment leads them 
to become clinging and demanding in their personal relationships, but their clinging 
often pushes away the very people on whom they depend. Rejection may enrage them, 
putting further strain on their relationships. Their feelings toward others are intense 
and shifting. They alternate between extremes of adulation (when their needs are met) 

   Watch the Video Liz: Borderline 
Personality Disorder in MyPsychLab



Personality Disorders and Impulse-Control Disorders  CHAPTER 12  449

and loathing (when they feel scorned). They tend to view other people as 
either all good or all bad and abruptly shift in their appraisals of others 
from one extreme to the other. As a result, they may flit from partner to 
partner in a series of brief and stormy relationships. People they had ideal-
ized are treated with contempt when relationships end or when they feel 
that other people fail to meet their needs. 

Borderline personality disorder is believed to affect about 1.6% to 
5.9% of the general adult population (APA, 2013; Kernberg & Michels, 
2009; Paris, 2010). Although women more frequently receive the diagnosis 
than men, it remains undetermined whether this gender difference reflects 
diagnostic practices or underlying differences in the prevalence rates of the dis-
order for men and women. The disorder appears to be more common among 
Latino Americans than White European Americans and African Americans 
(Chavira et al., 2003). The factors accounting for these ethnic differences 
require further  investigation. Many notable figures have been described as 
having personality features associated with borderline personality disorder, 
including Marilyn Monroe, Lawrence of Arabia, Adolf Hitler, and the phi-
losopher Sören Kierkegaard. T / F

The term borderline personality was originally used to refer to individu-
als whose behavior appeared to be on the border between neuroses and psycho-
ses. People with borderline personality disorder generally maintain better contact 
with reality than people with psychoses, although they may show fleeting psychotic 
behaviors during times of stress. Generally speaking, they are more severely impaired 
than most people with neuroses but not as dysfunctional as those with psychotic 
disorders.

One of the central features of borderline personality disorder is difficulty regu-
lating emotions (Baer et al., 2012). People with borderline personality disorder have 
mood changes that run the gamut from anger and irritability to depression and anxiety 
(Weissman, 2011). They tend to be troubled by intense emotional pain and chronic feel-
ings of anger, which often gives rise to angry outbursts (Ferraz et al., 2009). Feelings 
of emptiness and shame are common, together with a long-standing negative self-image 
(Gunderson, 2011). They often lack the ability to thoughtfully plan their actions in 
advance and will act impulsively without considering the consequences (Gvirts et al., 
2012; Millon, 2011). They may be prone to fighting others or smashing things. They 
may fly into a rage at the slightest sign of rejection or for little or no reason at all, as this 
woman recounts about her husband:

“I” Walking on Eggshells 
They may fly into a rage at the slightest sign of rejection or for little or no reason 
at all.

Living with a borderline person, as one women put it, is like “walking on egg-
shells” (Mason & Kreger, 1998). She described her borderline husband as having 
two personalities, a “Jovial Jekyll” and a “Horrible Hyde.” Living with him, she said, 
was heaven one minute but hell the next. He would often explode at a moment’s 
notice, sometimes because she spoke too quickly or too soon, or in the wrong tone 
of voice, or even with the wrong facial expression. Just about anything would set 
him off an emotional tirade. We should recognize that rage in borderline personali-
ties masks deeper emotional pain. It may cover up deep-seated fears of abandon-
ment or rejection or a need to hurt others because they themselves have been hurt 
or abused by others.

truth OR fiction

Many notable figures in history, from 
Lawrence of Arabia to Adolf Hitler and 
even Marilyn Monroe, showed signs of 
borderline personality.

 TRUE  Many notable public 
figures have shown personality traits 
associated with borderline personality 
disorder.

Cutting. People with borderline personalities 
may engage in impulsive acts of self-mutilation, 
such as cutting themselves, perhaps as a 
means of temporarily blocking or escaping 
from deep, emotional pain.
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People with borderline personalities often act on impulse, such as eloping with 
someone they have just met. Impulsive and unpredictable behavior is often self-destructive,  
involving self-mutilation (for example, cutting) and suicidal gestures or actual  
attempts, especially when underlying fears of abandonment are kindled (Gunderson, 
2011; Leichsenring et al., 2011; Welch et al., 2008). Maladaptive behaviors such as 
cutting, substance use, and lashing out in anger may be attempts at controlling intense 
negative feelings (Baer et al., 2012). About three out of four people with borderline 
personality disorder make suicide attempts and about one in ten eventually commits 
suicide.

Women with borderline personality disorder tend to show more inwardly directed 
aggression, such as cutting or other forms of self-mutilation. Men with borderline person-
ality disorder tend to show more outward expressions of aggression (Schmahl & Bremner, 
2006). Suicide attempts and nonsuicidal self-injuries may be motivated by the desire to 
escape from troubling emotions.  T / F

Borderline personality disorder is usually diagnosed in early adulthood, although 
signs of the disorder are often seen in adolescence (Gunderson, 2011). Impulsive behav-
ior may include spending sprees, gambling, drug abuse, unsafe sexual activity, reckless 
driving, binge eating, or shoplifting. Impulsive acts of self-mutilation, such as the self-
inflicted cutting described at the opening of this chapter, may also involve scratching the 
wrists or even touching burning cigarettes on the arms. The following dialogue illustrates 
this type of behavior.

 client: I’ve got such repressed anger in me; what happens is . . . I can’t feel it; 
I get anxiety attacks. I get very nervous, smoke too many cigarettes. So 
what happens to me is I tend to explode. Into tears or hurting myself or 
whatever . . . because I don’t know how to contend with all those mixed 
up feelings.

 interviewer: What was the more recent example of such an “explosion”?
 client: I was alone at home a few months ago; I was frightened! I was trying 

to get in touch with my boyfriend and I couldn’t. . . . He was nowhere 
to be found. All my friends seemed to be busy that night and I had no 
one to talk to. . . . I just got more and more nervous and more and 
more agitated. Finally, bang! . . . I took out a cigarette and lit it and 
stuck it into my forearm. I don’t know why I did it because I didn’t 
really care for him all that much. I guess I felt I had to do something 
dramatic. . . .

—Adapted from Stone, 1980, p. 400

Self-mutilation is sometimes an expression of anger or a means of manipulating 
others. Such acts may be intended to counteract self-reported feelings of “numbness,” 
particularly in times of stress. Individuals with borderline personality disorder often have 
very troubled relationships with their families and others (Gratz et al., 2008; Johnson  
et al., 2006). They often had troubling childhood experiences, such as parental losses or 
separations, harsh punishment or maltreatment, parental neglect or lack of nurturing, 
or witnessing violence. They tend to view their relationships as rife with hostility and 
to perceive others as rejecting and abandoning. They also tend to be difficult to work 
with in psychotherapy (Silk, 2008). They tend to demand a great deal of support from 
therapists, calling them at all hours or acting suicidal to elicit support, or dropping out 
of therapy prematurely. Their feelings toward therapists, as toward other people, undergo 
rapid alterations between idealization and outrage. Psychoanalysts interpret these abrupt 
shifts in feelings as signs of splitting, or inability to reconcile the positive and negative 
aspects of one’s experience of oneself and others.

People with borderline personality disorder may cling desperately to others whom 
they first idealize, but then shift abruptly to utter contempt when they perceive the other 

truth OR fiction

Men with borderline personalities tend 
to be self-directed in their aggressive 
behavior, whereas women are more 
likely to show outward aggression.

 FALSE  Men with borderline 
personalities tend to direct their 
aggressive impulses toward 
themselves, whereas women are 
generally more outwardly directed in 
their aggressive behavior

   Watch the Video Mary: Non-Suicidal 
 Self-Injury in MyPsychLab
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person—a therapist, lover, family member, close friend—as rejecting them or failing to 
meet their emotional needs. The unfortunate irony is that their desperate attempts to 
obtain emotional support places unreasonable demands on others, which can result in 
pushing others away, leading to perceptions of rejection and a belief that the other per-
son never truly was “there for them.” Perceptions of rejection are thus linked to rage 
(Berenson et al., 2011).

A saving grace is that many features of borderline personality, including sui-
cidal thinking, turbulent emotions, self-harm, and impulsivity, tend to improve over 
a period of years (Bateman, 2012; Gunderson et al., 2011). Investigators also com-
ment that impulsivity tends to “burn out” with increasing age (Stevenson, Meares, & 
Comerford, 2003).

HIStrIONIC PErSONALIty DISOrDEr Histrionic personality disorder is character-
ized by excessive emotionality and an overwhelming need to be the center of attention. 
The term is derived from the Latin histrio, which means “actor.” People with histrionic 
personality disorder tend to be dramatic and emotional, but their emotions seem shallow, 
exaggerated, and volatile. The disorder was formerly called hysterical personality. The fol-
lowing case example illustrates the excessively dramatic behaviors typical of someone with 
histrionic personality disorder.

Marcella: A Case of Histrionic Personality Disorder 
Marcella was a 36-year-old, attractive, but overly made up woman who was dressed 
in tight pants and high heels. Her hair was in a bird’s nest of the type that had been 
popular when she was a teenager. Her social life seemed to bounce from relation-
ship to relationship, from crisis to crisis. Marcella sought help from the psychologist 
at this time because her 17-year-old daughter, Nancy, had just been hospitalized 
for cutting her wrists. Nancy lived with Marcella and Marcella’s current boyfriend, 
Morris, and there were constant arguments in the apartment. Marcella recounted 
the disputes that took place with high drama, waving her hands, clanging the 
bangles that hung from her bracelets, and then clutching her breast. It was difficult 
having Nancy live at home because Nancy had expensive tastes, was “always look-
ing for attention,” and flirted with Morris as a way of “flaunting her youth.” Marcella 
saw herself as a doting mother and denied any possibility that she was in competi-
tion with her daughter.

Marcella came for a handful of sessions, during which she basically ventilated 
her feelings and was encouraged to make decisions that might lead to a reduction 
of some of the pressures on herself and her daughter. At the end of each session she 
said, “I feel so much better” and thanked the psychologist profusely. At termination 
of “therapy,” she took the psychologist’s hand and squeezed it endearingly. “Thank 
you so much, Doctor,” she said and made her exit.

From the Author’s Files

The supplanting of hysterical with histrionic and the associated exchange of the 
roots hystera (meaning “uterus”) and histrio allow professionals to distance themselves 
from the notion that the disorder is intricately bound up with being female. The disorder 
is diagnosed more frequently in women than in men (Fowler, 2007), although some stud-
ies using structured interview methods find similar rates of occurrence among men and 
women (APA, 2013). Whether the gender discrepancy in clinical practice reflects true 
differences in the underlying rates of the disorder, diagnostic biases, or unseen factors 
remains an open question.

People with histrionic personalities may become unusually upset by news of 
a sad event and exude exaggerated delight at a pleasant occurrence. They may faint 

Over the top? Not all people who dress 
outrageously or flamboyantly have histrionic 
personalities. What other personality features 
characterize people with histrionic personality 
disorder?
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at the sight of blood or blush at a slight faux pas. They tend to demand that others 
meet their needs for attention and play the victim when others fall short. They also 
tend to be self-centered and intolerant of delays of gratification: They want what they 
want when they want it. They grow quickly restless with routine and crave novelty 
and stimulation. They are drawn to fads. Others may see them as putting on airs 
or playacting, although they may evince a certain charm. They tend to be flirtatious 
and seductive but are too wrapped up in themselves to develop intimate relationships 
or have deep feelings toward others. As a result, their associations tend to be stormy 
and ultimately ungratifying. They tend to use their physical appearance as a means 
of drawing attention to themselves. Men with the disorder may act and dress in an 
overly “macho” way, and women may choose very frilly, feminine clothing. Glitter 
supersedes substance.

People with histrionic personalities may be attracted to professions like modeling 
or acting, where they can hog the spotlight. Despite outward successes, they lack self-
esteem and strive to impress others to boost their self-worth. If they suffer setbacks or lose 
their place in the limelight, depressing inner doubts may emerge.

NArCISSIStIC PErSONALIty DISOrDEr Narkissos was a handsome youth who, 
according to Greek myth, fell in love with his reflection in a spring. Because of his exces-
sive self-love, the gods transformed him into the flower we know as the narcissus.

People with narcissistic personality disorder have an inflated or grandiose 
sense of themselves and an extreme need for admiration. They brag about their accom-
plishments and expect others to shower them with praise. They expect others to notice 
their special qualities, even when their accomplishments are ordinary, and they enjoy 
basking in the light of adulation. They are self-absorbed and lack empathy for others. 
Although they share certain features with histrionic personalities, such as demanding 
to be the center of attention, they have a much more inflated view of themselves and 
are less melodramatic than people with histrionic personality disorder. As compared to 
people with borderline personality disorder, those with narcissistic personality disorder 
are generally better able to organize their thoughts and actions. They tend to be more 
successful in their careers and are better able to rise to positions of status and power. 
Their relationships also tend to be more stable than those of people with borderline 
personality disorder.

Although more than half of the people diagnosed with narcissistic personality 
disorder are men, we cannot say whether there is an underlying gender difference in 
prevalence rates in the general population. A certain degree of narcissism may rep-
resent a healthful adjustment to insecurity, a shield from criticism and failure, or a 
motive for achievement. Excessive narcissistic qualities can become unhealthful, espe-
cially when the cravings for adulation are insatiable. Up to a point, self-interest fosters 
success and happiness. In more extreme cases, as with narcissism, it can compromise 
relationships and careers.

People with narcissistic personalities tend to be preoccupied with fantasies of suc-
cess and power, ideal love, or recognition for brilliance or beauty. Like people with his-
trionic personalities, they may gravitate toward careers in modeling, acting, or politics. 
Although they tend to exaggerate their accomplishments and abilities, many people with 
narcissistic personalities are quite successful in their occupations. But they envy those who 
achieve even greater success. Insatiable ambition may prompt them to devote themselves 
tirelessly to work. They are driven to succeed, not so much for money as for the adulation 
that comes with success.

People with narcissistic personalities are extremely sensitive to the slightest hint of 
rejection or criticism. These narcissistic injuries, as they are called, hurt so deeply because 
they reopen very old psychological wounds. Even a seemingly trivial comment can throw 
the person into a tailspin, as in the following example of a woman, Stephanie, whose 
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husband’s criticism exposed old wounds of inadequacy. Moreover, instead of making the 
pain go away, his mild rebuke added insult to injury.

“I” Rubbing Salt into a Wound 
“Watch the ball,” she told herself [during a game of tennis], “get sideways, hit 
through, finish up.” . . . For a few precious moments, she was in that “zone” that ath-
letes cherish when everything comes together and there are no mistakes.

She was smiling secretly, enjoying an illicit high, wondering if her husband, 
Doug, had also noticed how well she was hitting today, when a heavily underspun 
return angled into her backhand. She lunged, stabbed, and caught the ball on her 
racquet rim, sending it flying out of the court. “You never read that spin,” Doug 
scolded from the far court. “Never,” Stephanie echoed, suddenly feeling as though 
she had just blown an internal tire. Pain washed over her and settled in the mid-
dle of her chest. . . . “I’ll never be any good at this game,” she thought miserably, 
smashing the next three balls into the net. The elation of only moments before had 
evaporated, replaced by a hopeless feeling of ineptitude. Stephanie swallowed the 
tears rising in her throat and gave herself a mental kick in the backside. “You’re such 
a baby,” she muttered to herself as she prepared to pack up and go home. “You 
wimping out on me again?” Doug called out. He was only teasing, trying to goad 
her back into the drill, but his words were like salt on a fresh abrasion. There would 
be no more tennis this day.
Source: Hotchkiss, 2002.

Interpersonal relationships are invariably strained by the demands that people 
with narcissistic personality impose on others and by their lack of empathy with, and 
concern for, other people. They seek the company of flatterers and, although they are 
often superficially charming and friendly, their interest in people is one-sided: They seek 
people who will serve their interests and nourish their sense of self-importance. They 
have feelings of entitlement that lead them to exploit others. They tend to adopt a game-
playing style in romantic relationships rather than seeking true intimacy, apparently 
because of their needs for power and autonomy (Campbell, Foster, & Finkel, 2002). 
They treat sex partners as devices for their own pleasure or to brace their self-esteem, as 
in the case of Bill.

Bill: A Case of Narcissistic Personality Disorder 
Most people agreed that Bill, a 35-year-old investment banker, had a certain charm. 
He was bright, articulate, and attractive. He possessed a keen sense of humor that 
drew people to him at social gatherings. He would always position himself in the 
middle of the room, where he could be the center of attention. The topics of con-
versation invariably focused on his “deals,” the “rich and famous” people he had 
met, and his outmaneuvering of opponents. His next project was always bigger and 
more daring than the last. Bill loved an audience. His face would light up when  others 
responded to him with praise or admiration for his business successes, which were 
always inflated beyond their true measure. But when the conversation shifted to 
other people, he would lose interest and excuse himself to make a drink or to call his 
answering machine. When hosting a party, he would urge guests to stay late and feel 
hurt if they had to leave early; he showed no sensitivity to, or awareness of, the needs 
of his friends.

The few friends he had maintained over the years had come to accept Bill on his 
own terms. They recognized that he needed to have his ego fed or that he would 
become cool and detached.
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Bill had also had a series of romantic relationships with women who were willing 
to play the adoring admirer and make the sacrifices that he demanded—for a time. 
But they are inevitably tired of the one-sided relationship or grew frustrated by 
Bill’s inability to make a commitment or feel deeply toward them. Lacking empathy, 
Bill was unable to recognize other people’s feelings and needs. His demands for 
constant attention from willing admirers did not derive from selfishness, but from 
a need to ward off underlying feelings of inadequacy and diminished self-esteem. 
It was sad, his friends thought, that Bill needed so much attention and adulation 
from others and that his many achievements were never enough to calm his inner 
doubts.

From the Author’s Files

Personality Disorders Characterized by Anxious  
or Fearful Behavior
This cluster of personality disorders includes the avoidant, dependent, and obsessive–
compulsive types. Although the features of these disorders differ, they share a component 
of fear or anxiety.

AvOIDANt PErSONALIty DISOrDEr People with avoidant personality disorder  
are so terrified of rejection and criticism that they are generally unwilling to enter 
into relationships without ardent reassurances of acceptance. As a result, they may 
have few close relationships outside their immediate families. They also tend to avoid  
group occupational or recreational activities for fear of rejection. They prefer to lunch 
alone at their desks. They shun company picnics and parties, unless they are perfectly 
sure of acceptance. Avoidant personality disorder, which appears to be equally com-
mon in men and women, is believed to affect about 2.4% of the general population  
(APA, 2013).

Unlike people with schizoid qualities, with whom they share the feature of social 
withdrawal, individuals with avoidant personalities have interest in, and feelings of 
warmth toward, other people. However, fear of rejection prevents them from striving to 
meet their needs for affection and acceptance. In social situations, they tend to hug the 
walls and avoid conversing with others. They fear public embarrassment, the thought 
that others might see them blush, cry, or act nervously. They tend to stick to their rou-

tines and exaggerate the risks or effort involved in trying new things. 
They may refuse to attend a party that is an hour away on the pretext 
that the late drive home would be too taxing. Consider the following 
case example.

Harold: A Case of Avoidant Personality Disorder 
Harold, a 24-year-old accounting clerk, had dated but a few women, 
and he had met them through family introductions. He never felt con-
fident enough to approach a woman on his own. Perhaps it was his 
shyness that first attracted Stacy, a 22-year-old secretary who worked 
alongside Harold and asked him if he would like to get together 
sometime after work. At first Harold declined, claiming some excuse, 
but when Stacy asked again a week later, Harold agreed, thinking she 
must really like him if she was willing to pursue him. The relationship 
developed quickly, and soon they were dating virtually every night. 
The relationship was strained, however. Harold interpreted any slight 
hesitation in her voice as a lack of interest. He repeatedly requested 
reassurance that she cared about him, and he evaluated every word 

12.5 Describe the key features of 
personality disorders characterized 
by anxious or fearful behavior.

An avoidant personality? People with avoidant personalities 
often keep to themselves because of fear of rejection.
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and gesture for evidence of her feelings. If Stacy said that she could not see him 
because of fatigue or illness, he assumed she was rejecting him and sought further 
reassurance. After several months, Stacy decided she could no longer accept Harold’s 
nagging, and the relationship ended. Harold assumed that Stacy had never truly cared 
for him.

From the Author’s Files

Avoidant personality disorder is often comorbid (co-occurring) with social anxiety 
disorder (Friborg et al., 2013). The overlap between the two disorders suggests they may 
share common genetic factors (Reichborn-Kjennerud et al., 2008). It may well turn out 
that avoidant personality disorder is a more severe form of social anxiety disorder, not a 
distinct diagnosis. If that is the case, then perhaps people with avoidant personality disor-
der might best be treated with techniques proven to be effective in treating social anxiety 
disorder, such as cognitive-behavior therapy (Cowley, 2008). That said, the DSM classi-
fies the two disorders as distinct diagnoses.

DEPENDENt PErSONALIty DISOrDEr Dependent personality disorder describes 
people who have an excessive need to be taken care of by others. This leads them to be 
overly submissive and clinging in their relationships and extremely fearful of separation. 
People with this disorder find it very difficult to do things on their own. They seek advice 
in making even the smallest decision. Children or adolescents with the problem may look 
to their parents to select their clothes, diets, schools or colleges, even their friends. Adults 
with the disorder allow others to make important decisions for them. Sometimes they are 
so dependent on others that they allow their parents to determine whom they will marry, 
as in the case of Matthew. 

Matthew: A Case of Dependent Personality Disorder 
Matthew, a 34-year-old single accountant who lives with his mother, sought treatment 
when his relationship with his girlfriend came to an end. His mother had objected to 
marriage because his girlfriend was of a different religion, and—because “blood is 
thicker than water”—Matthew acceded to his mother’s wishes and ended the relation-
ship. Yet he is angry with himself and at his mother because he feels that she is too 
possessive to ever grant him permission to get married. He describes his mother as a 
domineering woman who “wears the pants” in the family and is accustomed to having 
things her way. Matthew alternates between resenting his mother and thinking that 
perhaps she knows what’s best for him.

Matthew’s position at work is several levels below what would be expected 
of someone of his talent and educational level. Several times he has declined promo-
tions in order to avoid increased responsibilities that would require him to supervise 
others and make independent decisions. He has maintained close relationships with 
two friends since early childhood and has lunch with one of them on every working 
day. On days his friend calls in sick, Matthew feels lost. Matthew has lived his whole 
life at home, except for one year away at college. He returned home because of 
homesickness.

Adapted from Spitzer et al., 1994, pp. 179–180

After marriage, people with dependent personality disorder may rely on their 
spouses to make decisions such as where they should live, which neighbors they should 
cultivate, how they should discipline the children, what jobs they should take, how they 
should budget money, and where they should vacation. Like Matthew, individuals with 
dependent personality disorder avoid positions of responsibility. They turn down chal-
lenges and promotions and work beneath their potential. They tend to be overly sensi-
tive to criticism and preoccupied with fears of rejection and abandonment. They may be 
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devastated by the end of a close relationship or by the prospect of living on their own. 
Because of fear of rejection, they often subordinate their wants and needs to those of 
others. They may agree with outlandish statements about themselves and do degrading 
things to please others. T / F

Before going further, we should note that dependence needs to be examined 
through the lens of culture. Arranged marriages are the norm in some traditional cultures, 
so people from those cultures who let their parents decide whom they will marry would 
not be classified as having dependent personality disorder. Similarly, in strongly patriar-
chal cultures, women may be expected to defer to their fathers and husbands in making 
many life decisions, even small everyday decisions.

But we needn’t look beyond our own society to consider the role of culture. 
Evidence shows that dependent personality disorder in our culture is diagnosed more 
frequently in women than in men (APA, 2013). The diagnosis is often applied to 
women who, for fear of abandonment, tolerate husbands who openly cheat on them, 
abuse them, or gamble away the family’s resources. Underlying feelings of inadequacy 
and helplessness discourage them from taking effective action. In a vicious cycle, their 
passivity encourages further abuse, leading them to feel yet more inadequate and help-
less. Applying the diagnosis to women with this pattern is controversial and may be seen 
as unfairly “blaming the victim,” because women in our society are often socialized to 
dependent roles. Women typically encounter greater stress than men in contemporary 
life as well as greater social pressures to be passive, demure, or deferential. Therefore, 
dependent behaviors in women may reflect cultural influences rather than an underlying 
personality disorder.

Dependent personality disorder is linked to other psychological disorders, includ-
ing mood disorders and social phobia, as well as to physical problems such as hyper-
tension, cardiovascular disorder, and gastrointestinal disorders like ulcers and colitis 
(Bornstein, 1999; Samuels, 2011; Schuster et al., 2010). There also appears to be a link 
between dependent personality and what psychodynamic theorists refer to as “oral” 
behavior problems, such as smoking, eating disorders, and alcoholism (Bornstein, 1999). 
Psychodynamic theorists trace dependent behaviors to the utter dependence of the new-
born baby and the baby’s seeking of nourishment through oral means (suckling). Food 
may come to symbolize love, and people with dependent personalities may overeat to 
ingest love symbolically. People with dependent personalities often attribute their prob-
lems to physical rather than emotional causes and seek support and advice from medical 
experts rather than psychologists or counselors.

OBSESSIvE–COmPuLSIvE PErSONALIty DISOrDEr The defining features of  
obsessive–compulsive personality disorder include excessive orderliness, perfection-
ism, rigidity, difficulty coping with ambiguity, difficulty expressing feelings, and meticu-
lousness in work habits. Estimates of the prevalence of the disorder vary from 2.1% to 
7.9% of the population (APA, 2013). The disorder is about twice as common in men as 
in women. Unlike obsessive–compulsive anxiety disorder, people with obsessive–com-
pulsive personality disorder do not necessarily experience outright obsessions or compul-
sions. If they do, both diagnoses may be deemed appropriate.

People with obsessive–compulsive personality disorder are so preoccupied with 
the need for perfection that they cannot complete work on time. Their efforts inevitably 
fall short of their expectations, so they redo their work. Or they ruminate about how to 
prioritize their work and never seem to start working. They focus on details that others 
perceive as trivial. As the saying goes, they fail to see the forest for the trees. Their rigid-
ity impairs their social relationships; they insist on doing things their way rather than 
compromising. Their zeal for work keeps them from participating in, or enjoying, social 
and leisure activities. They tend to be stingy with money. They find it difficult to make 
decisions and postpone or avoid them for fear of making the wrong choice. They tend 
to be inflexible and overly rigid in issues of morality and ethics, to be overly formal in 

truth OR fiction

People with dependent personality 
disorder have so much difficulty 
making independent decisions that 
they may allow their parents to decide 
whom they will marry.

 TRUE  People with dependent 
personality disorder in our culture may 
be so dependent on others for making 
decisions that they allow their parents 
to determine whom they will marry.
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 relationships, and to find it difficult to express feelings. It is hard for them to relax and 
enjoy pleasant activities; they worry about the costs of such diversions. Consider the fol-
lowing case example.

Jerry: A Case of Obsessive–Compulsive Personality Disorder 
Jerry, a 34-year-old systems analyst, was perfectionistic, overly concerned with details, 
and rigid in his behavior. Jerry was married to Marcia, a graphic artist. He insisted on 
scheduling their free time hour by hour and became unnerved when they deviated 
from his agenda. He would circle a parking lot repeatedly in search of just the right 
parking spot to ensure that another car would not scrape his car. He refused to have 
the apartment painted for over a year because he couldn’t decide on the color. He 
had arranged all the books in their bookshelf alphabetically and insisted that every 
book be placed in its proper position.

Jerry never seemed to relax. Even on vacation, he was bothered by thoughts 
of work that he had left behind and by fears that he might lose his job. He couldn’t 
understand how people could lie on the beach and let all their worries evaporate in 
the summer air. Something can always go wrong, he figured, so how can people let 
themselves go?

From the Author’s Files

Problems with the Classification of Personality Disorders
Questions remain about the classification of personality disorders in the DSM system 
and the criteria used to diagnose them. Here, we focus on major concerns that clini-
cians and researchers have raised about how these patterns of behavior are classified and 
diagnosed.

PErSONALIty DISOrDErS—CAtEgOrIES Or DImENSIONS? Are personality disor-
ders best understood as distinct categories of psychological disorders marked by particular 
symptoms or behavioral features? Or should we think of them as extreme variations of 
common personality dimensions found in the general population? The DSM adopts a 
categorical model for classifying abnormal behavior patterns into specific diagnostic cat-
egories based on particular diagnostic criteria.

Let’s use antisocial personality disorder as an example. To warrant a diagnosis of 
antisocial personality disorder, a person must show a range of clinical features similar to 
those outlined in Table 12.2. But just how many of the seven features listed in the table 
need to be present for a diagnosis of antisocial personality disorder? Three of them, four 
of them, or perhaps all of them? The answer, according to the diagnostic manual, is that 
three or more of these criteria need to be present. Why three? Basically, this determina-
tion represents a consensus of the authors of the DSM. A person may exhibit two of these 
features in abundance, but still not be diagnosed with antisocial personality disorder, 
whereas someone showing three of the features in a milder form would merit a diagno-
sis. The problem of where to draw the line when applying diagnostic categories ripples 
throughout the DSM system, raising concerns of many critics that the system relies too 
heavily on an arbitrary set of cutoffs or diagnostic criteria.

Another concern with the categorical model is that many of the features associ-
ated with personality disorders and with many other diagnostic categories (e.g., mood 
disorders, anxiety disorders) are found to some degree in the general population. Thus, it 
may be difficult to distinguish between normal variations of these features (or traits) and 
abnormal variations (Skodol & Bender, 2009). People with antisocial personality disor-
der, for example, may fail to plan ahead, show impulsive behavior, or lie for personal gain. 
But so do many people without antisocial personality disorder.

The dimensional model of personality disorders offers an alternative to the tra-
ditional categorical model of the DSM (e.g., Ferraz et al., 2009; Widiger, Livesley, & 

“A place for everything, and everything 
in its place”? People with obsessive–
compulsive personalities may have invented 
this maxim. Many such people have excessive 
needs for orderliness in their environments, 
as suggested by this Laurie Simmons 
photograph, Red Library #2.

12.6 Evaluate problems 
associated with the classification 
of personality disorders.
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Clark, 2009). The dimensional model depicts personality disorders as maladaptive and 
extreme variations along a continuum of personality traits found within the general 
population.

You may recall that psychologist Thomas Widiger discussed the dimensional 
approach to the diagnosis of personality disorder in Chapter 3. Widiger and his colleagues 
propose that personality disorders can be represented as extreme variations of the follow-
ing five basic traits of personality that comprise the Five-Factor Model of personality (the 
so-called “Big Five”): (1) neuroticism or emotional instability, (2) extraversion, (3) openness 
to experience, (4) agreeableness or friendliness, and (5) conscientiousness (Widiger, 2008; 
Widiger & Mullins-Sweatt, 2009). In the dimensional model, a disorder like antisocial 
personality disorder might be characterized in part by extremely low levels of conscien-
tiousness and agreeableness (Lowe & Widiger, 2008). People with this combination of 
traits are often described as aimless and unreliable, as well as manipulative and exploitive 
of others. In a similar way, other personality disorders can be mapped onto extreme ends 
of the Big Five dimensions. A growing body of evidence shows links between the dimen-
sions underlying personality disorders and the Big Five personality traits (e.g., Miller  
et al., 2012; Samuel & Widiger, 2008; Tackett et al., 2008). One limitation of the dimen-
sional model is that we lack clear guidelines for setting cut-off scores on personality scales 
to determine just how extreme a trait needs to be for it to be deemed clinically meaningful 
(Skodol, 2012).

The developers of the DSM-5 are currently reviewing just how best to diagnose 
personality in preparation for the next version of the DSM-5, to be called DSM-5.1. 
Several alternative models are under consideration, including a hybrid dimensional- 
categorical model that is part categorical and part dimensional. The dimensional model 
is based on the Big Five personality traits. Under the proposed plan, a diagnosis of a per-
sonality disorder would be based on meeting specified criteria for particular disorders (the 
categorical approach) together with ratings of extreme or pathological traits (the dimen-
sional approach). This hybrid model is consistent with methods used to diagnose medical 
illnesses, which rely on both specific criteria (e.g., findings of cancerous cells on biopsies, 
symptoms of infectious diseases) and extreme measures on continuous dimensions (e.g., 
a diagnosis of hypertension based on high blood pressure readings). An advantage of the 
dimensional component in assessment and diagnosis is that it allows the examiner to 
make a judgment of the severity of the problem based on the degree of extremity of 
pathological traits, as opposed to merely a yes/no or dichotomous judgment of whether a 
particular disorder is present or not.

Many proponents of the dimensional model believe the proposed hybrid model 
does not go far enough in representing dysfunctional personality in a dimensional frame-
work. They claim that it continues to endorse an overriding categorical model. We hope 
that as the debate continues to unfold about whether the DSM should be categorical, 
dimensional, or a kind of hybrid of the two models, it will be informed by evidence per-
taining to the utility and validity of different models of classification.

PrOBLEmS DIStINguISHINg PErSONALIty DISOrDErS FrOm OtHEr CLINICAL 
SyNDrOmES One nagging question is whether personality disorders can be reliably dif-
ferentiated from other clinical syndromes. For example, clinicians often have difficulty 
distinguishing between obsessive–compulsive disorder and obsessive–compulsive person-
ality disorder. Clinical syndromes are believed to be variable over time, whereas person-
ality disorders are held to be generally more enduring patterns of disturbance. Yet the 
features of personality disorders may vary over time with changes in circumstances, while 
some other clinical syndromes (e.g., dysthymia) follow a more or less chronic course.

OvErLAP AmONg DISOrDErS A high degree of overlap exists among the personal-
ity disorders. Most people receiving a diagnosis of a personality disorder meet criteria 
for more than one (Skodol, 2012; Zimmerman et al., 2005). Although some personality 

Dimensions or categories? A major point of 
controversy is whether personality disorders 
should be conceptualized as extreme 
variations of personality traits found in the 
general population or as discrete categories 
of abnormal behavior.
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disorders have distinct features, many share common traits, such as problems in interper-
sonal relationships. For example, a person may have traits suggestive of both antisocial 
personality disorder and borderline personality disorder (e.g., impulsivity, unstable rela-
tionship patterns). People may also have traits suggestive of both dependent personality 
disorder (inability to make decisions or initiate activities independently) and avoidant 
personality disorder (extreme social anxiety and heightened sensitivity to criticism).

Co-occurrence (called comorbidity) of different personality disorders is quite 
 common (Grant et al., 2005b). This suggests that the specific types of personality dis-
orders in the DSM system may not be clearly distinct from each other. Some personality 
disorders may not actually be distinct disorders, but rather subtypes or variations of other 
personality disorders.

DIFFICuLty IN DIStINguISHINg BEtwEEN NOrmAL AND ABNOrmAL 
BEHAvIOr Another problem with the diagnosis of personality disorders is that they 
involve personality traits, which, in lesser degrees, describe the behavior of most normal 
individuals (Warner et al., 2004). Feeling suspicious now and then does not mean you 
have a paranoid personality disorder. The tendency to exaggerate your own importance 
does not mean you are narcissistic. You may avoid social interactions for fear of embar-
rassment or rejection without having an avoidant personality disorder, and you may be 
especially conscientious in your work without having an obsessive–compulsive personality 
disorder. Because the defining attributes of these disorders are common personality traits, 
clinicians should only apply these diagnostic labels when the patterns are so pervasive that 
they interfere with the individual’s functioning or cause significant personal distress. We 
still lack the evidence we need to determine the particular points at which personality 
traits become maladaptive and to justify a diagnosis of a personality disorder.

CONFuSINg LABELS wItH ExPLANAtIONS It may seem obvious that we should not 
confuse diagnostic labels with explanations, but in practice, the distinction is sometimes 
clouded. If we confuse labeling with explanation, we may fall into the trap of circular rea-
soning. For example, what is wrong with the logic of the following statements?

1. John’s behavior is antisocial.
2. Therefore, John has antisocial personality disorder.
3. John’s behavior is antisocial because he has antisocial personality disorder.

The statements demonstrate circular reasoning because they (a) use behavior to 
make a diagnosis, and then (b) use the diagnosis as an explanation for the behavior. We 
may be guilty of circular reasoning in our everyday speech. Consider the following state-
ments: “John never gets his work in on time; therefore, he is lazy. John doesn’t get his 
work in because he’s lazy.” The label may be acceptable in everyday conversation, but it 
lacks scientific rigor. For a construct such as laziness to have scientific rigor, we need to 
understand the causes of laziness and the factors that help maintain it. We should not 
confuse the label we attach to a behavior with the cause of the behavior.

Moreover, labeling people with disturbing behavior as having personality disor-
ders overlooks the social and environmental contexts of the behavior. The impact of trau-
matic life events, which may occur with a greater range or intensity among members of 
a particular gender or cultural groups, is an important underlying factor in maladaptive 
behavior. However, the conceptual underpinnings of the personality disorders do not 
consider cultural differences, social inequalities, or power differences between genders or 
cultural groups. For example, many women diagnosed with personality disorders have 
a history of childhood physical and sexual abuse. The ways in which people cope with 
abuse may come to be viewed as flaws in their character rather than as reflections of the 
dysfunctional societal factors that underlie abusive relationships.

Personality disorders are convenient labels for identifying common patterns of 
ineffective and self-defeating behavior, but labels do not explain the behaviors they name. 
Still, the development of an accurate descriptive system is an important step toward  
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scientific explanation. The establishment of reliable diagnostic categories sets the stage 
for valid research into causation and treatment.

SExISt BIASES The construction of certain personality disorders may have sexist under-
pinnings. The diagnostic criteria seem to label stereotypical feminine behaviors as patho-
logical with greater frequency than stereotypical masculine behaviors. Take the example of 
histrionic personality, which seems a caricature of the traditional stereotype of the femi-
nine personality: flighty, emotional, shallow, seductive, attention-seeking.

But if the feminine stereotype corresponds to a diagnosable mental disorder, 
shouldn’t we also have a diagnostic category that reflects the masculine stereotype of the 
“macho male”? We might argue that overly masculinized traits can be associated with 
significant distress or impairment in social or occupational functioning in certain males. 
For example, highly masculinized males may get into fights and experience difficulties 
working for female bosses. Yet there is presently no personality disorder corresponding to 
the “macho male” stereotype.

Does the diagnosis of dependent personality disorder unfairly stigmatize women 
who have been socialized into dependent roles by attaching to them a label of a personal-
ity disorder? Women may be at greater risk of receiving diagnoses of histrionic or depen-
dent personality disorders simply because clinicians perceive these patterns as common 
among women or because women are more likely than men to be socialized into these 
behavior patterns.

Are some personality disorders more likely to be diagnosed in men or in women 
because of societal expectations rather than underlying pathology? Clinicians tend to show 
a bias in favor of perceiving women as having histrionic personality disorder and men 
as having antisocial personality disorder, even when they demonstrate the same symp-
toms (Garb, 1997). Additional evidence of gender bias is found in a study that examined 
diagnoses of borderline personality disorder. Researchers presented a hypothetical case 
example to 311 psychologists, social workers, and psychiatrists (Becker & Lamb, 1994). 
Half of the sample was presented with a case identified as a female; the other half read the 
identical case, except that the person was identified as male. Clinicians more often diag-
nosed the case identified as female as having borderline personality disorder.

Is the DSM classification of personality disorders gender biased or gender free? 
Should it be more evenly balanced in its characterizations of disordered personality? What 
do you think? Consider your own attitudes: Have you ever assumed that women are “just 
dependent or hysterical” or that men are “just narcissists or antisocial”?

Theoretical Perspectives
In this section, we consider theoretical perspectives on the personality disorders. Many 
theoretical accounts of disturbed personality derive from the psychodynamic model. We 
thus begin with a review of traditional and modern psychodynamic models.

Psychodynamic Perspectives
Traditional Freudian theory focused on problems arising from the Oedipus complex as 
the foundation for abnormal behaviors, including personality disorders. Freud believed 
that children normally resolve the Oedipus complex by forsaking incestuous wishes for 
the parent of the opposite gender and identifying with the parent of the same gender. As a 
result, they incorporate the parent’s moral principles in the form of a personality  structure 
called the superego. Many factors may interfere with appropriate identification and side-
track the normal developmental process, preventing children from developing moral 
constraints and the feelings of guilt or remorse that normally follow antisocial behavior. 
Freud’s account of moral development focused mainly on the development of males. He 
has been criticized for failing to account for the moral development of females.

12.7 Describe the major 
theoretical perspectives on 
understanding personality 
disorders—the psychodynamic, 
learning, cognitive, family, 
biological, and sociocultural 
perspectives.
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More recent psychodynamic theories have generally focused on the earlier, pre-
Oedipal period of about 18 months to 3 years, during which infants begin to develop 
identities separate from those of their parents. These theories focus on the development 
of the sense of self in explaining disorders such as narcissistic and borderline personality 
disorders.

HANS KOHut One of the principal shapers of modern psychodynamic concepts is Hans 
Kohut, whose theory is labeled self psychology because of its emphasis on processes in 
the development of a cohesive sense of self. Freud believed that the resolution of the 
Oedipus complex was central to the development of the adult personality. Kohut dis-
agreed, arguing that what matters most is how the self develops—whether the person is 
able to develop self-esteem, values, and a cohesive and realistic sense of self as opposed to 
an inflated, narcissistic personality (Anderson, 2003; Goldberg, 2003).

Kohut (1966) believed that people with narcissistic personalities mount a facade 
of self-importance to cover up deep feelings of inadequacy. The narcissist’s self-esteem is 
like a reservoir that needs to be constantly replenished with a steady stream of praise and 
attention lest it run dry. A sense of grandiosity helps people with a narcissistic personality 
mask their underlying feelings of worthlessness. Failures or disappointments threaten to 
expose these feelings and drive the person into a state of depression, and so as a defense 
against despair, the person attempts to diminish the importance of disappointments or 
failures.

People with narcissistic personalities may become enraged by others whom they 
perceive have failed to protect them from disappointment or have declined to shower 
them with reassurance, praise, and admiration. They may become infuriated by even the 
slightest criticism, no matter how well intentioned. They may mask feelings of rage and 
humiliation by adopting a facade of cool indifference. They can make difficult psycho-
therapy clients because they may become enraged when therapists puncture their inflated 
self-images to help them develop more realistic self-concepts.

To Kohut, early childhood involves a normal stage of healthy narcissism. Infants 
feel powerful, as though the world revolves around them. Infants also normally perceive 
their parents as idealized towers of strength and wish to be one with them and to share 
their power. Empathic parents reflect their child’s inflated perceptions by making them 
feel that anything is possible and by nourishing their self-esteem (e.g., telling them how 
terrific and precious they are). Even empathic parents are critical from time to time, how-
ever, and puncture their children’s grandiose sense of self. Or they fail to measure up to 
their children’s idealized views of them. Gradually, unrealistic expectations dissolve and 
are replaced by more realistic appraisals of oneself and others. In adolescence, childhood 
idealization is transformed into realistic admiration for parents, teachers, and friends. In 
adulthood, these ideas develop into a set of internal ideals, values, and goals.

Lack of parental empathy and support, however, sets the stage for pathological 
narcissism. Children who are not prized by their parents fail to develop a sturdy sense 
of self-esteem. They develop damaged self-concepts and feel incapable of being loved 
and admired. Pathological narcissism involves the construction of a grandiose facade of 
self-perfection that cloaks perceived inadequacies. The facade is always on the brink of 
crumbling, however, and must be shored up by a constant flow of reassurance that one is 
special and unique. This leaves the person vulnerable to painful blows to self-esteem fol-
lowing failure to achieve social or occupational goals.

Kohut’s approach to therapy provides clients who have a narcissistic personality 
with an initial opportunity to express their grandiose self-images and to idealize the thera-
pist. Over time, however, the therapist helps them explore the childhood roots of their 
narcissism and gently points out imperfections in both client and therapist to encourage 
clients to form more realistic images of the self and others.

OttO KErNBErg Otto Kernberg (1975), a leading psychodynamic theorist, views bor-
derline personality in terms of a failure in early childhood to develop a sense of constancy 
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and unity in one’s image of oneself and others. From this perspective, borderline individu-
als cannot synthesize contradictory (positive and negative) elements of themselves and 
others into complete, stable wholes. Rather than viewing important people in their lives 
as sometimes loving and sometimes rejecting, they shift back and forth between pure ide-
alization and utter hatred. This rapid shifting back and forth between viewing others as 
either “all good” or “all bad” is referred to as splitting.

Kernberg tells of a woman in her 30s whose attitude toward him vacillated in such 
a way. The woman would respond to him in one session as the most wonderful therapist 
and feel that all her problems were solved. But several sessions later she would turn against 
him and accuse him of being unfeeling and manipulative, become dissatisfied with treat-
ment, and threaten to drop out (cited in Sass, 1982).

In Kernberg’s view, parents, even excellent parents, invariably fail to meet all their 
children’s needs. Infants, therefore, face the early developmental challenge of reconciling 
images of the nurturing, comforting “good mother” with those of the withholding, frus-
trating “bad mother.” Failure to reconcile these opposing images into a realistic, unified, 
and stable parental image may have the effect of psychologically fixating the child in the 
pre-Oedipal period of psychosexual development. Consequently, as an adult, the person 
may continue to have rapidly shifting attitudes toward therapists and others, idealizing 
them one moment and rejecting them the next.

mArgArEt mAHLEr Margaret Mahler, another influential modern psychodynamic 
theorist, explained borderline personality disorder in terms of childhood separation 
from the mother figure. Mahler and her colleagues (Mahler & Kaplan, 1977; Mahler, 
Pine, & Bergman, 1975) believed that during the first year, infants develop a symbi-
otic attachment to their mothers. Symbiosis, or interdependence, is a biological term 
derived from Greek roots meaning “to live together.” In psychology, symbiosis is a state 
of oneness in which the child’s identity is fused with the mother’s. Normally, children 
gradually differentiate their own identities or senses of self from that of their mothers.  
The process, separation-individuation, is the development of a separate psychologi-
cal and biological identity from the mother (separation) and recognition of personal 
characteristics that define one’s self-identity (individuation). Separation-individuation 
may be a stormy process. Children may vacillate between seeking greater independence 

and moving closer to, or “shadowing,” the mother, which is seen as a wish 
for reunion. The mother may disrupt normal separation-individuation by 
refusing to let go of the child or by too quickly pushing the child toward 
independence. The tendencies of people with borderline personalities to 
react to others with ambivalence and to alternate between love and hate are 
suggestive of earlier ambivalences during the separation-individuation pro-
cess. Borderline personality disorder may arise from the failure to master 
this developmental challenge.

Psychodynamic theory provides ways of understanding the develop-
ment of several types of personality disorders. But a limitation of the theory 
is that it is based largely on inferences drawn from behavior and retrospec-
tive accounts of adults rather than on observations of children. We may 
also question whether it is valid to compare normal childhood experiences 
with abnormal behaviors in adulthood. For example, the ambivalences that 
characterize the adult borderline personality may bear only a superficial rela-
tionship, if any, to children’s vacillations between closeness and separation  
during separation-individuation.

Links between abuse in childhood and later development of person-
ality disorders suggest that failure to form close bonding relationships with 
parental caretakers in childhood plays a critical role in the development of 
personality disorders. We will explore the links between abuse and personal-
ity disorders later in this chapter.

Separation-individuation. According to the influential 
psychodynamic theorist Margaret Mahler, young children 
undergo a process of separation-individuation by which they 
learn to differentiate their own identities from those of their 
mothers. She believed that a failure to successfully master 
this developmental challenge may lead to the development 
of a borderline personality.
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Learning Perspectives
Learning theorists focus on maladaptive behaviors rather than disorders of personality. 
They are interested in identifying the learning histories and environmental factors that 
give rise to maladaptive behaviors associated with diagnoses of personality disorders and 
the reinforcers that maintain them.

Learning theorists suggest that childhood experiences shape the pattern of mal-
adaptive habits of relating to others that constitute personality disorders. For example, 
children who are regularly discouraged from speaking their minds or exploring their envi-
ronments may develop a dependent behavior pattern. Excessive parental discipline may 
lead to obsessive–compulsive behaviors. Psychologist Theodore Millon (1981) suggests 
that children whose behavior is rigidly controlled and punished by parents, even for slight 
transgressions, may develop inflexible, perfectionistic standards. As these children mature, 
they strive to develop themselves in an area in which they excel, such as schoolwork or 
athletics, as a way of avoiding parental criticism or punishment. But because of overat-
tention to a single area of development, they do not become well rounded. Thus, they 
squelch expressions of spontaneity and avoid risks. They may also place perfectionistic 
demands on themselves to avoid punishment or rebuke, or develop other behaviors asso-
ciated with the obsessive–compulsive personality pattern.

Millon suggests that histrionic personality disorder may be rooted in childhood 
experiences in which social reinforcers, such as parental attention, are connected to the 
child’s appearance and willingness to perform for others, especially when reinforcers are 
dispensed inconsistently. Inconsistent attention teaches children not to take approval for 
granted and to strive for it continually. People with histrionic personalities may also iden-
tify with parents who are dramatic, emotional, and attention-seeking. Extreme sibling 
rivalry would further heighten motivation to perform for attention from others.

Social-cognitive theories emphasize the role of reinforcement in explaining the 
origins of antisocial behaviors. In an early influential work, Ullmann and Krasner (1975)  
proposed that people with antisocial personalities failed to learn to respond to other people 
as potential reinforcers. Most children learn to treat others as reinforcing agents because 
others reinforce them with praise for good behavior and pun-
ishment for bad. Reinforcement and punishment provide 
feedback that helps children modify their behavior to maxi-
mize the chances of future rewards and minimize the risks of 
future punishments. As a consequence, children become sensi-
tive to the demands of powerful others, usually parents and 
teachers, and learn to regulate their behavior accordingly. 
They thus adapt to social expectations. They learn what to do 
and what to say, how to dress and how to act to obtain praise 
and approval (social reinforcement) from others.

People with antisocial personalities, by contrast, may 
not have become socialized in this way because their early 
learning experiences lacked consistency and predictability. 
Perhaps they were sometimes rewarded for doing the “right 
thing,” but just as often not. They may have borne the brunt 
of harsh physical punishments, delivered at random. As 
adults, they do not place much value on what other people 
expect, because as children, they saw no connection between 
their own behavior and reinforcement. Although Ullmann 
and Krasner’s views may account for some features of antiso-
cial personality disorder, they may not adequately address the 
development of the “charming” type of antisocial personality; 
people in this group are skillful at reading the social cues of 
others and using them for personal advantage. Some people 
with psychopathy are remarkably successful in their lines of 

what are the origins of antisocial personality disorder? Are youth who 
develop antisocial personalities largely “unsocialized” because their early 
learning experiences lack the consistency and predictability that help other 
children connect their behavior with rewards and punishments? Or are they 
very “socialized,” but socialized to imitate the behavior of other antisocial 
youth? To what extent does criminal behavior or membership in gangs 
overlap with antisocial personality disorder?
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work and appear to be more conscientious and reliable in their work habits than other 
psychopathic personalities (Mullins-Sweatt et al., 2010) But, as pointed out by psychol-
ogists Paul Babiak and David Hare in their recent book, Snakes in Suits, the numbers 
of psychopathic personalities who attain executive positions in business where they can 
control others and where they use guile, manipulation, and charm to cause damage to 
others far exceed the numbers in prisons or in society at large (Babiak & Hare, 2006).

Social-cognitive theorist Albert Bandura has studied the role of observational 
learning in aggressive behavior, a common component of antisocial behavior. In a classic 
study, he and his colleagues (e.g., Bandura, Ross, & Ross, 1963) showed that children 
acquire skills, including aggressive skills, by observing the behavior of others. Exposure 
to aggression may come from watching violent television programs or observing parents 
who behave violently. Bandura, however, does not believe that children and adults display 
aggressive behaviors in a mechanical way. Rather, people usually do not imitate aggressive 
behavior unless they are provoked and believe they are more likely to be rewarded than 
punished for it. Children are most likely to imitate violent role models who get their way 
with others by acting aggressively. Children may also acquire antisocial behaviors such as 
cheating, bullying, or lying by direct reinforcement if they find that those behaviors help 
them avoid blame or manipulate others.

Social-cognitive psychologists have also shown that the ways in which people with 
personality disorders interpret their social experiences influences their behavior. Evidence 
shows that antisocial (psychopathic) individuals often have difficulty “reading” emotions 
in other people’s faces (Kosson et al., 2002) and even picking out emotions in people’s 
speech or vocal expressions, especially the emotion of fear (Blair et al., 2002). Antisocial 
adolescents tend to have hostile cognitive biases—they incorrectly interpret other people’s 
behavior as threatening (Dodge et al., 2002). Often, perhaps because of their family and 
community experiences, they presume that others intend them ill when they do not. 
A method of therapy called problem-solving therapy helps aggressive, antisocial children 
and adolescents reconceptualize conflict situations as problems to be solved rather than 
as threats to be responded to aggressively (Kazdin & Whitley, 2003). Children learn to 
generate nonviolent solutions to social confrontations and, like scientists, to test the most 
promising ones. In the section on biological perspectives, we also see that there may be 
a physiological basis explaining why people with antisocial personalities may fail to learn 
from punishing experiences.

All in all, learning approaches to personality disorders, like the psychodynamic 
approaches, have their limitations. They are grounded in theory rather than in obser-
vations of family interactions that presage the development of personality disorders. 
Research is needed to determine whether childhood experiences proposed by psychody-
namic and learning theorists actually lead to the development of particular personality 
disorders as hypothesized.

Family Perspectives
Many theorists have argued that disturbances in family relationships underlie the devel-
opment of personality disorders. Consistent with psychodynamic formulations, research-
ers find that people with borderline personality disorder remember their parents as having 
been more controlling and less caring than reference subjects with other psychological 
disorders do (Zweig-Frank & Paris, 1991). When people with borderline personality dis-
order recall their earliest memories, they are more likely than other people to paint signifi-
cant others as malevolent or evil. They portray their parents and others close to them as 
likely to injure them or as failing to protect them (Nigg et al., 1992).

Researchers link childhood physical or sexual abuse or neglect to the develop-
ment of personality disorders, including borderline personality disorder (e.g., Golier  
et al., 2003; McLean & Gallop, 2003). Perhaps the “splitting” observed in people with 
the disorder is a function of having learned to cope with unpredictable and harsh behavior 
from parental figures or other caregivers.
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Also consistent with psychodynamic theory, family factors such as parental over-
protection and authoritarianism (a “do what I said because I said so” style of parent-
ing) are implicated in the development of dependent personality traits (Bornstein, 1992). 
Extreme fears of abandonment may also be involved, perhaps resulting from a failure 
to develop secure bonds with parental attachment figures in childhood due to paren-
tal neglect, rejection, or death. Subsequently, these individuals develop a chronic fear 
of abandonment by significant others, leading to the clinginess that typifies dependent 
personality disorder. Theorists also suggest that obsessive–compulsive personality disor-
der may emerge within a strongly moralistic and rigid family environment, which does 
not permit even minor deviations from expected roles or behavior (e.g., Oldham, 1994).

As with borderline personality disorder, researchers find that childhood abuse, 
parental neglect, or lack of parental nurturing are important risk factors in the develop-
ment of antisocial personality disorder in adulthood (Johnson et al., 2006; Lobbestael & 
Arntz, 2009). In an early but influential view that straddled the psychodynamic and learn-
ing theories, the McCords (McCord & McCord, 1964) focused on the role of parental 
rejection or neglect in the development of antisocial personality disorder. They suggest that 
children normally learn to associate parental approval with conformity to parental practices 
and values and disapproval with disobedience. When tempted to transgress, children feel 
anxious about losing parental love. Anxiety signals the child to inhibit antisocial behavior. 
Eventually, the child identifies with parents and internalizes these social controls in the 
form of a conscience. When parents do not show love for their children, this identification 
does not occur. Children do not fear loss of love, because they have never had it. The anxi-
ety that might have served to restrain antisocial and criminal behavior is absent.

Children who are rejected or neglected by their parents may not develop warm 
feelings of attachment to others. They may lack the ability to empathize with the feelings 
and needs of others, developing instead an attitude of indifference. Or perhaps they retain 
a wish to develop loving relationships but lack the ability to experience genuine feelings.

Although family factors may be implicated in some cases of antisocial personality 
disorder, many neglected children do not later show antisocial or other abnormal behav-
iors. We are left to develop other explanations to predict which deprived children will 
develop antisocial personalities or other abnormal behaviors, and which will not.

Biological Perspectives
Much remains to be learned about the biological underpinnings of personality disorders. 
Most of the attention in the research community has centered on antisocial personality 
disorder and the personality traits that underlie the disorder, which is the focus of much 
of our discussion.

gENEtIC FACtOrS Evidence points to genetic factors playing a role in the develop-
ment of several types of personality disorders, including antisocial, narcissistic, paranoid, 
and borderline types (Gunderson, 2011; Kendler et al., 2008; Meier et al., 2011; Raine, 
2008). Parents and siblings of people with personality disorders, such as antisocial, schizo-
typal, and borderline types, are more likely to be diagnosed with these disorders them-
selves than are members of the general population (APA, 2013; Battaglia et al., 1995). 
Genetic factors also appear to be involved in the development of personality traits that 
underlie the psychopathic personality, such as callousness, antisocial behavior, impulsivity, 
and irresponsibility (Larsson, Andershed, & Lichtenstein, 2006; Van Hulle et al., 2009). 
Investigators also report finding genetic indicators in a particular chromosome linking to 
features of borderline personality disorder (Distel et al., 2008a,b).

Although we have evidence of genetic contributions to personality traits associated 
with personality disorders, it is important to recognize that environmental factors also 
play an important contributing role (Hopwood et al., 2011). For example, exposure to 
environmental influences, such as being raised in a dysfunctional or troubled family, may 
predispose individuals to develop personality disorders, such as antisocial or borderline 
personality disorders.

Child maltreatment. Child abuse and 
neglect figure prominently in cases of 
people with personality disorders, including 
borderline personality disorder. What are 
some of the emotional consequences 
associated with childhood abuse and 
neglect?
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We should also note that personality traits associated with particular personality  
disorders may represent interactions of genetic factors and life experiences (Gabbard, 
2005). Along these lines, investigators found that a variant of a particular gene was asso-
ciated with antisocial behavior in adult men, but only in those who were maltreated in 
childhood (Caspi et al., 2002).

LACK OF EmOtIONAL rESPONSIvENESS According to a leading theorist, Hervey 
Cleckley (1976), people with antisocial personalities can maintain their composure in 
stressful situations that would induce anxiety in most people. Lack of anxiety in response 
to threatening situations may help explain the failure of punishment to induce antisocial 
people to relinquish antisocial behavior. For most of us, the fear of getting caught and 
being punished is sufficient to inhibit antisocial impulses. People with antisocial person-
alities, however, often fail to inhibit behavior that has led to punishment in the past, per-
haps because they experience little, if any, fear or anticipatory anxiety about being caught 
and punished.

When people get anxious, their palms tend to sweat. This skin response, called the 
galvanic skin response (GSR), is a sign of activation of the sympathetic branch of the auto-
nomic nervous system (ANS). In an early study, Hare (1965) showed that people with 
antisocial personalities had lower GSR levels when they were expecting painful stimuli 
than normal controls did. Apparently, the people with antisocial personalities experienced 
little anxiety in anticipation of impending pain.

Hare’s findings of a weaker GSR response in people with antisocial personalities has 
been replicated a number of times in studies showing lower levels of physiological respon-
siveness in people with psychopathic or antisocial personalities (e.g., Fung et al., 2005; 
Lorber, 2004). This lack of emotionality may help explain why the threat of punishment 
seems to have so little effect on deterring their antisocial behavior. It is conceivable that 
the ANS of people with antisocial personalities is underresponsive to threatening stimuli.

tHE CrAvINg-FOr-StImuLAtION mODEL Other investigators have attempted to 
explain the antisocial personality’s lack of emotional response in terms of the levels of 
stimulation necessary to maintain an optimum level of arousal. Your optimum level of 
arousal is the degree of arousal at which you feel best and function most efficiently.

People with antisocial or psychopathic personalities appear to have exaggerated 
cravings for stimulation (Arnett et al., 1997). Perhaps they require a higher-than-normal 
threshold of stimulation to maintain an optimum state of arousal. In other words, they 
may need more stimulation than other people to maintain interest and function normally.

A need for higher levels of stimulation may explain why people with antisocial 
personality traits tend to become bored easily and gravitate to stimulating but potentially 
dangerous activities, like the use of intoxicants such as drugs or alcohol, motorcycling, 
skydiving, high-stakes gambling, or high-risk sexual adventures. A higher-than-normal 
threshold for stimulation would not directly cause antisocial or criminal behavior; after 
all, astronauts, soldiers, police officers, and firefighters must also exhibit this trait to some 
respect. However, the threat of boredom and the inability to tolerate monotony may 
influence some sensation seekers to drift into crime or reckless behavior.

BrAIN ABNOrmALItIES Brain imaging links borderline personality disorder and anti-
social personality disorder to dysfunctions in parts of the brain involved in regulating 
emotions and restraining impulsive behaviors, especially aggressive behaviors (Calzada-
Reyes et al., 2012; Carrasco et al., 2012; Gunderson, 2011; Siegle, 2008).

Areas of the brain most directly implicated are the prefrontal cortex (located in the 
front or anterior part of the frontal lobes) and deeper brain structures in the limbic sys-
tem. The prefrontal cortex is involved in controlling impulsive behavior, weighing conse-
quences of actions, and solving problems. It serves as a kind of “emergency brake” to keep 
impulses from becoming expressed in violent or aggressive behavior (Raine, 2008). The 
limbic system is involved in processing emotional responses and forming new memories.
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A developing area of research involves attempts to identify neural networks in 
the brain that may underlie personality disorders, which may give us a better under-
standing of these disorders and possibly lead to more effective treatments. Recent 
studies using brain imaging techniques show differences in the brains of people with 
antisocial personalities involving brain circuitry that connects the amygdala, the fear-
generating center in the limbic system, with the prefrontal cortex, the part of the brain 
responsible for weighing the consequences of behavior (Craig et al., 2009; Motzkin et 
al., 2011). These abnormalities may help explain difficulties with impulse control prob-
lems that we see in many people with borderline personality and antisocial personality 
disorders. In the case of borderline personality disorder, an intriguing possibility is that 
the prefrontal cortex fails to inhibit or restrain impulsive behaviors in the face of strong 
negative emotions (Silbersweig et al., 2008).

Sociocultural Perspectives
Social conditions may contribute to the development of personality disorders. Because 
antisocial personality disorder is reported most frequently among people from lower 
socioeconomic classes, the kinds of stressors encountered by disadvantaged families may 
contribute to antisocial behavior patterns. Many inner-city neighborhoods are beset with 
social problems such as alcohol and drug abuse, teenage pregnancy, and disorganized and 
disintegrating families. These stressors are associated with an increased likelihood of child 
abuse and neglect, which may in turn contribute to lower self-esteem and breed feelings 
of anger and resentment in children. Neglect and abuse may become translated into a 
lack of empathy and a callous disregard for the welfare of others that are associated with 
antisocial personalities.

Children reared in poverty are also more likely to be exposed to deviant role mod-
els, such as neighborhood drug dealers. Maladjustment in school may lead to alienation 
and frustration with the larger society, leading to antisocial behavior. Addressing the 

Brain Circuitry. Abnormalities in brain 
circuitry between the prefrontal cortex, the 
brain’s thinking center, and the limbic system, 
may contribute to impulse control problems 
in people with borderline and antisocial 
personality disorders. The limbic system 
is a primitive part of the brain involved in 
regulating emotional processing and memory 
formation. The amygdala, a part of the 
limbic system involved in triggering fear, is 
highlighted here (one on each side of the 
brain). 
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questionnaire

The Sensation-Seeking Scale

Do you crave stimulation or seek sensation? Are you satis-
fied by reading or by watching television, or must you 
ride the big wave or bounce your motorbike over desert 

dunes? Psychologist Marvin Zuckerman (2007) uses the term 
sensation seeker to describe people with a high need for arousal 
and constant stimulation. They have a strong need to pursue 
thrill and adventure and are easily bored by routine. Although 
some sensation seekers abuse drugs or get into trouble with the 
law, many limit their sensation-seeking behaviors to sanctioned 
activities. Thus, sensation seeking should not be interpreted as 
criminal or antisocial in itself.

The following questionnaire can help you assess whether you 
are a sensation seeker. For each of the following items, select 
the choice, A or B, that best describes you. Then compare your 
responses to those in the key at the end of the chapter.

 1.  a.  I prefer to go out on the town to all hours of the 
night. 

or    b. I prefer spending a quiet evening at home.

 2.  a. I like scary amusement park rides. 
or    b. I avoid scary amusement park rides.

 3.  a.  I am the type of person who craves thrilling 
 experiences. 

or    b.  I’m the type of person who likes quiet, relaxing 
activities.

 4.  a.  I have been skydiving or would like to go  
skydiving. 

or    b. Skydiving is not for me.

 5.  a.  Every so often I like to stir up a little excitement in 
my life. 

or    b. I prefer keeping things calm and mellow.

 6.  a.  When traveling, I prefer to follow a planned 
 itinerary. 

or    b.  When traveling, I like going places without any 
definite plans.

 7.  a. I’m basically a creature of habit. 
or    b. I get bored easily with routines.

 8.  a. I would do practically anything on a dare.
or    b. I avoid risky situations if at all possible. 

 9.  a. I enjoy loud parties. 
or    b.  I prefer to relax at home or going out with  

friends.

10.  a. I believe you should live life to the max.
or    b. I prefer things to be slow and steady.

11.   a.  I love going out in really cold, brisk weather just 
for the feel of it against my skin. 

or    b. I prefer staying indoors when it gets really cold. 

12.   a.  I’m the kind of person that prefers peace and 
 tranquility. 

or    b.  I’m the kind of person that needs a high level of 
stimulation to feel alive.

problem of antisocial personality may thus require attempts at a societal level to redress 
social injustice and improve social conditions.

Little information is available about the rates of personality disorders in other 
cultures. One initiative in this direction involved a joint program sponsored by the World 
Health Organization (WHO) and the U.S. Alcohol, Drug Abuse, and Mental Health 
Administration (ADAMHA). The goal of the program was to develop and standardize 
diagnostic instruments that could be used to arrive at psychiatric diagnoses worldwide. 
One result of this effort was the development of the International Personality Disorder 
Examination (IPDE), a semistructured interview protocol for diagnosing personality 
disorders (Loranger et al., 1994). The IPDE was pilot-tested by psychiatrists and clin-
ical psychologists in 11 countries (India, Switzerland, the Netherlands, Great Britain, 
Luxembourg, Germany, Kenya, Norway, Japan, Austria, and the United States). The 
interview protocol diagnoses personality disorders reasonably reliably among the different 
languages and cultures that were sampled. Although more research is needed to determine 
the rates of particular personality disorders in other countries, investigators found the 
borderline and avoidant types to be the most frequently diagnosed. Perhaps the charac-
teristics associated with these personality disorders reflect some dimensions of personality 
disturbance that are common throughout the world.
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Tying it Together

A Multifactorial Pathway in the Development of Antisocial Personality Disorder

Throughout the text, we’ve endorsed the value of a 
multifactorial model of abnormal behavior, the view 
that psychological disorders result from a complex 

web of psychological, sociocultural, and biological factors. 
Our understanding of personality disorders is no exception. 
A history of childhood abuse, neglectful or punitive parents, 
and learning experiences that breed fear of social interactions 
rather than self-confidence may underlie the development 
of personality disorders, such as antisocial personality disor-
der. Social-cognitive factors, such as the effects of modeling 
aggressive behavior and cognitive biases that predispose 
people to misconstrue other people’s behavior as threaten-
ing, also influence the development of maladaptive ways of 
relating to others that become identified with personality dis-
orders. Genetic factors also contribute to the matrix of causal 
factors. 

Other biological factors implicated specifically 
in antisocial personality disorder include a 
lack of emotional responsiveness to threaten-
ing cues, excessive need for stimulation, and 
underlying brain abnormalities. Sociocultural 
factors, such as social stressors associated 
with poverty and living in a disintegrating, 
crime-ridden neighborhood, are linked to a 
greater likelihood of child abuse and neglect, 
which in turn sets the stage for lingering 
resentments and lack of empathy for others 
that typify the antisocial  personality.

How are these factors linked together? 
Typically, we find common themes in the 
development of specific personality dis-
orders, such as harsh or punitive parent-
ing in the case of antisocial personality. 
However, we need to allow for different 
combinations of factors and causal path-
ways to come into play. For example, 
some people with antisocial personality 
disorder were raised in economically 
deprived conditions and lacked consis-
tent parenting. Others were raised in 
middle-class families but experienced 
neglectful or harsh parenting. Clinicians 
need to evaluate how each person’s 
developmental history may have shaped 
his or her way of relating to others.

Figure 12.2 illustrates a potential causal pathway leading to 
the development of antisocial personality disorder based on 
a multifactorial model. This is but one of many possible causal 
pathways leading to the same outcome. In this causal pathway, 
poor parenting and modeling influences in the family lead to 
poor socialization in the child, but whether the child goes on to 
develop antisocial personality disorder may depend on the pres-
ence of particular vulnerability risk factors that increase the risk 
potential for the disorder.

• Callous treatment of others
• Failure to inhibit impulses
• Criminal or aggressive behavior

• Exposure to deviant role models
• Harsh and neglectful parenting

Vulnerability
Factors

Increased Risk
Potential

• Lack of empathy
• Failure to internalize social 
 rules and mores

• Difficulty “reading” emotions in other 
people’s faces or vocal expressions

• Incorrectly interpreting other people’s
behavior as threatening or hostile

Cognitive factors Antisocial Personality Disorder

Poor Socialization

•  Possible genetic contribution
•  Brain abnormalities involving the 
 prefrontal cortex may play a role 
 in some cases
• Lack of emotional responsiveness 
 to threatening cues

Biological Factors

Parenting
and Modeling In�uences

figure 12.2 
A multifactorial model of antisocial personality disorder. 
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Treatment of Personality Disorders
We began the chapter with a quote from the eminent psychologist William James, who sug-
gested that people’s personalities seem to be “set in plaster” by a certain age. James’s view is appli-
cable to many people with personality disorders, who are typically highly resistant to change.

People with personality disorders usually see their behaviors, even maladaptive, 
self-defeating behaviors, as natural parts of themselves. Even when unhappy and distressed, 
they are unlikely to perceive their own behavior as causative. Like Marcella, whom we 
described as showing features of a histrionic personality disorder, they may condemn oth-
ers for their problems and believe that others, not they, need to change. Thus, they usually 
do not seek help on their own. Or they begrudgingly acquiesce to treatment at the urging 
of others but drop out or fail to cooperate with the therapist. Even if they go for help, they 
commonly feel overwhelmed by anxiety or depression and terminate treatment as soon as 
they find some relief, rather than probing more deeply for the underlying causes of their 
problems. Despite these obstacles, evidence supports the effectiveness of psychotherapy in 
treating personality disorders, and some of these treatment approaches are described in the 
following sections (e.g., Abbass et al., 2008; Muran et al., 2010; Paris, 2012).

Psychodynamic Approaches
Psychodynamic approaches are often used to help people diagnosed with personality dis-
orders become aware of the roots of their self-defeating behavior patterns and learn more 
adaptive ways of relating to others. However, people with personality disorders, especially 
those with borderline and narcissistic personality disorders, often present particular chal-
lenges to the therapist. For example, people with borderline personality disorder tend 
to have turbulent relationships with therapists, sometimes idealizing them, sometimes 
denouncing them as uncaring.

Promising results are reported using structured forms of psychodynamically ori-
ented therapies in treating personality disorders (e.g., Clarkin et al., 2007; Gunderson, 
2011; Paris, 2008). These therapies raise clients’ awareness of how their behaviors cause 
problems in their close relationships. The therapist takes a more direct, confrontational 
approach that addresses the client’s defenses than would be the case in traditional psycho-
analysis. With borderline personality disorder, the psychodynamic therapist helps clients 
better understand their own and other people’s emotional responses in the context of 
their close relationships (Bateman & Fonagy, 2009).

Cognitive-Behavioral Approaches
Cognitive behavior therapists focus on changing clients’ maladaptive behaviors and 
dysfunctional thought patterns rather than their personality structures. They may use 
behavioral techniques such as modeling and reinforcement to help clients develop more 
adaptive behaviors. For example, when clients are taught behaviors that are likely to be 
reinforced by other people, the new behaviors may well be maintained.

Despite difficulties in treating borderline personality disorder, two groups of ther-
apists headed by Aaron Beck (e.g., Beck et al., 2003) and Marsha Linehan (e.g., Linehan 
et al., 2006) report treatment benefits from using cognitive-behavioral techniques. Beck’s 
approach focuses on helping the individual identify and correct distorted thinking, such 
as tendencies to see oneself as completely defective, bad, and helpless. Linehan’s tech-
nique, called dialectical behavior therapy (DBT), is specifically designed to treat borderline 
personality disorder. DBT combines cognitive-behavioral therapy and Buddhist mind-
fulness meditation (discussed in Chapter 6) to help people with borderline personality 
disorder accept and tolerate strong negative emotions and learn more adaptive ways of 
relating to others. DBT has consistently shown therapeutic benefits in treating people 
with borderline personality disorder (e.g., Kliem, Kröger, & Kosfelder, 2010; Neacsiu, 
Rizvi, & Linehan, 2011; Pasieczny & Connor, 2011; Pistorello et al., 2012). T / F

The word dialectic is drawn from classical philosophy and applies to a form of reason-
ing in which you consider both sides of an argument, an argument and a counter-argument, 

truth OR fiction

Despite years of trying, we still lack 
evidence that psychotherapy can help 
people with borderline personality 
disorder.

 FALSE  Several methods of 
treatment for borderline personality 
disorder, including psychodynamic 
therapy, cognitive behavior therapy, 
and DBT, have shown treatment 
benefits.

12.8 Evaluate methods used 
to treat personality disorders.
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and try to reconcile them through rational discussion. As applied to DBT, the dialectical 
approach involves the attempt to reconcile the opposites or contradictions of acceptance and 
change. DBT therapists recognize the need to show acceptance of people with borderline 
personalities by validating their feelings while also gently encouraging them to make adaptive 
changes in their behavior. Therapists help patients to recognize how their feelings and behav-
iors cause problems in their lives, enable them to learn to regulate their emotions through 
cognitive-behavioral and mindfulness techniques, and encourage them to identify alterna-
tive ways of relating to others. The tension between acceptance and mild encouragement of 
change constitutes the dialectical approach.

DBT incorporates behavioral techniques to help clients improve their relationships 
with others, develop problem-solving skills, and learn more adaptive ways of handling con-
fusing feelings. It also involves cognitive-behavioral techniques focused on helping people 
learn to regulate their emotions and mindfulness techniques (see Chapter 4) intended to help 
people accept and tolerate their disturbing emotions. Because people with borderline person-
ality disorder tend to be overly sensitive to even the slightest cues of rejection, therapists offer 
acceptance and support, even when clients become manipulative or overly demanding. 

Some antisocial adolescents have been placed, often by court order, in residential 
and foster-care programs that contain numerous behavioral treatment components. These 
programs have concrete rules and clear rewards for obeying them. Some residential pro-
grams rely on token economies, in which prosocial behaviors are rewarded with tokens such 
as plastic chips that can be exchanged for privileges. Although participants in such pro-
grams often show improved behavior, it remains unclear whether such programs reduce 
the risk that adolescent antisocial behavior will continue into adulthood.

“I” “I Cannot Die a Coward”
In 2011 at the age of 68, the renowned psychologist Marsha Linehan, developer of 
one of the leading treatments for borderline personality disorder, dialectical behavior 
therapy (DBT), stood before a group of friends, family, and fellow professionals to 
reveal a dark secret—that she too had suffered from borderline personality disorder. 
She began by explaining her reason for finally coming out: “So many people have 
begged me to come forward, and I just thought —well, I have to do this. I owe it to 
them. I cannot die a coward” (cited in Carey, 2011).

The faded burns, cuts, and welts on her arms attested to the personal pain she 
carried with her from her youth, from her psychiatric hospitalization at age 17, where she 
was placed in seclusion and repeatedly inflicted herself with cigarette burns on her wrists, 
banging her head, and cutting her arms and other parts of her body. She received electro-
shock therapy, but nothing seemed to work to relieve her deep inner pain. She was hospi-
talized for 26 months and was one of the most disturbed patients in the hospital. Looking 
back, she told a reporter, “I was in hell . . . And I made a vow: when I get out, I’m going to 
come back and get others out of here.” It wasn’t an easy road to follow. There were later 
suicide attempts and another hospitalization. She eventually turned to her Catholic faith, 
finding the inner strength to put her life on track, getting a job in an insurance company, 
taking college classes, and eventually completing a doctoral program in clinical psychol-
ogy and from there to a long, distinguished career as a leading researcher and clinician, 
and through her development of DBT, providing help to a great many people struggling 
with suicidal thinking and the inner anguish of BPD. Looking back on her life, she told the 
interviewer that she is a very happy person now. She went on to say that, yes, she still has 
her ups and downs, “. . . but I think no more than anyone else.”

Biological Approaches
Drug therapy does not directly treat personality disorders. However, antidepressant and 
antianxiety drugs are sometimes used to treat depression and anxiety in people with 
personality disorders. Neurotransmitter activity is also implicated in aggressive behavior 
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of the type seen in individuals with borderline personality disorder. The neurotrans-
mitter serotonin helps put the brakes on impulsive behaviors, including acts of impul-
sive aggression (Carver, Johnson, & Joormann, 2008; Seo, Patrick, & Kennealy, 2008). 
Antidepressants of the selective serotonin reuptake inhibitor (SSRI) class (e.g., Prozac) 
increase the availability of serotonin in synaptic connections between neurons and can 
help temper feelings of anger and rage. However, we’ve yet to see antidepressant medica-
tion produce any substantial benefits relative to placebo in treating borderline personal-
ity disorder (Gunderson, 2011). Atypical antipsychotics (discussed in Chapter 11) may 
have benefits in controlling aggressive and self-destructive behavior in people with bor-
derline personality disorder, but the effects are modest and the drugs carry serious poten-
tial side effects (Gunderson, 2011). Moreover, drugs alone do not target long-standing 
patterns of maladaptive behavior that are the defining features of personality disorders.

Much remains to be learned about working with people who have personality dis-
orders. The major challenges involve recruiting people who do not see themselves as being 
disordered into treatment and prompting them to develop insight into their self-defeating 
or injurious behaviors. Current efforts to help such people are too often reminiscent of 
the old couplet:

He that complies against his will,
Is of his own opinion still.

—Samuel Butler, Hudibras

Impulse-Control Disorders
People with borderline personalities often have difficulty controlling their impulses. But 
problems with impulse control are not limited to people with personality disorders. The 
DSM includes a category of mental disorders called impulse-control disorders that are 
characterized by difficulties in controlling or restraining impulsive behavior.

Have you ever blown your budget on a sale item? Have you ever made a bet you 
could not afford? Have you ever lost it and screamed at someone, even though you knew 
you should be keeping your cool? Most of us keep our impulses under control most of the 
time. Although we may sometimes surrender to a tempting dessert or occasionally blurt 
out an obscenity in anger, we generally hold our impulsive behaviors in check. People 
with impulse-control disorders, however, have persistent difficulty resisting harmful 
impulses, temptations, or drives. They experience a rising level of tension or arousal just 
prior to the impulsive act, followed by a sense of relief or release after the act is completed. 
They often have other psychological disorders, especially mood disorders, a fact that leads 
investigators to question whether these disorders should be classified within a broader 
spectrum of mood disorders.

Impulse-control disorders in DSM-5 are grouped in a broader category of dis-
ruptive, impulse-control, and conduct disorders that also includes conduct disorder 
and oppositional defiant disorder. Other impulse control problems such as compulsive 
Internet use and compulsive shopping are presently under consideration for inclusion 
in later versions of the diagnostic manual. Our focus here is on three types of impulse-
control disorders: kleptomania, intermittent explosive disorder, and pyromania.

Kleptomania
Kleptomania, which derives from the Greek kleptes, meaning thief, and mania, mean-
ing “madness” or “frenzy,” is characterized by repeated acts of compulsive stealing. The 
stolen objects are typically of little value or use to the person. The person may give them 
away, return them secretly, discard them, or just keep them hidden at home. In most 
cases, people with kleptomania can easily afford the items they steal. Even wealthy people 
have been known to be compulsive shoplifters. The thefts are apparently unmotivated by 
anger or vengeance. These crimes typically result from a momentary impulse, are poorly 
planned, and sometimes lead to arrests.

12.9 Define the concept 
of impulse-control disorders 
and describe the features 
of several major types.
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Although shoplifting is common, kleptomania is a recurring pattern of compul-
sive stealing. Kleptomania is considered a rare condition, affecting less than 1% of the 
general population, but occurring more frequently in women by a ratio of about 3 to 1 
(APA, 2013; Shoenfeld & Dannon, 2012). We have little scientific evidence on klep-
tomania to guide our understanding of the disorder. The presence of an irresistible, 
repetitive pattern in kleptomania suggests common features with obsessive–compulsive 
disorder. However, there is an important distinction. People with obsessive–compulsive 
anxiety disorder experience only temporary relief from anxiety when they perform com-
pulsive acts; by contrast, people with kleptomania experience pleasurable excitement or 
gratification when they engage in compulsive stealing. Another difference is that klep-
tomania appears to be an end in itself, whereas compulsions in obsessive–compulsive 
anxiety disorder are performed to avoid potential unfortunate events (like repeatedly 
checking the gas jets to prevent a gas explosion). T / F

All in all, some forms of kleptomania may be like obsessive–compulsive anxiety 
disorder, whereas others forms may have more in common with substance use or mood 
disorders (Grant, 2006). Perhaps the thrill of theft is a way in which some people attempt 
to fend off feelings of depression. By coming to better understand the subtypes, we may 
learn to be better equipped to tailor more effective treatment approaches. As it stands, the 
few isolated treatment studies are limited to a few cases.

Traditional psychodynamic formulations viewed kleptomania as a defense against 
unconscious penis envy in women and castration anxiety in men. The classic psychody-
namic belief is that people with kleptomania are motivated to steal phallic objects (sym-
bols of the penis) as a magical way of protecting themselves against the apparent loss 
(in females) or threatened loss (in males) of the penis (Fenichel, 1945). Whether this 
theoretical speculation has merit remains uncertain, as we lack any supportive evidence of 
these unconscious processes.

There is little formal research on the treatment of kleptomania (Grant, 2006; 
Kohn & Antonuccio, 2002). In the following case example, we describe a behavioral 
approach to treating kleptomania.

“Baby Shoes”: A Case of Kleptomania 
The client was a 56-year-old woman, who has shoplifted every day of the preceding 
14 years. Her compulsive urges to steal fit the clinical criteria that may distinguish 
kleptomania from other types of shoplifting, although her booty had no apparent 
meaning to her. Typical loot consisted of a pair of baby shoes, although there was no 
baby in her family to whom she could give the shoes. The compulsion to steal was so 
strong that she felt powerless to resist it. She told her therapist that she wished she 
could be “chained to a wall” (Glover, 1985, p. 213) in order to prevent her from act-
ing out. She expressed anger that it was so easy to steal from a supermarket, in effect 
blaming the store for her own misconduct.

Her treatment, called covert sensitization, involved the pairing in imagina-
tion of an aversive stimulus with the undesired behavior. The therapist directed the 
woman to imagine feeling nauseous and vomiting while stealing. She was instructed 
to picture herself in the supermarket, approaching an object she intends to steal, and 
becoming nauseated and vomiting as she attempts to remove it, which draws the 
scowling attention of other shoppers. She is then directed to imagine herself replac-
ing the object and consequently feeling relief from the nausea.

In a subsequent session, she imagined the nausea starting as she approached 
the object, but the nausea disappeared when she turned away rather than remov-
ing it. She was also asked to practice the imaginal scenes on her own throughout the 
week, as homework assignments. She reported a decline in stealing behavior during 
the treatment program. She reported only one instance of shoplifting between the 
completion of treatment and a 19-month follow-up evaluation.

Adapted from Glover, 1985

truth OR fiction

Kleptomania, or compulsive stealing, is 
usually motivated by poverty.

 FALSE  People with kleptomania 
typically steal items of little value to 
them, not necessities they cannot 
afford to buy.
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Was the treatment effective? Perhaps. But then again, uncontrolled case studies 
cannot ascertain cause-and-effect relationships. For example, we cannot know whether 
the treatment itself or other factors, such as the client’s motivation to change her life, were 
responsible for the changes in her behavior. Controlled studies are needed to evaluate the 
effectiveness of treatment.

Intermittent Explosive Disorder
Rage. It is the very first word of the Iliad, Homer’s epic poem about the Trojan War, 
establishing a theme for the entire work. Homer’s poem, believed to have been written 
about 750 b.c.e, chronicles the tragic consequences that unfold as unrestrained rage leads 
to war, killing, and destruction.

People have been concerned about the human capacity for rage and the violent 
behavior it often provokes for time immemorial. Rage is not a criterion used to diagnose 
mental or psychological disorders in the DSM. But rage is often a feature of intermittent 
explosive disorder, or IED, a type of impulse-control disorder characterized by repeated 
episodes of impulsive, uncontrollable aggression in which people strike out at others or 
destroy property (Kessler et al., 2012). The core feature of IED is impulsive aggression, 
the tendency to lose control of aggressive impulses (Coccaro, 2010).

People with IED have episodes of violent rage in which they suddenly lose control 
and hit or try to hit other people or smash objects. One man with IED had episodes of 
explosive rage in which he would smash anything he could lay his hands on, including cell 
phones, keyboards, remote controls, tables, and even drywall. Even minor provocations 
or perceived insults can lead to aggressive outbursts that are grossly out of proportion to 
the situation. People with IED typically experience a state of tension before their violent 
outbursts and a sense of relief afterwards. Typically, people with IED attempt to justify 
their behavior, but they also feel genuine remorse or regret because of the harm their 
behavior causes. Incidents of road rage and domestic violence often occur in cases of IED. 
Early studies suggested that IED may be a rare condition, but more recent work indi-
cates it may be as common as many other psychiatric disorders (Coccaro, 2012; Tamam, 
Eroğlu, & Paltacı, 2011).

Recent research on IED has largely focused on its biological underpinnings, and 
particularly on the possible role of the neurotransmitter serotonin. You’ll recall earlier 
in the chapter that serotonin serves to put the brakes on impulsive behaviors, including 
acts of impulsive aggression associated with IED. Research in this area is preliminary, 
but it is pointing toward possible irregularities in serotonin transmission in the brains 
of people with IED (Coccaro, Lee, & Kavoussi, 2010). Supporting this view is evidence 
that treatment with antidepressant drugs that boost serotonin availability, such as Prozac, 
has shown promise in treating impulsive aggression associated with IED (Coccaro & 
McCloskey, 2010). Functioning of the prefrontal cortex, the part of the brain that curbs 
impulsive behavior, may also be impaired. Psychological treatment in the form of anger 
management training may be used to help individuals with IED develop better control 
over anger outbursts that lead to impulsive acts of aggression and learn to stop and think 
before they act.

Anger and rage are often a feature of psychological disorders, but the DSM does 
not include a category of anger disorders. In the Thinking Critically About Abnormal 
Psychology section, a leading researcher, Jerry Deffenbacher of Colorado State University, 
takes up the controversial question of whether the DSM should include a category of 
anger disorders.

Pyromania
Pyromania, from the Latin roots pyr, meaning “fire” and the Greek word mania, mean-
ing “madness” or “frenzy,” is characterized by repeated acts of compulsive fire setting 
in response to irresistible urges. Only a small percentage of arsonists are diagnosed with 
pyromania. The most common motives for fire setting appear to be anger and revenge, 
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Thinking CRiTiCally about abnormal psychology

@Issue: Anger Disorders and the DSM:  
Where Has All the Anger Gone?—Jerry Deffenbacher

As you may recall from Chapter 4, evidence links chronic 
anger to serious health problems, including coronary 
heart disease. Anger also contributes to a range of 

problem behaviors such as abusive parenting, aggressive behav-
iors including intimate partner violence and aggressive (as well 
as risky) driving, problems at work, and negative feelings about 
oneself (e.g., Dahlen, Edwards, Tubre, & Zyphur, 2012; Shorey, 
Cornelius, & Idema, 2011; Spector, 2011). Anger also serves as a 
“red flag” in predicting both poorer outcomes in psychotherapy 
and a greater risk of relapse after successful treatment of sub-
stance abuse (Patterson et al., 2008). However, anger is not nec-
essarily problematic. When it is mild or moderate in degree and 
expressed constructively, anger can lead to positive outcomes 
such as standing up for oneself, setting appropriate limits, and 
mobilizing one’s efforts to resolve problems in personal relation-
ships. Problems occur when anger becomes too strong or is 
expressed inappropriately, leading to many negative outcomes 
such as states of personal distress (e.g., embarrassment, guilt, 
self-recrimination), negative physical outcomes (e.g., injury to 
self and others), legal and financial problems (e.g., arrests for 
assault or disturbing the peace, legal bills, and property dam-
age), educational problems (e.g., dismissal from college), voca-
tional problems (e.g., losing a job), interpersonal problems (e.g., 
damaged or terminated relationships), and impaired role behav-
iors (e.g., abusive or dysfunctional parenting). The personal 
suffering and costs associated with excessive or inappropriate 
anger more than meet the threshold for maladaptive or dysfunc-
tional behavior.

With so many negative consequences linked to anger, one 
might think that anger figures prominently in the classifica-
tion of abnormal behavior patterns, but this is not the case. 
It is true that anger is often part of the clinical profile we find 
in certain psychological disorders, including major depressive 
disorder, bipolar disorder, posttraumatic stress disorder, and 
personality disorders such as antisocial and borderline person-
ality disorders. However, anger is not a necessary diagnostic 
feature of these disorders. Some people with these diagnoses 
show problems with anger, but many do not. People who dis-
play impulsive acts of aggression toward others that result in 
serious personal harm or destruction of property may receive 
a diagnosis of IED. IED is a type of impulse-control disorder in 
which a person shows impaired ability to control impulses. In 
IED, acts of uncontrolled aggression are grossly out of propor-
tion to any provocation or precipitating stressors. Although 
intense anger is often associated with IED, the diagnosis is 
based on failure to control aggressive impulses, not on anger 
per se. Moreover, IED is not prevalent enough to account for 
most anger-related mental health problems clinicians see in 
their practices.

Simply put, there are no anger-based disorders in the DSM 
system (i.e., disorders in which anger is the cardinal feature and 
must be present to make a diagnosis). Compare the absence 
of anger disorders to the wide range of disorders that involve 
two other major negative emotions—anxiety and depression. 
Anxiety, or course, is the chief feature of anxiety disorders such 
as panic disorder, phobias, obsessive–compulsive anxiety disor-
der, and generalized anxiety disorder. Depression is the keynote 
feature of various mood disorders such as major depressive 
disorder and dysthymia. The absence of anger disorders in the 
DSM system does not mean such problems do not exist. People 
do suffer from anger-related problems, and, in some cases, 
these problems bring considerable suffering to others.

I have argued (e.g., Deffenbacher, 2003) along with others in 
the field that anger disorders should be included in the DSM 
system. In the scheme I proposed, dysfunctional anger may be 
conceptualized in terms of four types of triggering events: (a) 
a specific situation, such as driving; (b) many different types of 
situations, such as problems at work and at home; (c) an identi-
fiable psychosocial stressor, such as the break-up of a relation-
ship; or (d) unclear triggers in which anger wells up quickly and 
intensely. We can then use this scheme to classify four types of 
corresponding anger disorders: (a) situational anger disorder, 
(b) generalized anger disorder, (c) adjustment disorder with 
anger, and (d) anger attacks. (Recall that adjustment disor-
ders involve maladaptive reactions to an identifiable stressor.) 
Because maladaptive anger may be associated with aggressive 
behavior, we could also elaborate each of these anger disor-
ders in terms of the presence of significant aggression that is 
likely in need of attention. This diagnostic scheme might help 
legitimize the pain and suffering of people with anger-related 
problems and provide the basis for insurance reimbursement 
of clinical services to treat these problems and funds for much 
needed research on their causes and treatments (Fernandez, in 
press).

Not every professional agrees that the diagnostic system 
should be expanded to include anger disorders. Some argue 
that including these disorders in the DSM system may excuse 
aggressive or violent behaviors committed in anger by label-
ing them as forms of mental illness and that bringing these 
behaviors under the umbrella of the diagnostic system will lead 
to cases in which people who commit violent acts are not held 
fully accountable for their behavior. A related concern is that 
diagnosing anger disorders might undermine efforts to reduce 
intimate partner violence. As things stand, the DSM-5 does not 
include anger disorders, despite how anger negatively impacts 
the lives of many people. It remains to be seen if the diagnostic 
manual will be expanded to include anger-related disorders in 
future editions.
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Jerry L. Deffenbacher, Ph.D., 
ABPP, is professor laureate and 
former director of clinical training 
in the Department of Psychology 
at Colorado State University. He 
routinely teaches large undergraduate 
classes in abnormal psychology. In 
discussing how he became interested 
in anger-related problems, he noted 
that he essentially stumbled into it 
more than 25 years ago during clinical 

supervision. Graduate students wanted help in treating angry 
clients, but he recognized he knew little about the treatment of 
anger. When he and students searched the scientific literature, 
they found very little guidance. He then became curious about 
helping people with anger problems and has been involved in 
the study of problematic anger ever since.

In thinking critically about the issue, answer the following 
questions:

•   Do you know someone who has a serious anger problem? 
Should his or her behavior be considered abnormal? What 
are the legal, moral, and ethical consequences of diagnos-
ing these problems as types of mental or psychological 
disorders?

•   If a person with anger-related problems entered therapy 
for anger reduction, should insurance companies be 
required to reimburse treatment at a rate comparable to 
that of treatment for anxiety or depression? If yes, why? If 
no, why not?

•   Should a person who acts out violently against someone else 
in a state of anger be held fully responsible for his or her 
behavior? Why or why not?

rather than a psychiatric disorder (Grant & Odlaug, 2011). Other instances of arson 
may be motivated by financial incentives, as in cases of owners of failing business who 
arrange to have their premises torched in order to illicitly collect insurance settlements. 
Intentional fire setting also occurs among some youths with conduct disorder (a psycholog-
ical disorder affecting children and adolescents, as discussed in Chapter 13). Fire setting 
associated with conduct disorder is part of a larger pattern of antisocial and intentionally 
cruel or harmful behavior.

Pyromania is considered a rare disorder, which may help explain why it remains 
so poorly understood. People with pyromania feel a sense of release or psychological relief 
when setting fires and perhaps feelings of empowerment as the result of prompting fire-
fighters to rush to the scene of the blaze, along with the heavy firefighting equipment they 
bring. The fire setter may also experience pleasurable excitement by watching or even par-
ticipating in the firefighting effort. The origins of pyromania remain obscure, but there 
does appear to have been a morbid fascination with fire from an early age (Lejoyeux & 
Germain, 2012). Here a female college student who was committed to a mental hospital 
for compulsive fire-setting recounts her experiences:

“I” “A Part of My Vocabulary”
Fire became a part of my vocabulary in preschool days. . . .Each summer, I would look 
forward to the beginning of fire season as well as the fall. . . I may feel abandoned, 
lonely, or bored, which triggers feelings of anxiety or emotional arousal before the 
fire. . . I want to see the chaos as well as the destruction that I or others have caused. . . 
[After the fire is out] I feel sadness and anguish and the desire to set another fire.

Source: Wheaton, 2001, as quoted in Lejoyeux & Germain, 2012, p. 139

Treatment of pyromania may involve cognitive-behavioral therapy focused on 
helping the person identify thoughts and situational cues that prompt fire-setting urges 
and practice in using coping responses to resist them. But here again we lack controlled 
studies of treatment effectiveness.
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types of Personality Disorders
12.1  Define the concept of personality disorders.
Personality disorders are maladaptive or rigid behavior patterns 
or personality traits associated with states of personal distress that 
impair the person’s ability to function in social or occupational roles. 
People with personality disorders do not generally recognize the need 
to change themselves.

12.2  Identify the three major categories of personality  
disorders.
The three major clusters of personality disorders are categorized on 
the basis of the following characteristics: (1) odd or eccentric behav-
ior, (2) dramatic, emotional, or erratic behavior, and (3) anxious or 
fearful behavior.

12.3  Describe the key features of personality disorders  
characterized by odd or eccentric behavior.
Personality disorders involving odd or eccentric behavior include 
paranoid personality disorder, schizoid personality disorders, and 
schizotypal personality disorder. People with paranoid personality 
disorder are unduly suspicious and mistrustful of others, to the point 
that their relationships suffer. But they do not hold the more fla-
grant paranoid delusions typical of schizophrenia. Schizoid personal-
ity disorder describes people who have little, if any, interest in social 
relationships, show a restricted range of emotional expression, and 
appear distant and aloof. People with schizotypal personalities appear 
odd or eccentric in their thoughts, mannerisms, and behavior, but 
not to the degree found in schizophrenia.

12.4  Describe the key features of personality disorders  
characterized by dramatic, emotional, or erratic behavior.
Personality disorders involving dramatic, emotional, or erratic behav-
ior include antisocial personality disorder, borderline personality 
disorder, narcissistic personality disorder, and histrionic personality 
disorder. Antisocial personality disorder describes people who per-
sistently engage in behavior that violates social norms and the rights 
of others and who tend to show no remorse for their misdeeds. 
Borderline personality disorder is defined in terms of instability in 
self-image, relationships, and mood. People with borderline person-
ality disorder often engage in impulsive acts, which are frequently 
self-destructive. People with histrionic personality disorder tend to 
be highly dramatic and emotional in their behavior, whereas people 
diagnosed with narcissistic personality disorder have an inflated or 
grandiose sense of self, and like those with histrionic personalities, 
they demand to be the center of attention.

12.5  Describe the key features of personality disorders char-
acterized by anxious or fearful behavior.
Personality disorders involving anxious or fearful behavior include 
avoidant personality disorder, dependent personality disorder, and 
obsessive–compulsive personality disorder. Avoidant personality 
disorder describes people who are so terrified of rejection and criti-
cism that they are generally unwilling to enter relationships without 
unusually strong reassurances of acceptance. People with dependent 
personality disorder are overly dependent on others and have extreme 
difficulty acting independently or making even the smallest decisions 
on their own. People with obsessive–compulsive personality disor-
der have various traits such as orderliness, perfectionism, rigidity, and 
overattention to detail, but are without the true obsessions and com-
pulsions associated with obsessive–compulsive (anxiety) disorder.

12.6  Evaluate problems associated with the classification of 
personality disorders.
Various controversies and problems attend the classification of per-
sonality disorders, including overlap among the categories, difficulty 
in distinguishing between variations in normal behavior and abnor-
mal behavior, confusion of labels with explanations, and possible 
underlying sexist biases.

theoretical Perspectives
12.7  Describe the major theoretical perspectives on under-
standing personality disorders—the psychodynamic, learning, 
cognitive, family, biological, and sociocultural perspectives.
Earlier Freudian theory focused on unresolved Oedipal conflicts in 
explaining normal and abnormal personality development. More 
recent psychodynamic theorists have focused on the pre-Oedipal 
period in explaining the development of personality disorders such 
as narcissistic and borderline personality. Learning theorists view 
personality disorders in terms of maladaptive patterns of behavior 
rather than personality traits. Learning theorists seek to identify the 
early learning experiences and present reinforcement patterns that 
explain the development and maintenance of personality disorders. 
Antisocial adolescents are more likely to interpret social cues as prov-
ocations or intentions of ill will. This cognitive bias may lead them to 
be confrontational in their relationships with peers.

Many theorists argue that disturbed family relationships play 
formative roles in the development of personality disorders. For 
example, theorists connect antisocial personality to parental rejection 
or neglect and parental modeling of antisocial behavior. Biological 
explanations of antisocial personality focus on the possible role of 
lack of emotional responsiveness to physically threatening stimuli 
and reduced levels of ANS reactivity and the need for higher levels 
of stimulation to maintain optimal levels of arousal in people with 
antisocial personalities. Sociocultural theorists focus on the roles of 
poverty, urban blight, and drug abuse in leading to family disorga-
nization and disintegration that makes it less likely that children 
will receive the nurturance and support they need to develop more 
socially adaptive personalities. Sociocultural theorists believe that 
such factors may underlie the development of personality disorders, 
especially antisocial personality disorder.

summing up12
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treatment of Personality Disorders
12.8  Evaluate methods used to treat personality disorders.
Therapists help people with personality disorders become aware of their 
self-defeating behavior patterns and learn more adaptive ways of relat-
ing to others. Despite difficulties in working therapeutically with people 
with personality disorders, promising results have emerged from the use 
of relatively short-term psychodynamic therapy and cognitive-behav-
ioral treatment approaches, including DBT and cognitive therapy.

Impulse-Control Disorders
12.9  Define the concept of impulse-control disorders and 
describe the features of several major types.
Impulse-control disorders are psychological disorders characterized 
by a pattern of repeated failure to resist impulses to perform acts 

that lead to harmful consequences to self or others. People affected 
by these disorders experience a rising level of tension or arousal just 
before the act, then a sense of relief or release when the act is commit-
ted. Kleptomania is characterized by a compulsion to steal, usually 
involving items of little value to the person. Intermittent explosive 
disorder (IED) involves acts of impulsive aggression and may involve 
irregularities in serotonin transmission in the brain. Pyromania, or 
compulsive fire-setting, is poorly understood but may be motivated 
in part by the desire to control the response of fire fighters and even 
assist them in their work.

Based on your reading of this chapter, answer the following questions:

• How is psychopathic behavior different from psychotic behavior? 
How is this distinction sometimes confused in the movies or on 
television shows?

• Are some personality disorders more likely to be diagnosed in 
men or in women because of gender-based societal expectations? 
Have you ever assumed that women are “just dependent or hys-
terical” or that men are “just narcissists or antisocial”? What kinds 
of problems do underlying assumptions like these pose for clini-
cians and researchers?

• Have you known people whose personality traits or behaviors 
caused significant difficulties in their personal relationships? In 
what ways? Do you think that any of the personality disorders 
discussed in this chapter might apply to this person or persons? 
Explain your answer. Did the person ever seek help from a mental 
health professional? If so, what was the outcome? If not, why not?

• What factors make it difficult for therapists to treat people with 
personality disorders? If you were a therapist, how might you 
attempt to overcome these difficulties?

critical thinking questions
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key terms

Key for Sensation-Seeking Scale
Although we don’t have any applicable norms, answers that agree 
with the following key are suggestive of sensation seeking.  The more 
answers keyed in this direction, the stronger your sensation-seeking 
needs are likely to be.

 1. A   2. A   3. A     4. A     5. A   6. B  

 7. B   8. A   9. A  10. A  11. A  12. B
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13
learning objectives

13.1 
Explain the differences between normal 

and abnormal behavior in childhood 
and adolescence and the role of cultural 

beliefs in determining abnormality.

13.2 
Describe the effects of child abuse.

13.3 
Describe key features of autism 
spectrum disorder and ways of 
understanding and treating it.

13.4 
Describe the key features and 
causes of intellectual disability. 

13.5 
Identify the types of deficits 

associated with learning disorders 
and describe ways of understanding 

and treating learning disorders. 

13.6 
Define the concept of communication 
disorders and identify specific types.

13.7 
Describe the key features of attention-

deficit hyperactivity disorder, oppositional 
defiant disorder, and conduct disorder.

13.8 
Describe causal factors in ADHD and 

evaluate treatment methods.

13.9 
Describe the key features of anxiety and 
depression in children and adolescents.

13.10 
Identify risk factors for suicide 

among adolescents.

13.11 
Describe the key features of 

elimination disorders and evaluate 
methods of treating bed-wetting.

truth OR fiction

T  F   Many behavior patterns considered normal for children would be considered 
abnormal in adults. (p. 481)

T  F   Boys are more likely to develop anxiety and mood disorders than girls are.  
(p. 483)

T  F   When it comes to child maltreatment, it’s not just “sticks and stones” that do 
damage. (p. 483)

T  F   Childhood vaccines cause autism. (p. 487)

T  F   A former vice president of the United States had such difficulty with arithmetic 
that he could never balance a checkbook. (p. 496)

T  F   Children who are hyperactive are often given depressants to help calm them 
down. (p. 505)

T  F   Difficulties at school, problem behaviors, and physical complaints may actually 
be signs of depression in children. (p. 512)

T  F   Suicide is unfortunately quite common among young teens around the time of 
puberty. (p. 513)

T  F   Principles of classical conditioning can be applied to treat bed-wetting in  
children. (p. 518)

“I” “A World of My Own Creation”
“My parents thought I had leukemia and took me for a blood test. The doctor took 
some blood from my earlobe. I cooperated. I was intrigued by a multicolored card-
board wheel the doctor had given me. I also had hearing tests because, although I 
mimicked everything, it appeared that I was deaf. My parents would stand behind 
me and make sudden loud noises without my so much as blinking in response. ‘The 
world’ simply wasn’t getting in. . . . The more I became aware of the world around 
me, the more I became afraid. Other people were my enemies, and reaching out to 
me was their weapon, with only a few exceptions—my grandparents, my father, and 
my Aunty Linda. . . .”

Donna also recalled how, for her, people became things and things existed to 
offer her protection and shield her from a fear of vulnerability:

“I collected scraps of colored wool and crocheted bits and would put my fin-
gers through the holes so that I could fall asleep securely. For me, the people I liked 
were things, and those things (or things like them) were my protection from the things 
I didn’t like—other people.

The habits I adopted of keeping and manipulating these symbols were my 
equivalent of magic spells cast against the nasties who could invade me if I lost my 
cherished objects or had them taken away. My strategies were not the result of insan-
ity or hallucination, but simply harmless imagination made potent by my overwhelm-
ing fear of vulnerability. . . .

People were forever saying that I had no friends. In fact my world was full of 
them. They were far more magical, reliable, predictable, and real than other children, 

An autistic woman, Donna Williams, reflects on what it is like to be an autistic child. In 
this excerpt from her memoir Nobody Nowhere, she speaks about her need to keep the 
world out. She was about 3 years old when her parents took her to a doctor out of concern 
that she appeared malnourished.
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and they came with guarantees. It was a world of my own creation where I didn’t 
need to control myself or the objects, animals, and nature, which were simply being in 
my presence.”

Williams, 1992, pp. 5, 6, 9

Psychological disorders of childhood and adolescence often have a special poignancy, 
perhaps none more than autism. These disorders affect children at ages when they have 
little capacity to cope. Some of these problems, such as autism and intellectual disability 
(formerly called mental retardation), prevent children from fulfilling their developmental 
potentials. Some psychological problems in children and adolescents mirror those found 
in adults—problems such as mood disorders and anxiety disorders. In some cases, the 
problems are unique to childhood, such as separation anxiety; in others, such as ADHD, 
or attention-deficit/hyperactivity disorder, the problem manifests itself differently in 
childhood than in adulthood.

Normal and Abnormal Behavior in Childhood 
and Adolescence
Determining whether a child’s behavior is abnormal depends on our expectations about 
what is normal for a child of a given age in a given culture. We need to consider whether 
a child’s behavior falls outside the range of developmental and cultural norms. For exam-
ple, determining that 7-year-old Jimmy is hyperactive depends on the types of behaviors 
deemed reasonable for children of the same age and cultural background (Drabick & 
Kendall, 2010; Kendall & Drabick, 2010).

Many problems are first identified when the child enters school. Although these 
problems may have existed earlier, they may have been tolerated or not seen as “problems” 
in the home. Sometimes the stress of starting school contributes to their onset. Keep in 
mind, however, that what is socially acceptable at a particular age, such as intense fear of 
strangers at about 9 months, may be socially unacceptable at more advanced ages.

Many behavior patterns we might consider abnormal among adults—such as 
intense fear of strangers and lack of bladder control—are perfectly normal for children at 
certain ages. Many children are misdiagnosed when clinicians fail to take developmental 
expectations into account. Researchers estimate that nearly one million American children 
may have been misdiagnosed with ADHD in kindergarten and treated with medication 
simply because they were the youngest (and hence least mature) children in their classes 
(“Nearly One Million,” 2010). As the lead researcher, Todd Edler, told a reporter, “If a 
child is behaving poorly, if he’s inattentive, if he can’t sit still, it may simply be because 
he’s 5 and the other kids are 6.” T / F

Many of the psychological disorders affecting children and adolescents are classi-
fied in the DSM-5 category of neurodevelopmental disorders. These disorders involve 
an impairment of brain functioning or development that affects the child’s psychological, 
cognitive, social, or emotional development. This category of mental disorders includes 
the following types of disorders we discuss in this chapter:

•	 Autism spectrum disorder

•	 Intellectual disability

•	 Specific learning disorder

•	 Communication disorders

•	 Attention-deficit/hyperactivity disorder
In this chapter, we also review these and other disorders affecting children and adoles-
cents, including disruptive behavior disorders (oppositional defiant disorder and conduct 
disorder), problems relating to anxiety and depression, and elimination disorders. 

13.1 Explain the differences 
between normal and abnormal 
behavior in childhood and 
adolescence and the role of cultural 
beliefs in determining abnormality.

truth OR fiction

Many behavior patterns considered 
normal for children would be 
considered abnormal in adults.

 TRUE Many behavior patterns 
that would be considered abnormal 
among adults—such as intense fear 
of strangers and lack of bladder 
control—are perfectly normal for 
children at certain ages.
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Cultural Beliefs About What Is Normal  
and Abnormal
Cultural beliefs help determine whether people view behavior as normal or 
abnormal. Because children rarely label their own behavior as abnormal, 
definitions of normality depend largely on how a child’s behavior is filtered 
through a cultural lens (Callanan & Waxman, 2013; Norbury & Sparks, 
2013). Cultures vary with respect to the types of behaviors they classify as 
unacceptable or abnormal as well as the threshold for labeling child behav-
iors as deviant. In an illustrative study, groups of American and Thai parents 
were presented with vignettes depicting two children, one with problems of 
“overcontrol” (e.g., shyness and fears) and one with problems of “undercon-
trol” (e.g., disobedience and fighting). Thai parents rated both types of prob-
lems as less serious and worrisome than American parents did (Weisz et al., 
1988). Thai parents also rated the children in the vignettes as more likely to 
improve over time, even without treatment. These viewpoints are embedded 
within traditional Thai-Buddhist beliefs and values, which tolerate broad 
variations in children’s behavior and assume that change is inevitable.

Like definitions of abnormality, methods of treatment differ for children. 
Children may not have the verbal skills to express their feelings through speech or the 
attention span required to sit through a typical therapy session. Therapy methods must 
be tailored to the level of the child’s cognitive, physical, social, and emotional develop-
ment. For example, psychodynamic therapists have developed techniques of play therapy 
in which children enact family conflicts symbolically through their play activities, such 
as by play-acting with dolls or puppets. Or they might be given drawing materials and 
asked to draw pictures, in the belief that their drawings will reflect their underlying  
feelings.

As with other forms of therapy, child therapy needs to be offered in a culturally 
sensitive framework. Therapists need to tailor their interventions to the cultural back-
grounds and social and linguistic needs of children in order to establish effective thera-
peutic relationships.

Prevalence of Mental Health Problems  
in Children and Adolescents
Just how common are mental health problems among America’s children and adoles-
cents? Unfortunately, quite common. Approximately four of ten adolescents (40.3%) 
have experienced a diagnosable mental disorder during the past year (Kessler et al., 2012). 
About one in four (23.4%) are presently affected. About one in ten children suffer from 
a mental disorder severe enough to impair development (“A Children’s Mental Illness 
‘Crisis,’” 2001). Many psychological disorders in adults first appeared in childhood 
(Cohen, 2011).

In children 6 to 17 years of age, the most commonly diagnosed psychological dis-
orders are learning disorders (11.5%) and attention-deficit/hyperactivity disorder (8.8%) 
(Blanchard, Gurka, & Blackman, 2006). If we limit our scope to adolescents, anxiety 
disorders top the list of the most commonly diagnosed disorders (Kessler et al., 2012). 
Depression too is all too common, as seen in results of a telephone survey that was based 
on a national probability sample of American youth ages 12 to 17. The survey found that 
7% of the boys and 14% of the girls had suffered from major depression in the preceding 
six-month period of time (Kilpatrick et al., 2003).

Despite the prevalence of childhood psychological disorders, the great majority 
of children with psychological disorders fail to get the treatment they need. A recent 
study showed that only about one-third of adolescents with diagnosable mental disor-
ders received treatment (Merikangas et al., 2011). Even a majority of adolescents with 
severe mental disorders fail to receive treatment (“Majority of US adolescents,” 2011). 
Children who have internalized problems, especially anxiety and depression, are at higher 

How serious is this problem? Thai parents 
might judge the aggressive behaviors shown 
by these children to be less serious than 
American parents would. Thai-Buddhist 
values tolerate broad variations in children’s 
behavior and assume that it will change for 
the better over time.

13.2 Describe the 
effects of child abuse.

Source: © Lee Lorenz/The New Yorker Collection/ 
www.cartoonbank.com
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risk of going untreated than children with externalized problems (prob-
lems involving acting out or aggressive behavior) that are disruptive or 
annoying to others.

Risk Factors for Childhood Disorders
Many factors contribute to increased risk of developmental disorders, 
including genetic susceptibility, environmental stressors (such as living 
in decaying neighborhoods), and family factors (such as inconsistent or 
harsh discipline, neglect, or physical or sexual abuse) (e.g., Goodnight 
et al., 2012). Children of depressed parents also stand a higher risk of 
developing psychological disorders, perhaps because parental depression 
contributes to greater levels of family stress (Essex et al., 2006; Weissman 
et al., 2006).

Ethnicity and gender are other discriminating factors. For reasons 
that remain unclear, ethnic minority children stand a higher risk of devel-
oping problems such as ADHD and anxiety and depressive disorders 
(Anderson & Mayes, 2010; Miller, Nigg, & Miller, 2009). Boys are at greater risk for 
developing many childhood disorders, ranging from autism to hyperactivity to elimina-
tion disorders. Problems of anxiety and depression also affect boys proportionally more 
often than girls. In adolescence, however, anxiety and mood disorders become more com-
mon in girls and remain so throughout adulthood (USDHHS, 1999). T / F

Physical and sexual abuse and neglect are linked to a wide range of psychologi-
cal disorders in childhood and adulthood, such as depression, substance abuse, anxiety 
disorders, ADHD, posttraumatic stress disorder (PTSD), and conduct disorder (e.g., 
Arseneault et al., 2011; Cannon et al., 2011; Nanni, Uher, & Danese, 2012; Nauert, 
2011a; Sugaya et al., 2012). (Effects of childhood sexual abuse are discussed in Chapter 
10.) Even milder forms of physical punishment that may not rise to the level of physical 
abuse or neglect, such as spanking, smacking, and pushing, increase the risk of anxiety 
and mood disorders in adulthood (Afifi et al., 2012).

Physically abused or neglected children often have difficulty forming healthy peer 
relationships and healthy attachments to others. They may lack the capacity for empathy 
or fail to develop a sense of conscience or concern about the welfare of others. They may 
act out in ways that mirror the cruelty they’ve experienced in their lives, such as by tor-
turing or killing animals, setting fires, or picking on smaller, more vulnerable children. 
Other common psychological effects of neglect and abuse include lowered self-esteem, 
depression, immature behaviors such as bed-wetting or thumb-sucking, suicide attempts 
and suicidal thinking, poor school performance, behavior problems, and failure to ven-
ture beyond the home to explore the outside world. The behavioral and emotional conse-
quences of child abuse often extend into adulthood (Miller-Perrin et al., 2009).

Child sexual and physical abuse is hardly an isolated problem. A recent international 
study of data drawn from the United States and 21 other countries showed that about 8% 
of men and 20% of women had suffered sexual abuse before the age of 18 (Pereda et al., 
2009). Moreover, more than 1.5 million children in the United States each year are victims 
of child abuse or neglect (Gershater-Molkoa, Lutzker, & Sherman, 2002). And tragically, 
between 1,000 and 2,000 children in the United States die each year as the result of abuse 
or neglect, more than twice the rate (adjusted for population size) of Great Britain, France, 
Canada, or Japan (Koch, 2009). As horrific as these numbers are, they greatly understate 
the problem, as most incidents of child maltreatment are never publicly identified.

Concerns about physical abuse are understandable, but we should not lose sight 
of the emotional consequences of verbal abuse, of parents harshly scolding, belittling, and 
swearing at their children. Yes, “sticks and stones” can break bones, but words can do 
extensive emotional harm (Teicher et al., 2006). Moreover, exposure to domestic violence 
or spousal abuse in the home is also associated with higher levels of behavioral and emo-
tional problems in children (Evans, Davies, & DiLillo, 2008). T / F

Play therapy. In play therapy, children may 
enact scenes with dolls or puppets that 
symbolically represent conflicts occurring 
within their own families.

truth OR fiction

Boys are more likely to develop 
anxiety and mood disorders than  
girls are.

 TRUE However, anxiety and  
mood disorders become more 
common among women beginning  
in adolescence.

truth OR fiction

When it comes to child maltreatment, 
it’s not just “sticks and stones” that do 
damage.

 TRUE Verbal abuse can lead to 
extensive emotional harm.
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We now consider the specific types of psychological disorders in childhood 
and adolescence. We will examine the features of these disorders, their causes, and the 
treatments used to help children who suffer from them. First, you may wish to review  
Table 13.1, which provides an overview of these disorders.

table 13.1 

Overview of Psychological Disorders in Childhood and Adolescence

Types of Disorders Description
Major Types/Estimated 
Prevalence Rates, If Known Features

Autism Spectrum 
Disorder

A spectrum of autism-
related disorders 
varying in level of 
severity 

•	 1%	to	2%	 •	 	Impaired	functioning;	marked	deficits	
relating	to	others;	impaired	language	and	
cognitive	functioning;	restricted	range	of	
activities and interests

Intellectual Disability 
(Intellectual 
Developmental Disorder)

A broad-based delay 
in the development of 
cognitive and social 
functioning

•	 	Deficits	vary	with	level	of	
severity from mild to profound 
(about	1%	overall)

•	 	Diagnosed	on	the	basis	of	low	IQ	score	and	
poor adaptive functioning

Specific Learning 
Disorder

Deficiencies	in	specific	
learning abilities in 
the context of at least 
average intelligence and 
exposure to learning 
opportunities

•	 	May	involve	deficiencies	in	
mathematics, writing, reading, 
or	executive	functions;	for	
deficiencies	in	reading,writing,	
and	mathematics,	5%	to	15%	of	
school-age children

•	 	For	mathematics	deficiencies	,	difficulties	
understanding basic mathematical or 
arithmetical operations

•	 	For	writing	deficiencies,	grossly	deficient	
writing skills

•	 	For	reading	deficiencies,	difficulties	
recognizing words or comprehending  
written text

•	 	For	executive	function	deficiencies,	
difficulties	with	planning	and	organizing	 
skills

Communication 
Disorders

Difficulties	in	
understanding or using 
language

•	 Language	Disorder
•	 	Speech	Sound	disorder	(formerly	

phonological disorder)
•	 	Childhood-Onset	Fluency	
Disorder	(stuttering)	(1%)

•	 	Social	(Pragmatic)	
Communication Disorder 

•	 	Difficulty	understanding	or	using	spoken	
language

•	Difficulty	articulating	sounds	of	speech
•	 	Difficulty	speaking	fluently	without	

interruption
•	 	Problems	communicating	with	others	in	

conversations or social contexts

Attention-Deficit/
Hyperactivity and 
Disruptive Behavior 
Disorders

Patterns of disturbed 
behavior that are 
generally disruptive to 
others and to adaptable 
social functioning

•	 	Attention-Deficit/Hyperactivity	
Disorder	(7%–9%)

•	 	Conduct	Disorder	(12%	males;	
7%	females)

•	 	Oppositional	Defiant	Disorder	
(1%	–11%)

•	 	ADHD:	Problems	of	impulsivity,	inattention,	
and hyperactivity

•	 	Conduct	disorder:	Antisocial	behavior	 
that violates social norms and the rights of  
others

•	 	Oppositional	defiant	disorder:	Pattern	of	
noncompliant, negativistic, or oppositional 
behavior

Anxiety and Mood 
Disorders

Emotional disorders 
affecting children and 
adolescents

•	 	Separation	Anxiety	Disorder	
(4%–5%)

•	 Specific	Phobia
•	 Social	Phobia
•	Generalized	Anxiety	Disorder
•	 	Major	Depressive	Disorder	 
(5%	in	children	to	upward	of	
20%	in	adolescents)

•	 Bipolar	Disorder

•	 	Anxiety	and	depression	often	have	similar	
features in children as in adults, but some 
differences exist

•	 	Children	may	suffer	from	school	phobia	as	a	
form of separation anxiety

•	 	Depressed	children	may	fail	to	label	
their feelings as depression or may show 
behaviors, such as conduct problems and 
physical complaints, that mask depression

Elimination Disorders Persistent problems with 
controlling urination or 
defecation that cannot 
be explained by organic 
causes

•	 	Enuresis	(lack	of	control	over	
urination)	(5%	–	10%	among	
5-year-olds)

•	 	Encopresis	(lack	of	control	over	
defecation)	(1%	of	5-year-olds)

•	 	Enuresis:	Nighttime-only	enuresis	(bed-
wetting) is the most common type

•	 	Encopresis:	Occurs	most	often	during	
daytime hours

Sources:	Prevalence	rates	derived	from	APA,	2013;	CDC,	2009,	2012;	Frick	&	Silverthorn,	2001;	Galanter,	2013;	Kaper,	Alderson,	&	Hude,	2012;	Loeber	
et	al.,	2009;	Masi,	Mucci,	&	Millipiedi,	2001;	Nock	et	al.,	2006;	Rhode	et	al.,	2013;	Shear	et	al.,	2006;	Wingert,	2000;	Yeargin-Allsopp	et	al.,	2003.
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Autism and Autism Spectrum Disorder
Autism is one of the most severe behavioral disorders of childhood. It is a chronic, life-
long condition. Children with autism, like Peter, seem utterly alone in the world, despite 
parental efforts to bridge the gulf that divides them.

A Case of Autism
Peter nursed eagerly, sat and walked at the expected ages. Yet some of his behavior 
made us vaguely uneasy. He never put anything in his mouth. Not his fingers nor his 
toys—nothing. . . .

More troubling was the fact that Peter didn’t look at us, or smile, and wouldn’t 
play the games that seemed as much a part of babyhood as diapers. He rarely 
laughed, and when he did, it was at things that didn’t seem funny to us. He didn’t 
cuddle, but sat upright in my lap, even when I rocked him. But children differ and we 
were content to let Peter be himself. We thought it hilarious when my brother, visiting 
us when Peter was 8 months old, observed that “That kid has no social instincts, what-
soever.” Although Peter was a first child, he was not isolated. I frequently put him in 
his playpen in front of the house, where the schoolchildren stopped to play with him 
as they passed. He ignored them, too.

It	was	Kitty,	a	personality	kid,	born	two	years	later,	whose	responsiveness	
emphasized the degree of Peter’s difference. When I went into her room for the late 
feeding, her little head bobbed up and she greeted me with a smile that reached 
from her head to her toes. And the realization of that difference chilled me more than 
the wintry bedroom.

Peter’s babbling had not turned into speech by the time he was 3. His play 
was solitary and repetitious. He tore paper into long thin strips, bushel baskets of 
it every day. He spun the lids from my canning jars and became upset if we tried to 
divert him. Only rarely could I catch his eye, and then saw his focus change from me 
to the reflection in my glasses. . . .

[Peter’s] adventures into our suburban neighborhood had been unhappy. 
He had disregarded the universal rule that sand is to be kept in sandboxes, and the 
children themselves had punished him. He walked around a sad and solitary figure, 
always carrying a toy airplane, a toy he never played with. At that time, I had not 
heard the word that was to dominate our lives, to hover over every conversation, to 
sit through every meal beside us. That word was autism.

Adapted from Eberhardy, 1967

The word autism derives from the Greek autos, meaning “self.” The term was first 
used in 1906 by the Swiss psychiatrist Eugen Bleuler to refer to a peculiar style of think-
ing among people with schizophrenia. Autistic thinking is the tendency to view oneself  
as the center of the universe, to believe that external events somehow refer to oneself. In 
1943, another psychiatrist, Leo Kanner, applied the diagnosis “early infantile autism” to a 
group of disturbed children who seemed unable to relate to others, as if they lived in their 
own private worlds. Unlike children with intellectual disability, these children seemed to 
shut out any input from the outside world, creating a kind of “autistic aloneness” (Kanner, 
1943). 

The DSM-5 places autism (previously called autistic disorder) in a broader diagnos-
tic category called autism spectrum disorder, or ASD, that includes a range of autism-
related disorders that vary in severity. DSM-5 identifies ASD on the basis of a common 
set of behaviors representing persistent deficits in communication and social interactions 
and restricted or fixated interests and repetitive behaviors (see DSM-5 box). Clinicians 
need to rate the severity of ASD as severe, moderate, or mild. The more severe the disor-
der, the greater the level of support that is needed.

13.3 Describe key features of 
autism spectrum disorder and ways 
of understanding and treating it.

   Watch the Video Xavier: Autism in  
MyPsychLab
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The diagnostic terms Asperger’s disorder and childhood disintegrative disorder were 
used in the previous edition of the DSM to describe distinct disorders within the autism 
spectrum, but are now classified as forms of autism spectrum disorder if diagnostic criteria 
for ASD are met. Asperger’s disorder refers to a pattern of abnormal behavior involving 
social awkwardness and stereotyped or repetitive behaviors but without the significant 
language or cognitive deficits associated with more severe forms of autistic spectrum dis-
order (Rausch, Johnson, & Casanova, 2008). Children with Asperger’s don’t show the 
profound deficits in intellectual, verbal, and self-care skills we find in children with the 
classic form of autism (Harmon, 2012). They may have remarkable verbal skills, such as 
reading newspapers at age 5 or 6, and may develop an obsessive interest in, and body of 
knowledge about, an obscure or narrow range of topics, like the interstate highway sys-
tem, or, as in one case, vacuum cleaners (Osborne, 2002; Wallis, 2009). 

Childhood disintegrative disorder was used in the previous version of the DSM 
to apply to children who show a significant loss (disintegration) of previously acquired 
skills in areas such as understanding or using language, social or adaptive functioning,  

   Watch the Video David: Asperger’s in  
MyPsychLab

criteria for 

Autism Spectrum Disorder

A. Persistent deficits in social communication and social interaction across multiple contexts, as manifested by the following, currently or 
by history (examples are illustrative, not exhaustive; see text):

 1. Deficits in social-emotional reciprocity, ranging, for example, from abnormal social approach and failure of normal back-and-forth 
conversation; to reduced sharing of interests, emotions, or affect; to failure to initiate or respond to social interactions.

 2. Deficits in nonverbal communicative behaviors used for social interaction, ranging, for example, from poorly integrated verbal and 
nonverbal communication; to abnor malities in eye contact and body language or deficits in understanding and use of gestures; to 
a total lack of facial expressions and nonverbal communication.

 3. Deficits in developing, maintaining, and understanding relationships, ranging, for ex ample, from difficulties adjusting behavior to 
suit various social contexts; to difficulties in sharing imaginative play or in making friends; to absence of interest in peers.

B. Restricted, repetitive patterns of behavior, interests, or activities, as manifested by at least two of the following, currently or by   
history (examples are illustrative, not exhaus tive; see text):

 1. Stereotyped or repetitive motor movements, use of objects, or speech (e.g., simple motor stereotypies, lining up toys or flipping 
objects, echolalia, idiosyncratic phrases).

 2. Insistence on sameness, inflexible adherence to routines, or ritualized patterns of verbal or nonverbal behavior (e.g., extreme  
distress at small changes, difficulties with transitions, rigid thinking patterns, greeting rituals, need to take same route or eat  
same food every day).

 3. Highly restricted, fixated interests that are abnormal in intensity or focus (e.g., strong attachment to or preoccupation with 
unusual objects, excessively circumscribed or perseverative interests).

 4. Hyper- or hyporeactivity to sensory input or unusual interest in sensory aspects of the environment (e.g., apparent indifference  
to pain/temperature, adverse re sponse to specific sounds or textures, excessive smelling or touching of objects, visual fascination 
with lights or movement).

C. Symptoms must be present in the early developmental period (but may not become fully manifest until social demands exceed  
limited capacities, or may be masked by learned strategies in later life).

D. Symptoms cause clinically significant impairment in social, occupational, or other im portant areas of current functioning,

E. These disturbances are not better explained by intellectual disability (intellectual devel opmental disorder) or global developmental 
delay. Intellectual disability and autism spectrum disorder frequently co-occur; to make comorbid diagnoses of autism spec trum  
disorder and intellectual disability, social communication should be below that ex pected for general developmental level.

Note: Individuals with a well-established DSM-IV diagnosis of autistic disorder, Asperger’s disorder, or pervasive developmental  disorder 
not  otherwise specified should be given the diagnosis of autism spectrum disorder. Individuals who have marked deflicits in social 
 communication, but whose symptoms do not otherwise meet criteria for autism spectrum disorder, should be evaluated for social 
 (pragmatic) communication disorder.

DSM-5

Reprinted with permission from the Diagnostic and Statistical Manual of Mental Disorders, Fifth Edition, (Copyright 2013). American Psychiatric 
Association.
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bowel or bladder control, play, or motor skills. The child also shows 
impaired social interactions or communication and narrow, stereotyped, 
and repetitive behaviors, interests, or activities. It is a rare condition 
appearing more commonly in boys. 

How Common Is Autism Spectrum Disorder?
The reported prevalence of ASD has been rising steadily over the past 
twenty years. In 2013, government researchers estimated that 1in 50 
children (2%) in the United States—more than 1 million children in 
total—were affected by some form of autism spectrum disorder, up from 
1 in 86 reported in 2007 (Blumberg et al., 2013; “U.S. Autism,” 2013). 
The estimate is based on a nationwide phone survey of parents, not on 
careful diagnosis of cases. However, government officials believe the esti-
mate reflects the proportion of American families struggling with some 
form of autism. 

What might have caused this jump in cases remains unclear, but 
experts suspect that better diagnostic practices and greater awareness of 
the disorder among health care professionals in the community largely 
contribute to the increase (Kim et al., 2011; Kuehn, 2012). In addition, 
much of the rise in cases of autism and related disorders may be accounted for by a sharp 
increase in the numbers of cases of Asperger’s disorder and other milder forms of autism 
spectrum disorder (Charman, 2011). It remains to be seen whether the introduction 
of new diagnostic criteria for ASD in DSM-5 will affect the reported rates of autism 
(Carey, 2012b). Some parents of children with Asperger’s worry that their children may 
not qualify for the DSM-5 diagnosis of ASD and perhaps not receive the treatment 
services they need or be eligible for reimbursement for these services (Carey, 2012b;  
Mestel, 2012).

Scientists are investigating whether other factors, perhaps prenatal or childhood 
infections or environmental factors such as exposure to environmental toxins, may be 
contributing to increased rates of autism (Newman, 2011; Weintraub, 2011). As reported 
in Chapter 11, investigators linked increased risk of both autism and schizophrenia in 
children with older fathers (but, curiously, not with older mothers) (Kong et al., 2012). 
The link is explained by a greater prevalence of random genetic mutations in the sperm 
of older men, which may be contributing to a true increase in the rates of autism because 
couples today are more likely to postpone having children than those in earlier genera-
tions (Carey, 2012). Still, the risks remain relatively low in offspring of older men, about 
2% for fathers in their 40s or older.

One source of concern about the risk of autism is the widespread suspicion among 
parents of affected children regarding possible contamination from a chemical preserva-
tive in the widely used MMR (measles, mumps, rubella) vaccine. However, investiga-
tors have consistently failed to find links between autism and use of childhood vaccines 
(Fombonne, 2008; Weintraub, 2011). T / F

Autism is nearly five times as common in boys as girls (CDC, 2012). Signs of the 
disorder (lack of nonverbal communication) may first be observed at around 12 to 18 
months of age (Ingersoll, 2011; Norton, 2012). Children with autism are often described 
by their parents as having been “good babies” early in infancy. This generally means they 
were not demanding. As they develop, however, they begin to reject physical affection, 
such as cuddling, hugging, and kissing. Their speech development begins to fall behind 
the norm. Signs of social detachment often begin during the first year of life, such as fail-
ure to look at other people’s faces. The disorder can be diagnosed reliably by around age 2 
or 3, but the average autistic child doesn’t receive a diagnosis until about age 6. Delays in 
diagnosis can be detrimental, because the earlier children with autism are diagnosed and 
treated, the better they generally do.

Autism. Children with autism lack the ability 
to relate to others and seem to live in their 
own private worlds.

truth OR fiction

Childhood vaccines cause autism.

 FALSE Investigators find no 
links between autism and childhood 
vaccines.
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Features of Autism
Perhaps the most poignant feature of autism is the child’s utter aloneness. Other features 
include profound deficits in social skills, language, and communication and ritualistic or 
stereotyped behavior. The child may also be mute, or if some language skills are present, 
they may be characterized by peculiar usage, as in echolalia (parroting back what the child 
has heard in a high-pitched monotone); pronoun reversals (using “you” or “he” instead 
of “I”); use of words that have meaning only to those who have intimate knowledge of 
the child; and tendencies to raise the voice at the end of sentences, as if asking a question. 
Nonverbal communication may also be impaired or absent. For example, autistic children 
may avoid eye contact and show an absence of any facial expressions. They are also slow 
to respond to adults who try to grab their attention, if they respond at all. Although they 
may be unresponsive to others, they display strong emotions, especially strong negative 
emotions, such as anger, sadness, and fear.

One of the primary features of autism is repetitive, purposeless, stereotyped 
movements—interminably twirling, flapping the hands, or rocking back and forth 
with the arms around the knees (Leekam, Prior, & Uljarevic, 2011). Some children 
with autism mutilate themselves, even as they cry out in pain. They may bang their 
heads, slap their faces, bite their hands and shoulders, or pull out their hair. They may 
also throw sudden tantrums or panics. Another feature of autism is aversion to envi-
ronmental changes—a feature termed preservation of sameness. When familiar objects 
are moved even slightly from their usual places, children with autism may throw tan-
trums or cry continually. Children with autism may insist on eating the same food 
every day.

Children with autism are bound by ritual. The teacher of a 5-year-old girl 
with autism learned to greet her every morning by saying, “Good morning, Lily, I am 
very, very glad to see you” (Diamond, Baldwin, & Diamond, 1963). Although Lily 
would not respond to the greeting, she would shriek if the teacher omitted even one of  
the verys.

Like Donna Williams, the woman whose childhood experiences opened this 
chapter, autistic children often view people as a threat. Reflecting back on his child-
hood, a high-functioning autistic young man speaks about his needs for sameness and for 
performing repetitive, stereotyped behaviors. For this young man, people were a threat 
because they were not always the same and were made up of pieces that didn’t quite fit 
together:

“I” “I Didn’t Know What They Were For”
I loved repetition. Every time I turned on a light I knew what would happen. When 
I flipped the switch, the light went on. It gave me a wonderful feeling of security 
because it was exactly the same each time. Sometimes there were two switches on 
one	plate,	and	I	liked	those	even	better;	I	really	liked	wondering	which	light	would	go	
on from which switch. Even when I knew, it was thrilling to do it over and over. It was 
always the same.

People bothered me. I didn’t know what they were for or what they would do 
to me. They were not always the same and I had no security with them at all. Even 
a person who was always nice to me might be different sometimes. Things didn’t fit 
together to me with people. Even when I saw them a lot, they were still in pieces, and 
I couldn’t connect them to anything. . . .

From Barron & Barron, 2002, pp. 20–21

Autistic children appear to lack a differentiated self-concept, a sense of them-
selves as distinct individuals. Despite their unusual behavior, they are often quite 
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 attractive and have an “intelligent look” about them. However, as mea-
sured by scores on standardized tests, their intellectual development tends 
to lag well below the norm (Matson & Shoemaker, 2009). Though some 
autistic children have normal IQs, many show evidence of intellectual dis-
ability (Mefford, Batshaw, & Hoffman, 2012). Even those without intel-
lectual impairment have difficulty acquiring the ability to symbolize, such 
as recognizing emotions, engaging in symbolic play, and solving problems 
conceptually. They also display difficulty in performing tasks that require 
interaction with other people. The relationship between autism and intelli-
gence is clouded, however, by difficulties in administering standardized IQ 
tests to these children. Testing requires cooperation, a skill that is dramati-
cally lacking in children with autism. At best, we can only estimate their 
intellectual ability.

Theoretical Perspectives on Autism
An early and now discredited belief held that the autistic child’s aloofness was a reaction 
to parents who were cold and detached—“emotional refrigerators” who lacked the ability 
to establish warm relationships with their children.

Psychologist O. Ivar Lovaas and his colleagues (1979) offered a cognitive learn-
ing perspective on autism. They suggest that children with autism have perceptual 
deficits that limit them to processing only one stimulus at a time. As a result, they 
are slow to learn by means of classical conditioning (association of stimuli). From 
the learning theory perspective, children become attached to their primary caregiv-
ers through associations with primary reinforcers such as food and hugging. Autistic 
children, however, attend either to the food or to the cuddling and do not connect it 
with the parent.

Autistic children often have difficulties integrating information from various senses 
(Russo et al., 2010). At times, they seem unduly sensitive to stimulation. At other times, 
they become so insensitive that an observer might wonder whether they are deaf. Perceptual 
and cognitive deficits seem to diminish their capacity to make use of  information—to 
comprehend and apply social rules.

We don’t yet know what causes autism, but mounting evidence points to a neu-
rological basis involving brain abnormalities, perhaps involving prenatal influences lead-
ing to abnormal wiring in the circuitry of the developing brain (Norton, 2012; Russo et 
al., 2010; Valasquez-Manoff, 2012; Weintraub, 2011; Wolff et al., 2012). Evidence of 
brain abnormalities comes more directly from brain-imaging studies showing malfunc-
tions in complex circuitry in networks of brain cells and structural damage involving loss 
of brain tissue (e.g., Cortese et al., 2012; Ecker et al., 2013; Hazlett et al., 2011; Uddin 
et al., 2011).

Scientists suspect that the brain of the child with autism develops abnormally due 
to a combination of genetic factors and (presently unknown) environmental influences, 
possibly involving exposure to certain toxins or viruses or prenatal influences (Dawson, 
2013; Halmayer et al., 2011; Szatmari et al., 2011). Even before symptoms emerge, we 
see evidence of abnormal brain development in infant children who go on to develop 
autism (Wolff et al., 2012). Recent evidence links a greater risk of ASDs to certain pre-
natal risk factors, including influenza infection or prolonged fevers in the mother during 
pregnancy (Atladóttir et al., 2012). These factors may adversely affect the developing 
brain in the fetus.

We also have recent evidence suggesting in children with autism, parts of the brain 
responsible for language and social behavior grow much more slowly than in other chil-
dren (Hua et al., 2011). Lead researcher, Xua Hua, explained, “Because the brain of a 
child with autism develops more slowly during this critical period of life, these children 

Establishing contact. One of the principal 
therapeutic tasks in working with children 
with autism is the establishment of 
interpersonal contact. Behavioral therapists 
use reinforcers to increase adaptive social 
behaviors, such as paying attention to 
the therapist and playing with other 
children. Behavioral therapists may also 
use punishments to suppress self-mutilative 
behavior.
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may have an especially difficult time struggling to establish personal identity, develop 
social interactions and refine emotional skills” (“Autistic Brains Develop More Slowly,” 
2011). Delays in brain development may continue into adolescence.

Multiple genes are involved in determining susceptibility to autism, not just any 
one individual gene (Nauert, 2011; State et al., 2011). Work is proceeding in research 
laboratories across the world to track down the responsible genes (e.g., Dennis et al., 
2012; Michaelson et al., 2012; Sakai et al., 2011; Santini et al., 2012). Scientists are 
beginning to make headway identifying autism-related genes and the effects they have on 
brain functioning (e.g., Leblond et al., 2012; Neale et al., 2012; O’Roak et al., 2012). For 
example, one group of researchers discovered mutations on three genes linked to at least 
some cases of autism (Carey, 2012; Sanders et al., 2012).

Treatment of Autism
Although there is no cure for autism, early, intensive behavioral programs that apply learn-
ing principles in the child’s environment can significantly improve learning and language 
skills and socially adaptive behavior in autistic children (Eikeseth et al., 2012; Ingersoll, 
2011; Reichow et al., 2011). These learning-based approaches are generally called applied 
behavior analysis or ABA treatment models. No other treatment approach has produced 
comparable results. Using operant conditioning methods, therapists and parents engage 
in the painstaking work, systematically using rewards and mild punishments to increase 
the child’s ability to attend to others, play with other children, develop academic skills, 
and reduce or eliminate self-mutilation.

The most widely used behavioral treatment programs are highly intensive and 
structured, offering a great deal of individual, one-to-one instruction. In a classic study, 
psychologist O. Ivar Lovaas of UCLA (University of California, Los Angeles) demon-
strated impressive gains in autistic children who received more than 40 hours of one-to-
one behavioral treatment each week for at least two years (Lovaas, 1987). Subsequent 
research shows favorable gains in autistic children treated with long-term, intensive 
behavioral treatment with respect to language development, intellectual functioning, and 
social functioning and other adaptive behaviors (Eikeseth et al., 2012; Virués-Ortega, 
2010). The earlier the treatment is started (before age 5) and the more intensive the treat-
ment, the better the results tend to be (Vismara & Rogers, 2010).

Autistic toddlers also benefit from early training that focuses on building imita-
tion skills, helping lay the foundation for social interactions (Kuehn, 2011; Landa et al., 
2011). Unfortunately, intensive one-to-one treatment is very expensive, and parents seek-
ing publically subsidized programs can expect to deal with long waiting lists.

Biomedical treatments are limited largely to the use of antipsychotic drugs to con-
trol disruptive behavior, such as tantrums, aggression, self-injurious behavior, and stereo-
typed behavior in autistic children (McDougle et al., 2005). Recently, investigators found 
that antispychotic drugs work better when treatment includes parents in a training program 
that teaches them how to respond to the child’s disruptive behavior (Scahill et al., 2012). 
Although drugs do not produce consistent improvement in cognitive and language devel-
opment in autistic children, drugs may have a role to play in fostering language develop-
ment (Beversdorf et al., 2011).

Autistic traits generally continue into adulthood to one degree or another. Yet 
some autistic children go on to earn college degrees and function independently. Others 
need continuing treatment throughout their lives, even institutionalized care. There 
appears to be a small subset of autistic children who can overcome the disorder. A 2013 
study showed that a small but significant minority of children with previously diagnosed 
autism had no symptoms of the disorder when evaluated in later childhood or adolescence 
(Carey, 2013; Fein et al., 2013). Although these findings offer hope to autistic children 
and their families, we should caution that only a small minority of autistic children show 
this level of improvement.
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a ClOSeR look

Helping Autistic Children Communicate: We’ve Got an App for That

There are phone apps today for virtually anything, includ-
ing, as it turns out, helping autistic children communi-
cate. One example, iMean™, is the brainchild of Michael 

Bergmann, whose son Daniel suffers from autism (“iPad App 
Helps Autistic,” 2010). The app converts the iPhone into a 
large-button keyboard with a word prediction feature. Many 
autistic children lack the fine motor control needed to type 
on a regular keyboard or phone display. The app’s large letter 
display allows the user to point at particular letters and see 
predictions of the full word on the display screen. The autistic 
child can work independently to gradually build communication 
skills. A later version of the app includes speech recognition 
capabilities.

iPads offer another means for autistic children to communicate 
with the outside world and to access educational programming. 
A parent of a 9-year-old autistic body was amazed by his son’s 
reaction	to	the	iPad	(Kendrick,	2010).	His	son	immediately	took	
to working with the device and with only a little training began 
using a wide range of educational tools, such as spelling and 
counting games and features. Electronic devices like the iPad 
herald potentially revolutionary new ways of reaching and teach-
ing autistic children.

Yes, There’s an App for That The creator of the iMean™, Michael 
Bergmann, holding an iPad displaying the app, shown here with 
his son Daniel, who uses the letterboard to work with abstract 
thoughts.

Intellectual Disability
About 1% of the general population is affected by intellectual disability or ID 

(also called intellectual developmental disorder or IDD). The primary feature of ID is a 
general deficit in intellectual development. Formerly called mental retardation, intellec-
tual disability is the diagnostic term applying to individuals who have significant and 
broad-ranging limitations or deficits in intellectual functioning and adaptive behaviors 
(e.g., lack of basic conceptual, social, and practical skills of daily living). Children with 
ID tend to have deficits in reasoning and problem-solving ability, abstract thinking skills, 
judgment, and school performance.

Intellectual disability begins before the age of 18 during child development and 
follows a lifelong course. However, many children with ID improve over time, espe-
cially if they receive support, guidance, and enriched educational opportunities. Those 
who are reared in impoverished environments may fail to improve or may deteriorate 
further.

Intellectual disability is diagnosed on the basis of a low IQ score and impaired 
adaptive functioning occurring before the age of 18 that results in significant impair-
ments in meeting expected standards of independent functioning and social responsibil-
ity. These impairments may involve difficulty performing common tasks of daily life 
expected of someone of the same age in a given cultural setting in three domains: (1) 
conceptual (skills relating to use of language, reading, writing, math, reasoning, memory, 
and problem solving), (2) social (skills relating to awareness of other people’s experiences, 
ability to communicate effectively with others, and ability to form friendships, among 

13.4 Describe the key features 
and causes of intellectual disability.
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others), and (3) practical (ability to meet personal care needs, fulfill job responsibilities, 
manage money, and organize school and work tasks, among others). Although earlier 
versions of the DSM required an IQ score of less than 70 (100 is the average score) for 
a diagnosis of mental retardation, DSM-5 does not set any particular IQ score for the 
diagnosis of ID.

The level of severity depends upon the child’s adaptive functioning, or ability to 
meet the expectable demands children face at school and in the home. Most children with 
ID (about 85%) fall into the mild range. These children are generally capable of meet-
ing basic academic demands, such as learning to read simple passages. As adults, they are 
generally capable of independent functioning, although they may require some guidance 
and support. Table 13.2 provides a description of the deficits and abilities associated with 
various degrees of ID.

Causes of Intellectual Disability
The causes of ID include biological factors, psychosocial factors, or a combination of 
these factors. Biological causes include chromosomal and genetic disorders, infectious dis-
eases, and maternal alcohol use during pregnancy. Psychosocial causes include exposure 
to an impoverished home environment marked by the lack of intellectually stimulating 
activities during childhood.

table 13.2 

Levels of Intellectual Disability (formerly called Mental Retardation), Typical Ranges  
of IQ Scores, and Types of Adaptive Behaviors

Severity / Approximate IQ 
Score Range

Preschool Age (0–5)  
Maturation and Development

School Age (6–21)  
Training and Education

Adult (21 and Over)  
Social and Vocational Adequacy

Mild	/	50–70 Often not noticed as intellectually 
disabled by casual observer, but is 
slower to walk, feed self, and talk 
than most children.

Can acquire practical skills 
and useful reading and 
arithmetic to a 3rd- to 
6th-grade level with special 
education. Can be guided 
toward social conformity.

Can usually achieve social and 
vocational skills adequate to 
self-maintenance;	may	need	
occasional guidance and support 
when under unusual social or 
economic stress.

Moderate	/	35–49 Noticeable delays in motor 
development,	especially	in	speech;	
responds to training in various self-
help activities.

Can learn simple 
communication, elementary 
health and safety habits, and 
simple	manual	skills;	does	
not progress in functional 
reading or arithmetic.

Can perform simple tasks under 
sheltered	conditions;	participates	
in	simple	recreation;	travels	
alone	in	familiar	places;	usually	
incapable of self-maintenance.

Severe	/	20–34 Marked delay in motor 
development;	little	or	no	
communication	skill;	may	respond	
to training in elementary  
self-help—e.g., self-feeding.

Usually walks, barring 
specific	disability;	has	some	
understanding of speech 
and	some	response;	can	
profit	from	systematic	habit	
training.

Can conform to daily routines 
and	repetitive	activities;	
needs continuing direction 
and supervision in protective 
environment.

Profound / Below 20 Gross	intellectual	disability;	 
minimal capacity for functioning  
in	sensorimotor	areas;	needs	
nursing care.

Obvious delays in all areas 
of	development;	shows	
basic	emotional	responses;	
may respond to skillful 
training in use of legs, 
hands,	and	jaws;	needs	
close supervision.

May walk, may need nursing 
care,	may	have	primitive	speech;	
will	usually	benefit	from	regular	
physical	activity;	incapable	of	self-
maintenance.

Source: Adapted from Essentials of Psychology	(6th	ed.)	by	S.	A.	Rathus.	Copyright	©	2001.	Reprinted	with	permission	of	Brooks/Cole,	an	imprint	of	the	
Wadsworth	Group,	a	division	of	Thomson	Learning,	now	Cengage	Learning.
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DOWN SYNDROME AND OTHER CHROMOSOMAL ABNORMALITIES The most 
frequently identified cause of ID is Down syndrome (formerly called Down’s syn-
drome), which is characterized by an extra chromosome on the 21st pair of chromo-
somes, resulting in 47 chromosomes rather than the normal complement of 46 (Einfeld 
& Brown, 2010; Mefford, Batshaw, & Hoffman, 2012). Down syndrome occurs in 
about 1 in 800 births. It usually occurs when the 21st pair of chromosomes in either 
the egg or the sperm fails to divide normally, resulting in an extra chromosome. 
Chromosomal abnormalities become more likely as parents age, so expectant couples in 
their mid-30s or older often undergo prenatal genetic tests to detect Down syndrome 
and other genetic abnormalities. Down syndrome can be traced to the mother’s egg 
cell in about 90% of cases, with about 10% attributable to the father’s sperm (Genetic 
Science Learning Center, 2012).

People with Down syndrome are recognizable by distinctive physical features: a 
round face, broad, flat nose, and small, downward-sloping folds of skin at the inside cor-
ners of the eyes, which give the impression of slanted eyes. A protruding tongue; small, 
squarish hands and short fingers; a curved fifth finger; and disproportionately small arms 
and legs in relation to their bodies also characterize children with Down syndrome. 
Nearly all of these children have ID and many suffer from physical problems, such as 
malformations of the heart and respiratory difficulties. Sadly, the average life expectancy 
of Down syndrome patients is only 49 years (Yang, Rasmussen, & Friedman, 
2002). In their later years, people with Down syndrome tend to suffer mem-
ory losses and experience childish emotions that represent a form of dementia. 
Unfortunately, we don’t have a treatment for Down syndrome, but scientists 
are hopeful that learning more about the affected genes on chromosome 21 
may lead to ways of regulating them to improve brain functioning (Einfeld & 
Brown, 2010).

Children with Down syndrome suffer various deficits in learning 
and development (Sanchez et al., 2012). They tend to be uncoordinated 
and to lack proper muscle tone, which makes it difficult for them to carry 
out physical tasks and play like other children. Down syndrome children 
suffer memory deficits, especially for information  presented verbally, which 
makes it difficult for them to learn in school. They also have difficulty fol-
lowing instructions from teachers and expressing their thoughts or needs 
clearly in speech. Despite their disabilities, most can learn to read, write, 
and perform simple arithmetic, if they receive appropriate schooling and 
encouragement.

Although less common than Down syndrome, chromosomal abnor-
malities on the sex chromosome may also result in intellectual disabili-
ties, such as in Klinefelter’s syndrome and Turner’s syndrome. Klinefelter’s  
syndrome, which only occurs among males, is characterized by the pres-
ence of an extra X chromosome, resulting in an XXY chromosomal pat-
tern rather than the normal XY pattern. Estimates of the prevalence of 
Klinefelter’s syndrome are one to two cases per 1,000 male births (Morris 
et al., 2008). These men fail to develop appropriate secondary sex charac-
teristics, resulting in small, underdeveloped testes, low sperm production, 
enlarged breasts, poor muscular development, and infertility. ID and learn-
ing disorders (also called learning disabilities) are also common. Men with 
Klinefelter’s  syndrome often don’t discover they have the condition until 
they undergo tests for infertility.

Turner’s syndrome occurs only in females and is characterized by the 
presence of a single X chromosome instead of the normal two (or only a 
partial second X chromosome) (Hong, Dunkin, & Reiss, 2011). Girls with 
Turner’s develop normal external genitals, but their ovaries remain poorly 
developed, producing reduced amounts of estrogen. As women, they are 

Striving to achieve. Most children with Down 
syndrome can learn basic academic skills if they are 
afforded opportunities to learn and are provided with 
encouragement.
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 generally of short  stature, are infertile, and have endocrine and cardiovascular problems. 
They also tend to show evidence of mild intellectual disability, especially in skills relating 
to math and science.

FRAgILE X SYNDROME AND OTHER gENETIC ABNORMALITIES Scientists have 
identified several genetic causes of ID (formerly mental retardation). The most commonly 
identified genetic cause is Fragile X syndrome, which affects about 1 out of 1,000 to 
1,500 males and about 1 out of 2,000 to 2,500 females (Hall et al., 2008; Maher, 2007). 
The syndrome is the second most common form of ID overall, after Down syndrome. 
The disorder is caused by a mutation on a single gene in an area of the X chromosome 
that appears fragile, hence the name (Kim et al., 2011; Muddashetty et al., 2011; Seltzer 
et al., 2012).

The effects of Fragile X syndrome range from mild learning disorders to ID so 
profound that those affected can hardly speak or function. Females normally have two 
X chromosomes, whereas males have only one. For females, having two X chromosomes 
seems to provide some protection against the disorder if the defective gene turns up on 
one of the two chromosomes, which generally results in a milder form of intellectual dis-
ability. This may explain why the disorder usually has more profound effects on males 
than on females. Yet the mutation does not always manifest itself. Many males and 
females carry the fragile X mutation without showing any clinical signs. Such carriers can 
still pass the syndrome to their offspring.

A genetic test can detect the genetic defect that causes fragile X syndrome. 
Although there is currently no treatment for the syndrome, genetic research focused on 
identifying the molecular cause of the disorder may someday lead to effective treatments 
(Bar-Nur, Caspi, & Benvenisty, 2012; Healy, Rush, & Ocain, 2011; Jacquemont et al., 
2011).

Phenylketonuria (PKU) is a genetic disorder that occurs in about 1 in 10,000 
to 15,000 births (Widaman, 2009). It is caused by a recessive gene that prevents the 
child from metabolizing the amino acid phenylalanine, which is found in many foods. 
Consequently, phenylalanine and its derivative, phenylpyruvic acid,  accumulate in the 
body, causing damage to the central nervous system, resulting in severe intellectual dis-
ability. PKU can be detected in newborns by analyzing blood or urine samples. Although 
there is no cure for PKU, children with the disorder may suffer less damage or develop 
normally if they are placed on a diet low in phenylalanine soon after birth. These children 
receive protein supplements that compensate for their nutritional loss.

Today, various prenatal tests can detect chromosomal abnormalities and genetic 
disorders. In amniocentesis, which is usually conducted about 14 to 15 weeks following 
conception, a sample of amniotic fluid is drawn with a syringe from the amniotic sac that 
contains the fetus. Cells from the fetus can then be separated from the fluid, allowed to 
grow in a culture, and examined for abnormalities, including Down syndrome. Blood 
tests are used to detect carriers of other disorders.

PRENATAL FACTORS Some cases of ID are caused by maternal infections or substance 
abuse during pregnancy. Rubella (German measles) in the mother, for example, can be 
passed along to the unborn child, causing brain damage resulting in intellectual disability. 
It may also play a role in autism. Although the mother may experience mild symptoms or 
none at all, the effects on the fetus can be tragic. Other maternal infections that may cause 
retardation in the child include syphilis, cytomegalovirus, and genital herpes.

Widespread programs that immunize women against rubella before pregnancy 
and tests for syphilis during pregnancy have reduced the risk of transmission of these 
infections to children. Most children who contract genital herpes from their mothers do 
so during delivery by coming into contact with the herpes simplex virus in the birth canal. 
Therefore, delivery by caesarean section (C-section) can prevent viral transmission during 
childbirth.
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Drugs that the mother ingests during pregnancy may pass through the placenta to 
the child. Some can cause severe birth deformities and ID. Children whose mothers take 
alcohol during pregnancy are often born with fetal alcohol syndrome (described in Chapter 8),  
one of the most prominent causes of ID.

Birth complications, such as oxygen deprivation or head injuries, place children at 
increased risk for neurological disorders, including ID. Prematurity also places children at 
risk of intellectual disability and other developmental problems. Brain infections, such as 
encephalitis and meningitis, or traumas during infancy and early childhood, can result in 
ID and other health problems. Children who ingest toxins, such as paint chips containing 
lead, may also suffer brain damage that leads to ID.

CuLTuRAL–FAMILIAL CAuSES Most cases of ID fall in the mild range of severity and 
have no apparent biological cause or distinguishing physical feature. These cases typically 
have cultural–familial roots, such as being raised in an impoverished home or social or 
cultural environment lacking in intellectually stimulating activities or wracked by neglect 
or abuse. 

Children in impoverished families may lack toys, books, or opportunities to inter-
act with adults in intellectually stimulating ways. Consequently, they may not develop 
appropriate language skills or acquire any motivation to learn. Economic burdens, such as 
the need to hold multiple jobs, may prevent their parents from spending time reading to 
them, talking to them at length, and exposing them to creative play or activities. The chil-
dren may spend most of their days glued to the TV set. The parents, most of whom were 
also reared in poverty, may lack the reading or communication skills to help their children 
develop these skills. A vicious cycle of poverty and impoverished intellectual development 
is repeated from generation to generation.

Children with this form of intellectual disability may respond dramatically when 
provided with enriched learning experiences, especially at an early age. Social programs, 
such as Head Start, have helped many children at risk of cultural–familial intellectual dis-
ability to function within the normal range of mental ability.

Interventions
The services that children with ID need depend on the level of severity and type of 
retardation. With appropriate training, children with mild forms of intellectual disability 
may approach a sixth-grade level of competence. They can acquire vocational skills and 
support themselves minimally through meaningful work. Many such children can be 
mainstreamed in regular classes. At the other extreme, children with severe or profound 
ID may need institutional care or placement in a residential care facility in the com-
munity, such as a group home. Placement in an institution is often based on the need to 
control destructive or aggressive behavior, not because of the severity of the individual’s 
intellectual impairment. Consider the case of a child with moderate level of intellectual 
disability.

A Case of Intellectual Disability (Moderate Severity)
The mother pleaded with the emergency room physician to admit her 15-year-old 
son, claiming that she couldn’t take it anymore. Her son, a Down syndrome patient 
with	an	IQ	of	45,	had	alternated	since	the	age	of	8	between	living	in	institutions	and	
at home. Each visiting day he pleaded with his mother to take him home, and after 
about a year at each placement, she would bring him home but find herself unable 
to control his behavior. During temper tantrums, he would break dishes and destroy 
furniture and had recently become physically assaultive toward his mother, hitting her 
on the arm and shoulder during a recent scuffle when she attempted to stop him from 
repeatedly banging a broom on the floor.

Adapted from Spitzer et al., 1989, pp. 338–340
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Educators sometimes disagree about whether children with ID should be main-
streamed in regular classes or placed in special education classes. Although some children 
with mild intellectual disability achieve better when they are mainstreamed, others do 
not. They may find these classes overwhelming and withdraw from their schoolmates. 
There has also been a trend toward deinstitutionalization of people with more severe ID, 
motivated in large part by public outrage over the appalling conditions that formerly 
existed in many institutions serving this population. The Developmentally Disabled 
Assistance and Bill of Rights Act, which Congress passed in 1975, provided that people 
with mental retardation (now labeled ID) have the right to receive appropriate treatment 
in the least-restrictive treatment setting. Nationwide, the population of institutions for 
people with ID shrank by nearly two-thirds in the years following the legislation. People 
with ID who are capable of functioning in the community have the right to receive less 
restrictive care than is provided in large institutions. Many are capable of living outside 
the institution and have been placed in supervised group homes. Residents typically share 
household responsibilities and are encouraged to participate in meaningful daily activi-
ties, such as training programs or sheltered workshops. Others live with their families 
and attend structured day programs. Intellectually disabled adults often work in outside 
jobs and live in their own apartments or share apartments with other people with mild 
intellectual disability. Although the large-scale dumping of mental patients into the com-
munity from psychiatric institutions resulted in massive social problems and swelled the 
ranks of America’s homeless population, deinstitutionalization of people with ID has 
largely been a success story that has been achieved with rare dignity (Hemmings, 2010; 
Lemay, 2009).

People with ID stand a high risk of developing other psychiatric disorders, such 
as anxiety and depression, as well as behavioral problems (McGillivray & Kershaw, 2013; 
Rojahnet al., 2012). Unfortunately, the emotional life of people with ID has received 
little attention in the literature (e.g., Lucas-Carrasco & Salvador-Carulla, 2012; Vos et 
al., 2012). Many professionals even assumed (wrongly) that people with ID are somehow 
immune from psychological problems or that they lack the verbal skills needed to benefit 
from psychotherapy. However, evidence shows that people with ID can benefit from 
psychological treatment for depression and other emotional problems (McGillivray & 
Kershaw, 2013; Prout & Browning, 2011).

People with ID often need psychological help dealing with adjustment to life in 
the community (McKenzie, 2011). Many have difficulty making friends and become 
socially isolated. Problems with self-esteem are also common, especially because peo-
ple who have ID are often demeaned and ridiculed. Psychological counseling may be  
supplemented with behavioral techniques that help people acquire skills in areas  
such as personal hygiene, work, and social relationships. Structured behavioral 
approaches are used to teach people with more severe intellectual disability to mas-
ter basic hygienic behaviors such as tooth-brushing, self-dressing, and hair combing. 
Other behavioral treatment techniques include social skills training, which focuses on 
increasing the individual’s ability to relate effectively to others, and anger manage-
ment training to help individuals develop effective ways of handling conflicts without  
acting out.

Learning Disorders
Nelson Rockefeller was a governor of New York State and a vice president of the United 
States. He was brilliant and well educated. However, despite the best of tutors, he always 
had trouble reading. Rockefeller suffered from dyslexia, a condition whose name is 
derived from the Greek roots dys-, meaning “bad,” and lexikon, meaning “of words.” 
Dyslexia is the most common type of learning disorder (also called learning disability), 
accounting for perhaps 80% of cases. People with dyslexia have trouble reading despite 
the fact that they possess at least average intelligence T / F

13.5 Identify the types of deficits 
associated with learning disorders 
and describe ways of understanding 
and treating learning disorders.

truth OR fiction

A former vice president of the 
United States had such difficulty with 
arithmetic that he could never balance 
a checkbook.

 FALSE Nelson	Rockefeller,	
vice president during the Ford 
administration in the 1970s, suffered 
from dyslexia and struggled with 
reading, not arithmetic.
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Learning disorders are typically chronic disorders that affect development well 
into adulthood. Children with learning disorders tend to perform poorly in school in 
relation to their level of intelligence and age. Their teachers and families often view them 
as failures. It is not surprising that children with learning disorders often have other psy-
chological problems, such as low self-esteem. They also stand a higher risk of developing 
ADHD.

The DSM-5 applies a single diagnosis of specific learning disorder to encompass 
various types of learning disorders or disabilities involving significant deficits in skills 
involved in reading, writing, arithmetic and math, and executive functions. These defi-
cits significantly impact academic performance. They emerge during the grade-school 
years, but may not be recognized until academic demands exceed the individual’s abili-
ties, such as when timed tests are introduced. The diagnosis also requires that learning 
deficits cannot be better explained by a generalized delay in intellectual development 
(i.e., ID) or by underlying neurological or other medical conditions. The examiner 
needs to specify the particular learning deficit that interferes with academic, social or 
occupational functioning, or, as commonly is the case, by a combination of specific 
deficits.

PROBLEMS WITH READINg Children with specific learning disorder involving reading 
difficulties have persistent problems with basic reading skills. Although DSM-5 does not 
use the term dyslexia, the term remains in widespread use among teachers, clinicians, and 
researchers to describe significant deficits in reading skills.

Children with dyslexia may struggle to understand or recognize basic words or 
comprehend what they read, or they may read unusually slowly or in a halting manner. 
Dyslexia affects about 4% of school-age children and is much more common in boys than 
in girls (Rutter et al., 2004). Boys with dyslexia are also more likely than girls to show 
disruptive behavior in class and so are more likely to be referred for evaluation.

Children with dyslexia may read slowly and with great difficulty and may dis-
tort, omit, or substitute words when reading aloud. They have trouble decoding letters 
and letter combinations and translating them into the appropriate sounds (Meyler et 
al., 2008). They may also misperceive letters as upside down (e.g., confusing w for m) 
or in reversed images (b for d). Dyslexia is usually apparent by the age of 7, coinciding 
with the second grade, although it is sometimes recognized in 6-year-olds. Children and 
adolescents with dyslexia are prone to problems such as depression, low self-worth, and 
ADHD.

Rates of dyslexia vary with respect to native language. Rates are 
higher in English-speaking and French-speaking countries, where the lan-
guage contains a large number of ways of spelling words containing the 
same meaningful sounds (e.g., the same “o” sound in the words “toe” and 
“tow”). They are low in Italy, where the language has a smaller ratio of 
sounds to letter combinations (Paulesu et al., 2001).

PROBLEMS WITH WRITINg This deficiency is characterized by errors in 
spelling, grammar, or punctuation; by problems with legibility or fluent 
handwriting; or by difficulty composing clear, well-organized sentences 
and paragraphs. Severe writing difficulties generally become apparent by 
age 7 (second grade), although milder cases may not be recognized until 
the age of 10 (fifth grade) or later.

PROBLEMS WITH ARITHMETIC AND MATHEMATIC REASONINg 
SKILLS Children may have problems understanding basic arithmetic 
facts, such as addition or subtraction operations, or performing calculations or learn-
ing multiplication tables or solving math reasoning problems. The problem may become 
apparent as early as the first grade (age 6) but is not generally recognized until about the 
second or third grade.

Distinguishing speech sounds. Dyslexic 
children appear to have difficulty 
distinguishing basic speech sounds, such as 
“ba” and “da” and connecting these sounds 
to particular letters in the alphabet.
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PROBLEMS WITH EXECuTIVE FuNCTIONS Executive function skills are a set of 
higher mental abilities involved in organizing, planning, and coordinating tasks needed 
to manage one’s task or assignments. Though many children struggle with these types of 
challenges, children with executive function deficits have marked and sustained difficul-
ties organizing and coordinating their school-related activities. They may frequently fall 
behind in school work, fail to keep track of homework assignments, or fail to plan ahead 
in order to complete assignments on time.

understanding and Treating Learning Disorders
Much of the research on learning disorders focuses on dyslexia, with mounting evidence 
pointing to brain abnormalities that affect how visual and auditory information is pro-
cessed (Golden, 2008; Nicolson & Fawcett, 2008). People with dyslexia have difficulty 
connecting the sounds that correspond to particular letters (e.g., seeing an f or a ph or a 
gh and saying or hearing in their minds an f sound). They also have trouble distinguishing 
speech sounds, such as the sounds “ba” and “da.” Evidence points to a genetic influence 
in the development of these difficulties (Gabrieli, 2009; Paracchini et al., 2008).

Investigators speculate that dyslexia may take two general forms, one more geneti-
cally influenced and one more environmentally influenced (Morris, 2003; Shaywitz et al., 
2003). The genetic form appears to involve defects in the neural circuitry in the brain 
that readers use to process speech sounds (Shaywitz, Mody, & Shaywitz, 2006). Dyslexic 
children with this genetic form of the disorder learn to compensate for these defects by 
relying on other brain capabilities, although they continue to read slowly. In the envi-
ronmentally influenced form, neural circuitry is intact but people rely more on memory 
than on decoding strategies to understand written words. This second type may be more 
prevalent in children from disadvantaged educational backgrounds and is associated with 
more persistent reading disability (Kersting, 2003).

Linking learning disorders to defects in brain circuitry responsible for processing 
sensory (visual and auditory) information may point toward the development of treat-
ment programs that help children adjust to their sensory capabilities. Therapists need 
to design strategies tailored to each child’s particular type of disability and educational 
needs. For example, a child who can work better with auditory information than with 
visual information might be taught verbally, for example, by using recordings rather than 
written materials. Other intervention approaches focus on evaluating children’s learning 
competencies and designing strategies to help them acquire skills needed to perform basic 
academic tasks, such as arithmetic and reading skills (Solis et al., 2012). In addition, lan-
guage specialists can help dyslexic children grasp the structure and use of words.

Communication Disorders
Communication disorders are persistent difficulties in understanding or using language or 
speaking clearly and fluently. Because of the primacy of speech and language in daily life, 
these disorders can greatly interfere with the person’s ability to succeed in school, the work-
place, or in social situations. Here we consider the major types of communication disorders.

Language Disorder
Language disorder involves impairments in the ability to produce or understand spo-
ken language. There may be specific impairments, such as slow vocabulary development, 
errors in tenses, difficulties recalling words, and problems producing sentences of appro-
priate length and complexity for the individual’s age. Affected children may also have a 
speech sound (articulation) disorder, compounding their speech problems.

Children with language disorder may also have difficulties understanding words 
or sentences. In some cases, they struggle with understanding certain word types (such as 
words expressing differences in quantity—large, big, or huge), spatial terms (such as near 

Brain-imaging study of dyslexic adults. Brain 
scans taken during a reading task show that 
stronger activation of the reading systems 
in the left hemisphere (shown here by areas 
tinted in yellow) is associated with better 
reading skills in nondyslexic readers. By 
contrast, more competent dyslexic readers 
rely more on the right hemisphere (as shown 
by blue-tinted areas). More capable dyslexic 
readers seem to rely on different neural 
pathways than normal readers. By examining 
differences in activation of particular areas of 
the brain, scientists hope to learn more about 
the neurological underpinnings of dyslexia.

13.6 Define the concept 
of communication disorders 
and identify specific types.
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a ClOSeR look

The Savant Syndrome

Got	a	minute?	Try	the	following:

1. Without referring to a calendar, calculate the day of 
the week that March 15, 2079, will fall on.

2. List the prime numbers between 1 and 1 billion. (Hint: 
The list starts 1, 2, 3, 5, 7, 11, 13, 17. . . .)

3. Repeat	verbatim	the	newspaper	stories	you	read	over	
coffee this morning.

4. Sing accurately every note played by the first violin in 
Beethoven’s Ninth Symphony.

Give	up?	Don’t	feel	bad	about	yourself,	because	very	few	
people can perform such mental feats. Ironically, the people 
most likely to be able to accomplish these tasks suffer from 
autism, intellectual disability, or both. Clinicians use the label 
savant syndrome to refer to someone with severe mental 
deficiencies who possesses some remarkable mental abilities. 
Commonly, these people are called savants (the term savant 
is derived from the French savoir, meaning “to know”). 
People with savant syndrome have shown remarkable though 
circumscribed mental skills, such as calendar calculating and 
rare musical talents, which stand in contrast to their limited 
general intellectual abilities. Some people with the syndrome 
engage in lightning calculations, such as calendar calculat-
ing. One young man could tell you in a few seconds the day 
of the week of any given date—for example, what day of the 
week October 23, 1996, was (Thioux et al., 2006). Another 
savant could make extraordinary drawings as a child, even 
though could barely speak (Selfe, 2011).

There have also been cases of savants who were blind but 
could play back any musical piece, no matter how complex, 
or repeat long passages of foreign languages without los-
ing a syllable. Others could make exact estimates of elapsed 
time. One could reportedly repeat verbatim the contents 
of	a	newspaper	he	had	just	read;	another	could	repeat	
backward what he had just read (Tradgold, 1914, cited in 
Treffert, 1988).

The savant syndrome phenomenon occurs more frequently in 
males by a ratio of about 6 to 1. The special skills of people 
with the savant syndrome tend to appear out of the blue and 
may disappear as suddenly.

Many theories have been proposed to explain the savant syn-
drome, but scientists have yet to reach a consensus. One the-
ory is that people with savant syndrome may inherit two sets 
of hereditary factors, one for intellectual disability and the 
other for special memory abilities. Other theorists speculate 
that the brains of savants are wired with specialized circuitry 
that allows them to perform concrete and narrowly defined 
tasks, such as perceiving number relationships (Treffert, 
1988). An environment that reinforces savant abilities and 
provides opportunities for practice and concentration would 
give further impetus to the development of these unusual 
abilities. Still, the savant syndrome remains a mystery.

Savant syndrome. Leslie Lemke, a blind autistic savant musician, 
played music he heard verbatim and composed his own music, 
even though he had no music education. One day when he was 
about 14, he played flawlessly the entirety of Tchaikovsky’s Piano 
Concerto No. 1 after having heard it once the night before.

or far), or sentence types (such as sentences that begin with the word unlike). Other cases 
are marked by difficulties understanding simple words or sentences.

Problems with Speech
Children may also have problems producing clear and fluent speech. In speech sound 
disorder (formerly called phonological disorder), there is persistent difficulty articulating 
the sounds of speech in the absence of defects in the oral speech mechanism or neuro-
logical impairment. Children with the disorder may omit, substitute, or mispronounce 
certain sounds—especially ch, f, l, r, sh, and th, which most children articulate properly by 
the time they reach the early school years. It may sound as if they are uttering “baby talk.”
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Children with more severe cases have problems articulating sounds usually mas-
tered during the preschool years: b, m, t, d, n, and h. Speech therapy is often helpful, and 
mild cases often resolve themselves by the age of 8. 

Persistent stuttering, which is characterized by impaired fluency of speech, 
is classified in DSM-5 as a type of communication disorder called childhood-onset 
 fluency disorder. People who stutter have difficulty speaking fluently with the appro-
priate timing of speech sounds. Stuttering usually begins between 2 and 7 years of age 
(APA, 2013). The disorder is characterized by one or more of the following charac-
teristics: (a) repetitions of sounds and syllables; (b) prolongations of certain sounds; 
(c) interjections of inappropriate sounds; (d) broken words, such as pauses occurring 
within a spoken word; (e) blocking of speech; (f) circumlocutions (substitutions of 
alternative words to avoid problematic words); (g) displaying an excess of physical 
 tension when emitting words; and (h) repetitions of monosyllabic whole words (e.g., 
“I-I-I-I am glad to meet you”). 

a ClOSeR look

Training the Brain in Dyslexic Children

R ecent research evidence shows improved brain functioning 
in dyslexic children as the result of remedial reading instruc-
tion (Meyler et al., 2008). Before training, the parts of the 

cerebral cortex responsible for decoding the sounds of written let-
ters and assembling them into words and sentences were less active 
in these children than in nondyslexic controls (Meyler et al., 2008). 
But after just 100 hours of intensive remedial instruction, these brain 
regions showed increased levels of neural activity. These gains in 
neural activity further strengthened over the next year, to a point 
that differences in brain activation between dyslexic and control chil-
dren virtually disappeared (see Figure 13.1).

One of the investigators, Marcel Just of Carnegie Mellon 
University, points out that we can see actual evidence of how 
remedial training changes brain functioning. He elaborated 
by saying, “Any kind of education is a matter of training the 
brain. When poor readers are learning to read, a particular 
brain area is not performing as well as it might, and reme-
dial instruction helps to shape that area up.” As Professor 
Just puts it, these findings suggest that “poor readers 
can	be	helped	to	develop	buff	brains”	(cited	in	“Remedial	
Instruction,” 2008).

figure 13.1 
Differences in brain activation of dyslexic and nondyslexic 
children. Here we see areas of the brain showing greater activation 
in good readers versus poor readers (shown in yellow). The right side 
of the brain is depicted on the left side of the figure and the left side 
of the brain is depicted on the right side. These differences virtually 
disappeared after remedial reading instruction (post-remediation) and 
at a one-year follow-up evaluation. 

Source: Image courtesy of Marcel Just of Carnegie Mellon University.
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Stuttering occurs in three times as many males as females. The good news is that 
most children who stutter, upward of 80%, overcome the problem without any treat-
ment, typically before age 16.

Although the specific causes of stuttering remain under study, genetic factors 
play an important role, perhaps involving genes that influence the control of the muscles 
involved in producing speech (Fibiger et al., 2010). Scientists recently reported discover-
ing a mutation on a particular gene linked to persistent stuttering (Kang et al., 2010).

Stuttering also has an emotional component. Children who stutter tend to be 
more emotionally reactive than nonstutterers—when faced with stressful or challeng-
ing situations, they become more upset or excited (Karrass et al., 2006). They also tend 
to be troubled by social anxiety stemming from overconcern about how others evalu-
ate them (Kraaimaat, Vanryckeghem, & Van Dam-Baggen, 2002). Stuttering is often 
accompanied by anxiety about speaking or avoidance of speaking situations, arising from 
embarrassment.

Social (Pragmatic) Communication Disorder
Social (pragmatic) communication disorder is a newly recognized disorder in DSM-5. 
The diagnosis applies to children who have continuing and profound difficulties commu-
nicating verbally and nonverbally with other people in their natural contexts—in school, 
at home, or in play. These children have difficulty carrying on conversations and may fall 
silent when in a group of children. They have difficulty acquiring and using both spoken 
and written language. Yet they do not show a general low level of language or mental 
abilities that might explain their difficulties communicating with others. Their commu-
nication deficits make it difficult for them to participate fully in social interactions and 
adversely affects their school or work performance.

Treatment of communication disorders is generally approached with special-
ized speech and language therapy or with fluency training, which involves learning to 
speak more slowly and to regulate one’s breathing and progressing from simpler to more 
 complex words and sentences (NIDCD, 2010). Stuttering treatment may also include 
psychological counseling for the anxiety in speaking situations that is often experienced 
by people who struggle with stuttering.

Behavior Problems: Attention-Deficit/ 
Hyperactivity Disorder, Oppositional Defiant 
Disorder, and Conduct Disorder
In the previous diagnostic manual, the DSM-IV, these three disorders were grouped in 
a category of disruptive behavior disorders. Although the DSM-5 now separates them 
into different diagnostic categories, we find it useful to link them together because they 
all involve problem behaviors that can seriously interfere with the child’s functioning in 
school, at home, and in the playground. These disorders are socially disruptive and are 
usually more upsetting to other people than to the children who are diagnosed with these 
problems. The rate of comorbidity (co-occurrence) among these disorders is very high 
(Beauchaine et al., 2010).

Attention-Deficit/Hyperactivity Disorder
Many parents believe that their children are not attentive toward them—that they run 
around on a whim and do things their own way. Some inattention, especially in early 
childhood, is normal enough. In attention-deficit/hyperactivity (ADHD), however, 
children display impulsivity, inattention, and hyperactivity that are inappropriate to their 
developmental levels. 

13.7 Describe the key features 
of attention-deficit/hyperactivity 
disorder, oppositional defiant 
disorder, and conduct disorder.

   Watch the Video Jimmy: Attention-Deficit/
Hyperactivity Disorder in MyPsychLab
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ADHD affects between 7% and 9% of children and adolescents in 
the U.S. according to recent estimates (Galanter, 2013; Kasper, Alderson, 
& Hude, 2012; Smith, 2011). Diagnosed cases of ADHD have been ris-
ing rapidly in recent years, mostly as the result of increased diagnoses 
of children with mild inattentive or hyperactive systems. Today, more 
than 6 million children ages 4 through 17 in the U.S. are diagnosed with 
ADHD (Schwarz & Cohen, 2013). The rise in diagnosed cases of ADHD 
raises concerns that too many children are receiving ADHD medication 
(see Thinking Critically About Abnormal Psychology on page 514). About 
two-thirds of children diagnosed with ADHD presently take prescribed 
medication, generally stimulant drugs that help them focus their atten-
tion (Aleccia, 2011; Kratochvil, 2012)

ADHD is diagnosed two to nine times more often in boys than 
in girls. Black and Hispanic children are less likely to receive the diag-
nosis than Euro-American children (Schneider & Eisenberg, 2006). The 
disorder is usually first diagnosed during elementary school, when prob-
lems with attention or hyperactivity–impulsivity make it difficult for the 

child to adjust to school. However, the inattentive or hyperactive and impulsive fea-
tures of ADHD may arise at any time before the age of 12. ADHD frequently occurs 
together with other disorders, especially learning disabilities, conduct disorder, anxiety 
and depressive disorders, and communication disorders (Bauchner, 2011; Larson et al., 
2011; Stein, 2011).

In addition to inattention, associated problems in ADHD include inability to sit 
still for more than a few minutes, bullying, temper tantrums, stubbornness, and failure 
to respond to punishment. In some cases of ADHD, the problem is basically limited to 
attentional problems, whereas other cases predominantly involve hyperactive or impulsive 
behaviors, and still others involve a combination of attentional and hyperactive/impulsive 
problem behaviors.

Children with ADHD have great difficulty in school. They seem incapable of 
sitting still. They fidget and squirm in their seats, butt into other children’s games, have 
outbursts of temper, and may engage in  dangerous behavior, such as running into the 
street without looking. All in all, they can drive parents and teachers to despair.

Where does “normal” age-appropriate overactivity end and hyperactivity begin? 
Assessment of the degree of hyperactive behavior is crucial, because many normal children 
are called “hyper” from time to time. Some critics of the ADHD diagnosis argue that it 
merely labels children who are difficult to control as mentally disordered or sick. Most 
children, especially boys, are highly active during the early school years. Proponents of 
the diagnosis counter that there is a difference in quality between normal overactivity and 
ADHD. Normally overactive children are usually goal directed and can exert voluntary 
control over their behavior. But children with ADHD appear hyperactive without reason 
and seem unable to conform their behavior to the demands of teachers and parents. Put 
another way: Most children can sit still and concentrate for a while when they want to; 
children who are hyperactive seemingly cannot.

Children with ADHD tend to be of average or above-average intelligence, but 
they tend to underachieve in school. They are frequently disruptive in the classroom and 
tend to get into fights (especially the boys). They may fail to follow or remember instruc-
tions or complete assignments. Compared to children not diagnosed with ADHD, they 
are more likely to have learning disabilities, to repeat grades, and to be placed in special 
education classes. Inattention in elementary school tracks to poorer educational outcomes 
in adolescence and early adulthood, including increased risk of failing to complete high 
school by early adulthood (Gau, 2011; Pingault et al., 2011). Children with ADHD 
tend to have problems with working memory (holding information in mind in order to 
work on it), which makes it more difficult to keep one’s mind on a task at hand (Kasper, 
Alderson, & Hudec, 2012).

Attention-deficit/hyperactivity disorder 
(ADHD). ADHD is more common in boys 
than girls and is characterized by attentional 
difficulties, restlessness, impulsivity, excessive 
motor behavior (continuous running around 
or climbing), and temper tantrums.
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Children with ADHD are also more likely to have mood disorders, anxiety disor-
ders, and problems getting along with family members. Investigators find that boys with 
ADHD tend to lack empathy, or awareness of other people’s feelings (Braaten & Rosén, 
2000). Not surprisingly, children with ADHD tend to be less well liked by their class-
mates and more likely to be rejected than other children (Hoza et al., 2005). Compared 
to their peers, children with ADHD are more likely in adolescence and early adulthood 
to have problems with drugs; have difficulty holding a job and attaining higher educa-
tional levels; show more delinquent and antisocial behavior; and develop mood disorders, 
anxiety disorders, and, in young women, eating disorders (Biederman et al., 2010, 2010b; 
Klein et al., 2012; Kuriyan et al., 2013; Lee et al., 2011; Sibley et al., 2011).

ADHD symptoms tend to decline with age, but the disorder often persists in 
milder form into adolescence and adulthood. ADHD affects about 4% of U.S. adults 
at some point in their lives (Kessler et al., 2006). ADHD in adulthood usually takes 
the form of inattention, problems with working memory, and distractibility rather than 
hyperactivity—racing thoughts rather than racing around the room (Finke et al., 2011; 
Gonzalez-Gadea et al., 2013; Smith, 2012).

THEORETICAL PERSPECTIVES Increasing evidence points to an important role for 
genetics in the development of ADHD (Beauchaine et al., 2010; Chang et al., 2013; 
Stergiakouli et al., 2012; Williams et al., 2012). Consistent with a genetic contribution to 
the disorder, investigators find higher concordance rates for ADHD among monozygotic 
twins than among dizygotic twins (Burt, 2009; Waldman & Gizera, 2006).

Genes do not operate in a vacuum; we need to consider the role of environmental 
influences and interactions of genetic and environmental factors in the development of 
ADHD. Environmental factors linked to ADHD include maternal smoking and emo-
tional stress during pregnancy, high levels of family conflict, and poor parenting skills 
in handling children’s misbehavior. Recently, investigators linked lead exposure in chil-
dren to ADHD symptoms (hyperactivity and inattention) (Goodlad, Marcus, & Fulton, 
2013). Scientists are also seeking to track down the specific genes involved in ADHD and 
how environmental factors interact with genetic susceptibility (Pennington et al., 2009). 

13.8 Describe causal 
factors in ADHD and evaluate 
treatment methods.

table 13.3 

Key Features of Attention-Deficit/Hyperactivity  
Disorder (ADHD)

Problem Behaviors Specific Behavior Pattern

Lack of attention Fails to attend to details or makes careless errors in schoolwork 
Has	difficulty	sustaining	attention	in	schoolwork	or	play
Doesn’t appear to pay attention to what is being said
Fails	to	follow	through	on	instructions	or	to	finish	work
Has trouble organizing work and other activities
Avoids work or activities that require sustained attention
Loses work tools (e.g., pencils, books, assignments, toys)
Becomes readily distracted
Is forgetful in daily activities

Hyperactivity Fidgets with hands or feet or squirms in his or her seat
Leaves seat in situations such as the classroom in which remaining 
seated is required
Is constantly running around or climbing on things
Has	difficulty	playing	quietly

Impulsivity Frequently “calls out” in class
Fails to wait his/her turn in line, games, etc.
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For example, we recently learned that certain genetic variations increased vulnerability to 
ADHD, but only in families with inconsistent parenting (Martel et al., 2011).

The emerging view among researchers today is that ADHD may be attributable 
to a breakdown in executive control functions of the brain, involving processes of atten-
tion and restraint of impulsive behaviors needed to organize and follow through on goal-
directed behaviors (Casey & Durston, 2006; Winstanley, Eagle, & Robbins, 2006). This 
viewpoint is supported by mounting evidence from brain-imaging studies showing abnor-
malities or delayed maturation in parts of the brain in children with ADHD, especially 
in the prefrontal cortex, the part of the brain responsible for regulating attention and 
controlling impulsive behavior (e.g., Hart et al., 2013; Ivanov et al., 2010; Klein, 2011; 
Nakao et al., 2011; Shaw et al., 2011) (see Figure 13.2). Investigators also find signs of 
abnormal brain development in preschool children with ADHD (Mahone et al., 2011). 
These brain abnormalities may set the stage for the development of attentional and learn-
ing problems these children later encounter in school.

TREATMENT At first glance, it may seem odd that many of the drugs used to help ADHD 
children calm down and attend better in school are actually stimulants. Examples include 
the widely used stimulant drug Ritalin and a longer-acting stimulant called Concerta, 
which is a one-dose-a-day drug. However, it’s not odd that these drugs are effective if we 
consider the fact that stimulant drugs activate the prefrontal cortex, the part of the brain 
that regulates attentional processes and control of impulsive, acting-out behaviors associ-
ated with ADHD. T / F

Stimulant drugs reduce disruptive, hyperactive behavior and also improve atten-
tion spans of children with ADHD (Chronis, Jones, & Raggi, 2006; Van der Oord et al., 
2008). Stimulant drugs are even being used with preschoolers as young as 3 to 5 years 
of age. Although use of stimulants is not without critics, these drugs help many children 
with ADHD calm down and concentrate better on tasks and schoolwork, perhaps for the 
first time in their lives.

Although stimulant medication helps reduce restlessness and increases attention in 
school, it remains unclear whether these gains translate into improved academic perfor-
mance (Stein et al., 2003). We should also note that a common problem with stimulant 
medication, as with other psychiatric drugs, is a high rate of relapse after the person stops 
taking the medication. Also, the range of effectiveness is limited, as in the following case 
example.

Eddie Hardly Ever Sits Still: A Case of ADHD
Nine-year-old Eddie is a problem in class. His teacher complains that he is so restless 
and fidgety that the rest of the class cannot concentrate on their work. He hardly ever 
sits still. He is in constant motion, roaming the classroom and talking to other children 
while they are working. He has been suspended repeatedly for outrageous behavior, 
most recently swinging from a fluorescent light fixture and being unable to get him-
self down.

His mother reports that Eddie has been a problem since he was a toddler. He 
has never needed much sleep and always awakened before anyone else in the family, 
making his way downstairs and wrecking things in the living room and kitchen. He was 
continually restless and demanding. Once, at the age of 4, he unlocked the front door 
and wandered into traffic, but was rescued by a passerby.

Psychological testing shows Eddie to be average in academic ability but to 
have a “virtually nonexistent” attention span. He shows no interest in television  
or in games or toys that require concentration. He is unpopular with peers and  
prefers to ride his bike alone or to play with his dog. He has become disobedient 
at home and at school and has stolen small amounts of money from his parents and 
classmates.

figure 13.2 
Here we see parts of the brain, shown in 
blue/purple	and	based	on	MRI	imaging,	
where children with ADHD have a thinner 
prefrontal cortext as compared to other 
children. These regions of the brain 
regulate processes of attention and motor 
activity that are often affected in children 
with ADHD. Note that the front of the brain 
is at top of this image. 

Source: National Institute of Mental Health, 
Image Library. http://infocenter.nimh.nih.
gov/il/public_il/image_details.cfm?id=291
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Eddie	has	been	treated	with	low	doses	of	methylphenidate	(Ritalin),	but	it	was	
discontinued because it had no effect on his disobedience and stealing. However, it 
seemed to reduce his restlessness and increase his attention span at school.

Adapted from Spitzer et al., 1989, pp. 315–317

Then there’s the matter of side effects. Although short-term side effects (e.g., loss 
of appetite or insomnia) usually subside within a few weeks or may be eliminated by 
lowering the dose, use of stimulant drugs may lead to other effects, including a slowdown 
of physical growth (DeNoon, 2006). Fortunately, children taking stimulant medication 
eventually catch up to their peers in physical stature.

The first nonstimulant drug approved for use in treating ADHD was Strattera 
(generic name atomoxetine). Strattera works differently from stimulant medication. It is a 
selective norepinephrine reuptake inhibitor, which means that it increases the availability of 
the neurotransmitter norepinephrine in the brain by interfering with the reuptake of the 
chemical by transmitting neurons. Although we don’t know precisely how the drug works 
on ADHD, the increased availability of norepinephrine may enhance the brain’s ability 
to regulate impulsive behavior and attention. Like the stimulant drug Ritalin, Strattera 
appears to be more effective than placebo drugs in treating ADHD, although it is perhaps 
not as effective as Ritalin (Newcorn et al., 2008).

Whatever the benefits of ADHD medication may be, drugs cannot teach new 
skills, so psychological interventions are needed to help the child develop more adaptive 
behaviors. For example, behavior modification programs to train parents and teachers 
to use contingent reinforcement for appropriate behaviors (e.g., a teacher praising the 
child for sitting quietly) may be combined with cognitive modification (e.g., training 
the child to silently talk him- or herself through the steps involved in solving challenging 
academic problems). Cognitive-behavioral therapists help ADHD children learn to “stop 
and think” before expressing angry impulses and acting out aggressively. Evidence backs 
up the effectiveness of cognitive-behavioral interventions in treating ADHD, although 
the effects may not be as strong as those of stimulant medication (Fabiano et al., 2009; 
Toplak et al., 2008).

Some children may do well with therapeutic drugs alone, others with cognitive-
behavioral therapy (CBT) alone, and still others with a combination of both treatments 
(Pelham et al., 2005). Adults who are treated with medication for ADHD may also ben-
efit from including CBT in their treatment program (Safren et al., 2010). Recently, inves-
tigators reported therapeutic benefits in treating adults with ADHD with a form of cog-
nitive training that focused on building organizational, planning, and time management 
skills (Solanto et al., 2010).

Conduct Disorder
Although it also involves disruptive behavior, conduct disorder (CD) differs in impor-
tant ways from ADHD. Whereas children with ADHD seem literally incapable of con-
trolling their behavior, children with CD purposefully engage in antisocial behavior that 
violates social norms and the rights of others. Whereas children with ADHD throw tem-
per tantrums, children diagnosed as conduct disordered are intentionally aggressive and 
cruel. They are frequently aggressive toward others, bullying or threatening other children 
or starting physical altercations. Like antisocial adults, many conduct-disordered children 
are callous and apparently do not experience guilt or remorse for their misdeeds. They 
may lie or con others to obtain what they want, steal or destroy property, start fires, 
break into other people’s houses, and, as they get older, commit serious crimes such as 
rape, armed robbery, or even homicide. They may cheat in school—when they bother to 
attend—and lie to cover their tracks. They frequently engage in substance abuse and early 
sexual activity.

Conduct disorder is a surprisingly common problem, affecting about 12% of 
males and 7% of females (9.5% overall) (Nock et al., 2006). The disorder is not only 

truth OR fiction

Children who are hyperactive are often 
given depressants to help calm them 
down.

 FALSE Children with ADHD are 
often given stimulant drugs, such 
as	Ritalin,	not	depressants.	These	
stimulants have a paradoxical effect 
of calming them down and increasing 
their attention spans.
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more common among boys than among girls, but it also takes somewhat different forms. 
In boys, CD is more likely to be exhibited in stealing, fighting, vandalism, or disciplin-
ary problems at school, whereas in girls, it is more likely to involve lying, truancy, run-
ning away, substance use, and prostitution. Children with CD often present with other 
disorders, including ADHD, major depression, and substance use disorders (Conner & 
Lochman, 2010). CD in childhood is also linked to antisocial behavior and development 
of antisocial personality disorder in adulthood (Burke, Waldman, & Lahey, 2010; Olino, 
Seeley, & Lewinsohn, 2010).

The average (median) age of onset of CD is 11.6 years, although it can develop at 
younger or older ages (Nock et al., 2006). CD is typically a chronic or persistent disor-
der. Although CD is closely linked to antisocial behavior, other commonly found traits 
include callousness (being uncaring, mean, and cruel) and an unemotional way of relating 
to others.

Oppositional Defiant Disorder
Conduct disorder and oppositional defiant disorder (ODD) are often combined under 
the general heading of “conduct problems.” Though the disorders may be related, ODD 
is a separate diagnostic category, not merely a milder form of CD. ODD involves more 
nondelinquent (negativistic or oppositional) forms of conduct disturbance, whereas CD 
involves more outright delinquent behavior, such as truancy, stealing, lying, and aggres-
sion. Yet ODD, which typically develops earlier than CD, may lead to the development 
of CD at later ages. That said, only a minority of children with ODD go on to develop 
CD (Burke & Loeber, 2010).

Children with ODD tend to be overly negativistic or oppositional. They defy 
authority by frequently arguing with parents and teachers and refusing to follow requests 
or directives. They may deliberately annoy other people, become easily angered or lose 
their temper, become touchy or easily annoyed, blame others for their mistakes or mis-
behavior, feel resentful toward others, or act in spiteful or vindictive ways toward others. 
They tend to easily lose their temper and often display an angry or irritable mood. They 
also act in a spiteful or vindictive manner towards others they feel have wronged them. 
The disorder typically begins before 8 years of age and develops gradually over a period 
of months or years. It typically starts in the home environment but may extend to other 
settings, such as school.

ODD is one of the most common diagnoses among children. The disorder is 
estimated to affect from 1% to 11% of children and adolescents (APA, 2013). ODD is 
more common among boys than girls before age 12, but it i is unclear whether there is a 
gender difference among adolescents and adults (APA, 2013). By contrast, most studies 
find CD to be more common in boys than in girls across all age groups.

THEORETICAL PERSPECTIVES ON ODD AND CD The causal factors in ODD remain 
obscure. Some theorists believe that oppositionality is an expression of an underlying 
temperament described as the “difficult-child” type (Rey, 1993). Others believe that 
unresolved parent–child conflicts or overly strict parental control lie at the root of the 
disorder. Psychodynamic theorists look at ODD as a sign of fixation at the anal stage 
of  psychosexual development, when conflicts between the parent and child emerge over 
toilet training. Leftover conflicts may later become expressed in the form of rebelliousness 
against parental wishes.

Learning theorists view oppositional behaviors as arising from parental use of 
inappropriate reinforcement strategies. In this view, parents may inappropriately rein-
force oppositional behavior by giving in when the child refuses to comply with their 
wishes, which can become a pattern.

Family factors are also implicated in the development of CD. The disorder often 
develops in the context of negative parenting, such as failure to positively reinforce or 
praise the child for appropriate behavior and use of harsh and inconsistent discipline 

Oppositional defiant disorder 
(ODD). Children with ODD show negativistic 
and oppositional behavior in response to 
directives from parents, teachers, or other 
authority figures. They may act spitefully 
or vindictively toward others, but do not 
typically show the cruelty, aggressivity, and 
delinquent behavior associated with conduct 
disorder.
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 following misbehavior (Berkout, Young, & Gross, 2011). Family interactions of  families 
of conduct-disordered children are often characterized by negative, coercive interac-
tions. Conduct-disordered children are often very demanding and noncompliant with 
their parents and other family members. Family members often reciprocate by using 
inappropriate or harsh behaviors, such as threatening or yelling at the child or using 
physical means of coercion. Parental aggression against children with  conduct behavior 
problems commonly includes pushing, grabbing, slapping, spanking, hitting, or kick-
ing. It’s not too much of a stretch to speculate that parental modeling of antisocial 
behaviors can lead to antisocial conduct in children. Some conduct- disordered  children 
go on to develop antisocial personality disorder in adulthood (Burke, Waldman, & 
Lahey, 2010).

Conduct disorder often occurs in a context of parental distress, such as marital 
conflict. Coercive parental discipline and poor parental monitoring are also linked to 
increased risk of CD (Kilgore et al., 2000). Poor parenting behaviors, such as harsh dis-
cipline and lack of monitoring, may foster the lack of empathy for others and the poor 
control over disruptive behavior we find in conduct-disordered children.

Children with disruptive behavior disorders such as CD or ODD also tend to 
show biased ways of processing social information (Crozier et al., 2008). For example, 
they may wrongly assume that others intend them ill. They are often quick to blame oth-
ers for the scrapes they get into. They tend to view others as treating them unfairly regard-
less of the evidence. They may also show other cognitive deficits, such as an inability to 
generate alternative, nonviolent responses to social conflicts.

As with many psychological disorders, evidence points to a genetic contribution 
interacting with environmental influences in the development of CD (Jian et al., 2011; 
Kendler, Aggen, & Patrick, 2013; Lahey et al., 2011). For example, evidence shows that 
early experiences of physical abuse and harsh parenting increase the risk of CD, but only 
in children with a certain genetic profile (Dodge, 2009). Genetic factors may also be 
involved in the development of ODD.

TREATMENT APPROACHES Behaviorally based parent-training programs are often 
used to help parents reduce children’s aggressive, disruptive, and oppositional behavior 
and increase their adaptive behavior. Treatment targets several goals, including helping 
parents use more consistent and clearer rules and effective discipline strategies, increase 
positive reinforcement (use of rewards and praise for desirable behaviors of the child), and 
increase positive interactions with the child (Rajwan, Chacko, & Moeller, 2012). Thus, 
parents must learn not only how to alter disruptive behaviors of their children but also to 
pay attention to their children and reward them when they act appropriately. Anger con-
trol training may also be of value in treating children with anger problems and aggressive 
behavior (Sukhodolsky et al., 2005).

The following example illustrates the involvement of the parents in the behavioral 
treatment of a child with ODD: 

Billy: A Case of Oppositional Defiant Disorder
Billy was a 7-year-old second grader referred by his parents. The family was relocated 
frequently because the father was in the Navy. Billy usually behaved when his father 
was taking care of him, but he was noncompliant with his mother and yelled at her 
when she gave him instructions. His mother was incurring great stress in the effort to 
control Billy, especially when her husband was at sea.

Billy had become a problem at home and in school during the first grade. He 
ignored and violated rules in both settings. Billy failed to carry out his chores and fre-
quently yelled at and hit his younger brother. When he acted up, his parents would 
restrict him to his room or the yard, take away privileges and toys, and spank him. But all 
of these measures were used inconsistently. He also played on the railroad tracks near 
his home, and twice the police brought him home after he had thrown rocks at cars.
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A home observation showed that Billy’s mother often gave him inappropriate 
commands. She interacted with him as little as possible and showed no verbal praise, 
physical closeness, smiles, or positive facial expressions or gestures. She paid atten-
tion to him only when he misbehaved. When Billy was noncompliant, she would yell 
back at him and then try to catch him to force him to comply. Billy would then laugh 
and run from her.

Billy’s parents were informed that the child’s behavior was a product of inap-
propriate cueing techniques (poor directions), a lack of reinforcement for appropri-
ate behavior, and lack of consistent sanctions for misbehavior. They were taught 
the appropriate use of reinforcement, punishment, and time out. The parents then 
charted Billy’s problem behaviors to gain a clearer idea of what triggered and main-
tained them. They were shown how to reinforce acceptable behavior and use time 
out as a contingent punishment for misbehavior. Billy’s mother was also taught relax-
ation training to help desensitize her to Billy’s disruptions. Biofeedback was used to 
enhance the relaxation response.

During a 15-day baseline period, Billy behaved in a noncompliant manner 
about four times per day. When treatment was begun, Billy showed an immediate 
drop to about one instance of noncompliance every two days. Follow-up data showed 
that instances of noncompliance were maintained at a bearable level of about one per 
day. Fewer behavioral problems in school were also reported, even though they had 
not been addressed directly.

Adapted from Kaplan, 1986, pp. 227–230

Conduct-disordered children are sometimes placed in residential treatment 
 programs that establish explicit rules with clear rewards and mild punishments (e.g., 
 withdrawal of privileges). Many conduct-disordered children, especially boys, display 
aggressive behavior and have problems controlling their anger. Many can benefit from 
programs designed to help them develop skills to manage conflict without resorting to 
aggressive behavior (Webster-Stratton, Reid, & Hammond, 2001).

Cognitive-behavioral therapy (CBT) is also used to teach aggressive children to 
reconceptualize social provocations as problems to be solved rather than as challenges to 
answer with violence. These children learn to use calming self-talk to inhibit impulsive 
behavior and control anger and to find and use nonviolent solutions to social conflicts.

Childhood Anxiety and Depression
Anxieties and fears are a normal feature of childhood, just as they are a normal feature 
of adult life. Childhood fears—of the dark or of small animals—are common, and most 
children outgrow them naturally. Anxiety is abnormal, however, when it is excessive and 
interferes with normal academic or social functioning or becomes troubling or persistent. 
Like adults, children may suffer from anxiety-related problems, including phobic disor-
ders and generalized anxiety disorder (GAD), obsessive– compulsive disorder (OCD) and 
posttraumatic stress disorder (PTSD).

Anxiety disorders are the most common type of psychological disorder affecting 
adolescents (Kessler et al., 2012). They are often comorbid (co-occurring) with depres-
sive disorders (Garber & Weersing, 2010). Anxiety disorders and depressive disorders 
also occur more frequently among ethnic minority children, which alerts us to the need 
to examine the kinds of stressors that may put minority children at greater risk for these 
problems (Anderson & Mayes, 2010).

Problems involving anxiety in childhood often go unrecognized and under-
treated, in part because helping professionals may have difficulty distinguish-
ing developmentally appropriate fears, worries, and shyness in children from the 

13.9 Describe the key features 
of anxiety disorders and depression 
in children and adolescents.
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more extreme forms of these problems associated with anxi-
ety disorders (Emslie, 2008). Another problem with proper  
diagnosis is that many anxious children report only physical symp-
toms, such as headache and stomachache. They may be unable to 
express in words feeling states such as “worry” and “fear.” Or their 
symptoms may be masked because they tend to avoid the objects 
or situations they fear. The socially phobic child, for instance, may 
avoid opportunities to socially interact with other children. The fail-
ure to detect anxiety disorders is unfortunate, in part because effec-
tive treatments are available and in part because undetected anxiety 
disorders in childhood increase the risk of anxiety disorders, depres-
sion, and substance abuse in later life (Emslie, 2008). In the next 
section, we focus on a specific anxiety disorder that typically devel-
ops during early childhood: separation anxiety disorder.

Separation Anxiety Disorder
It is normal for young children to show anxiety when they are sepa-
rated from their caregivers. Famed attachment researcher Mary 
Ainsworth (1989) chronicled the development of attachment behav-
iors and found that separation anxiety normally begins during the first year. The sense 
of security normally provided by bonds of attachment apparently encourages children 
to explore their environments and become progressively independent of their caregivers. 
Having a strong attachment to the mother may help buffer the effects of later stressful 
life experiences. Compared to more securely attached infants, those who show insecure 
attachments are more prone to develop problem behaviors, such as anxiety, in later child-
hood in the face of negative life events experienced by the family (Dallaire & Weinraub, 
2007).

Separation anxiety disorder in children is diagnosed when the level of fear or 
anxiety associated with separation from a caregiver or attachment figure is persistent 
and excessive or inappropriate for the child’s developmental level. That is, 3-year-olds 
ought to be able to attend preschool without nausea and vomiting brought on by anxi-
ety. Similarly, 6-year-olds ought to be able to attend first grade without persistent dread 
that something awful will happen to them or their parents. Children with separation 
anxiety disorder tend to cling to their parents and follow them around the house. They 
may voice concerns about death and dying and insist that someone stay with them while 
they are falling asleep. Other features of the disorder include nightmares, stomachaches, 
nausea and vomiting when separation is anticipated (as on school days), pleading with 
parents not to leave, or throwing tantrums when parents are about to depart. Children 
may refuse to attend school for fear that something will happen to their parents while 
they are away.

Separation anxiety disorder affects an estimated 4% to 5% of children and is the 
most common anxiety disorder affecting children under the age of 12 (APA, 2013; Shear 
et al., 2006). The disorder occurs most often in girls and is often associated with school 
refusal. It also frequently occurs together with social anxiety (Ferdinand et al., 2006). The 
disorder may persist into adulthood, leading to an exaggerated concern about the well-
being of one’s children and spouse and difficulty tolerating any separation from them.

In the past, separation anxiety disorder was usually referred to as school phobia. 
However, separation anxiety disorder may occur at preschool ages. In young children, 
refusal to attend school is usually viewed as separation anxiety. In adolescents, however, 
refusal to attend school is frequently connected with academic and social concerns, so the 
label of separation anxiety disorder would not apply.

The development of separation anxiety disorder frequently follows a stressful life 
event, such as illness, the death of a relative or pet, or a change of school or home. In the 
following example, Alison’s problems followed the death of her grandmother.

Social anxiety. Socially anxious children tend 
to be excessively shy and withdrawn and have 
difficulty interacting with other children.
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Alison’s Fear of Death
Alison’s grandmother died when Alison was 7 years old. Her parents decided to 
permit her request to view her grandmother in the open coffin. Alison took a tenta-
tive glance from her father’s arms across the room, then asked to be taken out of the 
room. Her 5-year-old sister took a leisurely close-up look, with no apparent distress.

Alison had been concerned about death for two or three years by this time, but 
her	grandmother’s	passing	brought	on	a	new	flurry	of	questions:	“Will	I	die?,”	“Does	
everybody	die?,”	and	so	on.	Her	parents	tried	to	reassure	her	by	saying,	“Grandma	
was very, very old, and she also had a heart condition. You are very young and in per-
fect health. You have many, many years before you have to start thinking about death.”

Alison could not be alone in any room in her house. She pulled one of her 
parents or her sister along with her everywhere she went. She also reported night-
mares about her grandmother and, within a couple of days, insisted on sleeping in the 
same room with her parents. Fortunately, Alison’s fears did not extend to school. Her 
teacher reported that Alison spent some time talking about her grandmother, but her 
academic performance was apparently unimpaired.

Alison’s parents decided to allow Alison time to “get over” the loss. Alison 
gradually talked less and less about death, and by the time three months had passed, 
she was able to go into any room in her house by herself. She wanted to continue to 
sleep in her parents’ bedroom, however. So her parents “made a deal” with her. They 
would put off the return to her own bedroom until the school year ended (a month 
away), if Alison would agree to return to her own bed at that time. As a further incen-
tive, a parent would remain with her until she fell asleep for the first month. Alison 
overcame the anxiety problem in this fashion with no additional delays.

From the Author’s Files

understanding and Treating Childhood Anxiety
Theoretical perspectives on anxiety in children parallel to some degree explanations of anxi-
ety disorders in adults. Psychoanalytic theorists argue that childhood anxieties and fears, like 
their adult counterparts, symbolize unconscious conflicts. Cognitive theorists focus on the role 
of cognitive biases. Anxious children tend to show the types of cognitive distortions found 
in adults with anxiety disorders, including interpreting social situations as threatening and 
expecting bad things to happen (Eldar et al., 2012; Micco et al., 2013; Muris & Field, 2013). 
They also tend to engage in negative  self-talk (Kendall & Treadwell, 2007). Expecting the 
worst, combined with having low self- confidence, encourages avoidance of feared activities—
with friends, in school, and elsewhere. Negative expectations also heighten feelings of anxiety 
to the point where they impair performance in the classroom or the athletic field.

Learning theorists suggest that generalized anxiety may arise from fears of rejec-
tion or failure that carry across situations. Underlying fears of rejection or feelings of 
inadequacy generalize to most areas of social interaction and achievement. Genetic factors 
also appear to contribute to the development of anxiety disorders in children, including 
separation anxiety and specific phobias (Bolton et al., 2006).

Whatever the causes of anxiety disorders may be, anxious children can benefit from 
the same cognitive-behavioral techniques for treating anxiety as adults, such as gradual expo-
sure to phobic stimuli and relaxation training (Rapee, Schniering, & Hudson, 2009) (see 
Chapter 5). Cognitive techniques can help children identify anxiety- generating thoughts 
and replace them with calming alternative thoughts. CBT has shown good results in treating 
various anxiety disorders in children and adolescents (e.g., Chorpita et al., 2011; Franklin et 
al., 2011, 2012; Lebowitz & Omer, 2013; Manassis, 2013; Reynolds et al., 2012).

Antidepressants of the class of selective serotonin reuptake inhibitors (SSRIs), 
such as fluvoxamine (brand name Luvox), sertraline (Zoloft), and fluoxetine (Prozac), 
work well in treating anxious children and adolescents (Beidel et al., 2007). In a recent 
large-scale study, 488 children with diagnoses of separation anxiety disorder, GAD, or 
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social phobia were randomly assigned to treatment conditions in which they received 
CBT, antidepressant medication (Zoloft), a combination of CBT and antidepressant 
medication, or a placebo drug. The investigators found superior effects for both CBT 
and medication as compared to the placebo, but greater effects still for the combination 
of CBT and antidepressant medication (Walkup et al., 2008). However, children receiv-
ing CBT reported less insomnia, fatigue, sedation, and restlessness than those receiving 
medication. Because of such side effects, parents may be reluctant to have their children 
treated with antidepressants.

Childhood Depression
We may think of childhood as the happiest time of life. Most children are protected by 
their parents and are unencumbered by adult responsibilities. From the perspective of aging 
adults, their bodies seem made of rubber and free of aches. They have apparently boundless 
energy. However, many children and adolescents suffer from diagnosable mood disorders, 
including major depression and bipolar disorder. Major depression is the most common 
of these disorders, affecting about 5% of children age 5 to 12.9 years and upward of 20% 
of adolescents from 13 to 17.9 years of age (Rohde et al., 2013). Major depression even 
occurs among preschoolers, although it is rare. Girls are more likely to experience a first 
episode of major depression during childhood or adolescence, but there does not appear to 
be a gender difference in the likelihood of having a recurrent episode (Rohde et al., 2013).

Like depressed adults, depressed children and adolescents typically have feelings 
of hopelessness; distorted thinking patterns and tendencies to blame themselves for nega-
tive events; and lower self-esteem, self-confidence, and perceptions of competence. They 
report episodes of sadness and crying, feelings of apathy, as well as insomnia, and fatigue. 
They may experience loss of appetite or weight loss, but do not typically show weight gain 
or increased appetite (Cole et al., 2012). They may also experience suicidal thoughts or 
even attempt suicide.

Depression in children is also associated with some distinctive features, such as 
refusal to attend school, fears of parents’ dying, and clinging to parents. Depression may 
also be masked by behaviors that appear unrelated. Conduct and academic problems, 
physical complaints, and hyperactivity may stem from unrecognized depression. Among 
adolescents, aggressive and sexual acting out may also be signs of depression.

Depressed children or adolescents may not label what they are feeling as depression. 
They may not report feeling sad even though they appear sad to others. Part of the prob-
lem is cognitive– developmental. Children are not usually capable of recognizing internal 
feeling states until about the age of 7 years. They may not be able to identify negative feel-
ing states, such as depression, in themselves. Some children appear bored or irritable rather 
than sad, at least in the early stages of depression. T / F

Children with relatively few friends are at increased risk of depression 
(Schwartz et al., 2008). Becoming isolated from friendship groups in late child-
hood or cliques predicts the development of depression in early adolescence 
(Witvliet et al., 2010). Depressed children often lack academic and athletic 
skills, as well as social skills needed to form friendships. Depressed children may 
find it hard to concentrate in school and may suffer from impaired memory, 
making it difficult for them to keep their grades up. They often keep their feel-
ings to themselves, which may prevent their parents from recognizing the prob-
lem and seeking help. Children may express negative feelings in the form of 
anger, sullenness, or impatience, leading to conflicts with parents that in turn 
can accentuate and prolong depression.

Major depressive episode in childhood or adolescence may last upward of a 
year or longer and may reoccur later in life. Yet childhood depression rarely occurs 
by itself. Depressed children often have other significant psychological problems, 
including anxiety disorders, CD or ODD, and among adolescent girls, eating 
disorders (e.g., Small et al., 2000). A sizable percentage of depressed adolescents 
(between 20% and 40%) also develop bipolar disorder later (USDHHS, 1999).

Is this child too young to be 
depressed? Although we tend to think 
of childhood as the happiest and most 
carefree time of life, depression is actually 
quite common among older children and 
adolescents. Depressed children may report 
feelings of sadness and lack of interest 
in previously enjoyable activities. Many, 
however, do not report or are not aware of 
feelings of depression, even though they may 
look depressed to observers. Depression may 
also be masked by other problems, such as 
conduct or school-related problems, physical 
complaints, and overactivity.
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understanding and Treating Childhood Depression
Depression and suicidal behavior in childhood are frequently related to family prob-
lems and conflicts. Children and adolescents exposed to stressful life events affecting the 
family, such as parental conflict or unemployment, stand an increased risk of depres-
sion (Rudolph, Kurlakowsky, & Conley, 2001). Stressful life events, such as romantic 
breakups or strained friendships, diminish a person’s sense of self-worth, competence, 
and desirability and can trigger depressive episodes in vulnerable adolescents (Hammen, 
2009). In girls, disturbed eating behaviors and body dissatisfaction after puberty often 
predict the development of major depression during adolescence (Stice et al., 2000).

Negative thinking styles begin to enter the picture as children mature and their 
cognitive abilities develop (Garber, Keiley, & Martin, 2002). Like adults, depressed chil-
dren and adolescents tend to show distorted patterns of thinking such as the following:

•	 Expecting the worst (pessimism)

•	 Catastrophizing the consequences of negative events

•	 Blaming themselves for disappointments and negative outcomes, even when this is 
unwarranted

•	 Minimizing their accomplishments and focusing only on negative aspects of 
events
Investigators also find distorted thinking patterns in depressed children in 

other cultures. For example, a study of 582 Chinese children in secondary schools in  
Hong Kong linked feelings of depression to distorted thinking patterns involving tenden-
cies to minimize accomplishments and blow failures and shortcomings out of proportion 
(Leung & Poon, 2001). European researchers linked several thinking patterns to depres-
sion in young people, including blaming oneself for things that were not one’s fault, 
ruminating about one’s problems (mulling them over again and again in one’s mind), and 
blowing problems out of proportion (Garnefski, Kraaij, & Spinhoven, 2001).

Although there are links between cognitive factors and depression, we do not 
know which comes first; that is, whether children become depressed because of a depres-
sive mindset or whether depression leads to distorted, negative thoughts. Quite possibly, 
the relationship is reciprocal, with depression affecting thinking patterns and thinking 
patterns affecting emotional states.

Adolescent girls tend to show greater levels of depressive symptoms than adoles-
cent boys do, a finding that mirrors the gender gap in depression among adults (Stewart 
et al., 2004). Girls who adopt a passive, ruminative coping style (e.g., brooding and 
obsessing about their problems) may be at greater risk of developing depression.

Evidence supports the effectiveness of CBT in treating depression in children 
and adolescents (Brunwasser, Gillham, & Kim, 2009; Chorpita et al., 2011). In one 
recent study, 75% of depressed youths treated with CBT no longer showed signs of 
depression by the end of treatment (Weisz et al., 2009). CBT typically involves social 
skills training (e.g., learning how to start a conversation and make friends), training 
in problem-solving skills, increasing frequency of rewarding activities, and countering 
depressive thoughts. In addition, family therapy may help families resolve underlying 
conflicts and reorganize their relationships so that members can become more support-
ive of each other.

Lithium can be used to treat and prevent manic episodes in bipolar children, but 
questions remain about its effectiveness with children (NIMH, 2008). SSRI-type anti-
depressant drugs such as fluoxetine (brand name Prozac) show therapeutic benefits in 
treating depression in children and adolescents (March et al, 2004). The combination 
of CBT and antidepressants may be used to boost the effectiveness of either treatment 
alone (March & Vitiello, 2009). However, concerns have been raised that psychiatric 
drugs, including stimulants and antidepressants, are being prescribed much too widely in 
treating children with psychological problems, as we examine in Thinking Critically About 
Abnormal Psychology on page 514.

truth OR fiction

Difficulties at school, problem 
behaviors, and physical complaints 
may actually be signs of depression in 
children.

 TRUE Children may not label 
what they are feeling as depression 
or be able to put into words how 
they feel. Depression is often masked 
by conduct problems, academic 
problems, and physical complaints.
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Suicide in Children and Adolescents
Suicide is rare in childhood and early adolescence but becomes more common in late 
adolescence and early adulthood (Pelkonen & Marttunen, 2003). Among college stu-
dents, suicide is the second leading cause of death, after motor vehicle accidents (Rawe 
& Kingsbury, 2006). Among young people overall in the 15- to 24-year-old age group, 
suicide is the third most common cause of death, after accidents and homicides (NIMH, 
2003; Winerman, 2004). Approximately 1 person per 10,000 (0.01%) in this age range 
commits suicide. Official statistics only account for reported suicides; some apparent acci-
dental deaths, such as those due to falling from a window, may be suicides as well. T / F

Despite the commonly held view that children and adolescents who talk about 
suicide are only venting their feelings, most young people who kill themselves send out 
signals beforehand (Bongar, 2002). In fact, those who discuss their plans are the ones 
most likely to carry them out. Unfortunately, parents tend not to take their children’s 
suicidal talk seriously.

In addition to increasing age, other factors associated with heightened risk of sui-
cide in children and adolescents include the following (e.g., Dervic, Brent & Oquendo, 
2008; Fergusson & Woodward, 2002; NIMH, 2003; Pelkonen & Marttunen, 2003):

•	 Gender. Girls, like women, are three times more likely than boys to attempt sui-
cide. However, boys, like men, are more likely to succeed, perhaps because boys, 
like men, are more apt to use lethal means, such as guns.

•	 Geography. Adolescents in less-populated areas are more likely to commit suicide. 
Adolescents in the rural western regions of the United States have the highest sui-
cide rate.

•	 Ethnicity. The suicide rates for African American, Asian American, and Hispanic 
American youth are about 30% to 60% lower than that of (non-Hispanic) White 
youth. Yet, as noted in Chapter 7, the highest suicide rates in the United States are 
among Native American adolescent and young adult males (Meyers, 2007).

•	 Depression and hopelessness. Depression figures as prominently in youth suicide as 
it does in adult suicide, especially when it is combined with feelings of hopeless-
ness and low self-esteem.

•	 Previous suicidal behavior. One-quarter of adolescents who attempt suicide are 
repeaters. More than 80% of adolescents who take their lives have talked about 
it before doing so. Suicidal teenagers may carry lethal weapons, talk about death, 
make suicide plans, or engage in risky or dangerous behavior.

•	 Prior sexual abuse. In an Australian sample, young people with a history of childhood 
sexual abuse had rates of suicide more than 10 times higher than the national average 
(Plunkett et al., 2001). Moreover, about one-third of young people who had been 
abused had attempted suicide, compared to none in a nonabused control group.

•	 Family problems. Family problems contribute to an increased risk of suicide 
attempts and actual suicides. These problems include family instability and 
 conflict, physical or sexual abuse, loss of a parent due to death or separation, and 
poor parent–child communication.

•	 Stressful life events. Many suicides among young people are directly preceded by 
stressful or traumatic events, such as breaking up with a girlfriend or boyfriend, 
having an unwanted pregnancy, getting arrested, having problems at school, mov-
ing to a new school, or having to take an important test.

•	 Substance abuse. Addiction in the adolescent’s family, or substance abuse by the 
adolescent, is a factor.

•	 Social contagion. Adolescent suicides sometimes occur in clusters, especially when 
a suicide or a group of suicides receives widespread publicity. Adolescents may 

truth OR fiction

Suicide is unfortunately quite common 
among young teens around the time 
of puberty.

 FALSE Actually, suicide is 
rare among children and young 
adolescents. But the risks increase with 
age into late adolescence and early 
adulthood.

13.10 Identify risk factors for 
suicide among adolescents.
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Thinking CRiTiCally about abnormal psychology

@Issue: Are We Overmedicating Our Kids?

T he rising use of psychiatric drugs in recent years to treat 
ADHD, depression, and other psychological disorders in 
children has been nothing short of explosive.

Roughly	three	million	children	in	the	United	States	receive	psychi-
atric medication for emotional or behavioral problems (Simpson 
et al.,	2008).	The	great	majority	of	medicated	children,	about	90%,	
are prescribed stimulants or other drugs to control ADHD. The use 
of stimulant drugs for ADHD has increased dramatically in recent 
years—up about twentyfold since the 1980s (Sroufe, 2012). Today, 
about	5%	of	American	children	and	adolescents	are	treated	with	
stimulant	medications	(Smith,	2012;	Zuvekas	&	Vitiello,	2012).

Among adolescents, use of antidepressants nearly matches that 
ADHD	medication.	About	5%	of	12-	to	19-year	olds	are	receiving	
antidepressants,	with	another	6%	receiving	ADHD	drugs,	primarily	
stimulant medication (Sharpe, 2012). Antidepressants are used to 
treat teens with depression, panic disorder, and eating disorders. 
Increasing numbers of young people are also receiving other  
psychiatric drugs, including mood stabilizers (anticonvulsants), anti-
anxiety drugs, sleep medications, and even powerful antipsychotic 
drugs (Olfson et al., 2012).

Two flashpoints in the controversy concern the use of powerful 
antipsychotic	drugs	and	the	use	of	Ritalin	and	other	stimulant	drugs	
to	control	hyperactivity.	Antipsychotic	drugs	such	as	Risperdal	and	
Zyprexa (discussed in Chapter 11) used to treat schizophrenia in 
adults have become more widely used in treating ADHD, even 
though these drugs are not approved for that purpose. These drugs 
carry risks of serious side effects, including serious metabolic disor-
ders and potentially irreversible tic disorders, such as tardive dys-
kinesia (also discussed in Chapter 11). These potent antipsychotic 
drugs are also used to treat other problem behaviors in children  
and teens, including aggressive behavior and bipolar disorder 
(Olfson	et	al.,	2012).	(See	further	discussion	in	“The	Bipolar	Kid”	on	
page 516).

With so many children receiving powerful psychiatric drugs, critics 
claim we are too ready to seek a “quick fix” for problem behavior 
rather than examining contributing factors, such as family  conflicts, 
that may take more effort and time to treat. One pediatrician 
expressed these concerns in 1996 in a way that still resonates 
today: “It takes time for parents and teachers to sit down and talk 
to kids. . . . It takes less time to get a child a pill” (Hancock, 1996, 
p. 52). If a child is not sitting quietly at his or desk doing schoolwork, 
there is pressure to find a chemical solution. Young people who 
become accustomed to using powerful psychiatric drugs to control 
negative feelings may be discouraged from finding other ways of 
managing them (Sharpe, 2012).

The two sides of the debate are clearly drawn. Critics contend that 
we	are	overusing	psychiatric	drugs,	especially	Ritalin.	They	point	
to the risk of potentially troubling side effects, such as weight loss 

and	sleeplessness	from	Ritalin,	and	express	concerns	that	we	just	
don’t know how stimulants and other powerful psychiatric drugs 
affect	still-developing	brains	(e.g.,	Geller,	2006;	Stambor,	2006).	Nor	
can we rule out that ADHD drugs cause cardiovascular problems in 
	children	and	adolescents	(Kratochvil,	2012;	Vitiello	et	al.,	2012).

The effects of stimulant drugs are also limited, very limited. They 
may enhance the child’s ability to concentrate for a short time, 
but become less effective over time and do not lead to general 
improvements in grades or academic performance (Sroufe, 2012). 
A leading researcher on ADHD, psychologist L. Alan Sroufe, com-
mented that the fixation on finding a pill to fix behavior problems 
in children is short-sighted: “The illusion that children’s behavior 
problems can be cured with drugs prevents us as a society from 
seeking the more complex solution that will be necessary” (cited in 
Sroufe, 2012, p. 6). As Sroufe points out, we cannot expect to solve 
all of the problems we face in life with a pill. Critics contend that 
while alternative treatments, such as CBT, are available to treat many 
of these problems, they remain underused in comparison with the 
prescription pad.

On the other side of the debate, proponents of drug therapy point 
to the therapeutic benefits of using drugs to treat disorders such as 
ADHD and depression. Stimulant drugs can help calm down hyper-
active children and improve concentration, and antidepressants can 
combat anxiety and depression. However, we still lack evidence of 
the long-term effectiveness and safety of using psychiatric drugs 
with youths.

Clouding the picture further are warnings issued by the Food and 
Drug Administration (FDA) about a small increased risk of suicidal 
symptoms in youths and young adults treated with antidepres-
sant medication. This increased risk seems to apply only to young 
people under the age of 25 (Stone et al., 2009). However small the 
increased risk may be, providers and family members need to care-
fully watch for warning signs of suicidal behavior in young patients 
(Reeves	&	Ladner,	2009).	Clinicians	also	need	to	be	aware	of	fac-
tors that may raise the risk of self-harm in adolescents treated with 
antidepressants, such as the presence of suicidal thinking, family 
conflict, and drug use (Brent et al., 2009). The FDA warnings are 
having an effect, as the numbers of prescriptions for antidepressants 
for adolescents declined since the warnings went into effect (Clarke 
et al., 2012).

Not only are millions of children taking psychiatric drugs, but an 
estimated 1.6 million are taking two or more drugs, sometimes 
even three or more, at a time. For example, many kids are taking 
stimulants for ADHD and antidepressants or mood stabilizers for 
mood disorders. However, we have only minimal evidence to sup-
port the use of taking two psychiatric drugs at the same time and 
no evidence at all to support the use of three or more drugs (Harris, 
2006). As psychiatrist Daniel Safer, a leading authority on the use of 
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romanticize suicide as a heroic act of defiance. There are often suicides or attempts 
among the siblings, friends, parents, or adult relatives of suicidal adolescents. 
Perhaps the suicide of a family member or schoolmate renders suicide a more 
“real” option for managing stress or punishing others. Perhaps the other person’s 
suicide gives the adolescent the impression that he or she is “doomed” to com-
mit suicide. Adolescent suicides may occur in bunches in a community, especially 
when adolescents are subjected to mounting academic pressures, such as compet-
ing for admission to college. Note the case of Pam.

Pam, Kim, and Brian
Pam was an exceptionally attractive 17-year-old who was hospitalized after cutting 
her wrists. “Before we moved to [an upper-middle-class town in suburban New York],” 
she told the psychologist, “I was the brightest girl in the class. Teachers loved me. If 
we had a yearbook, I’d have been the most likely to succeed. Then we moved, and 
suddenly I was hit with it. Everybody was bright, or tried to be. Suddenly I was just 
another ordinary student planning to go to college.

“Teachers were good to me, but I was no longer special, and that hurt. Then 
we all applied to college. Do you know that 90 percent of the kids in the high school 
go	on	to	college?	I	mean	four-year	colleges?	And	we	all	knew—or	suspected—that	
the good schools had quotas on kids from here. I mean you can’t have 30 kids from 
our	senior	class	going	to	Yale	or	Princeton	or	Wellesley,	can	you?	You’re	better	off	
applying from Utah.

“Then	Kim	got	her	early-acceptance	rejection	from	Brown.	Kim	was	number-
one	in	the	class.	Nobody	could	believe	it.	Her	father	had	gone	to	Brown	and	Kim	
had	almost	1,500	SATs.	Kim	was	out	of	commission	for	a	few	days—I	mean	she	didn’t	
come to school or anything—and then, boom, she was gone. She offed herself, kaput, 
no more, the end. Then Brian was rejected from Cornell. A few days later, he was 
gone, too. And I’m like, ’These kids were better than me.’ I mean their grades and 
their SATs were higher than mine, and I was going to apply to Brown and Cornell. I’m 
like, ’What chance do I have? Why bother?’”

From the Author’s Files

 psychiatric drugs in children, put it, “No one has been able to show 
that the benefits of these combinations outweigh the risks in chil-
dren” (cited in Harris, 2006, p. A28.)

One thing on which both sides seem to agree is that drug therapy 
alone is not sufficient to treat psychological problems in children 
and adolescents. The child with academic difficulties, problems at 
home, and low self-esteem needs more than a pill (or a combination 
of pills). Any use of therapeutic drugs needs to be supplemented by 
psychological interventions to help troubled children develop more 
adaptive behaviors. Perhaps drug therapy should be considered a 
second-line treatment when nonpharmacological approaches prove 
ineffective. Sometimes a combination approach works best.

In thinking critically about the issue, answer the following questions:

•	 Why is the prescription of stimulant drugs and antide-
pressants	in	treating	childhood	disorders	controversial?

•	 In many comparable countries, drugs are prescribed 
much less frequently for childhood disorders than they 
are	in	the	United	States.	What	does	this	suggest?

Should this child be medicated? The use of psychiatric drugs in 
children has skyrocketed in recent years. Do you know any children 
who	have	benefited	from	psychiatric	drugs?	What	concerns	does	the	
use	of	these	drugs	pose?	What	alternatives	are	available?
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Thinking CRiTiCally about abnormal psychology

@Issue: The Bipolar Kid

There was a knock at her bedroom door. Six-year-old 
Claire had been happily watching goofy videos on her 
favorite Website, jibjab (Egan, 2008). She had bar-

ricaded the door, using her toy chest and then piling on toys 
and other weighty objects. “If it’s my brother,” she said to 
a visiting journalist, “don’t open it.” She then said that she 
didn’t care if she was being mean, but she couldn’t trust her 
brother. Her brother, Claire said, always jumps out in a bad, 
scary way.

Her brother, 10-year-old James, had been diagnosed with bipo-
lar disorder two years earlier. Like other children with a bipolar 
diagnosis, James had a history of aggressive behavior and epi-
sodes of explosive rage. There were times he would reach out 
to his mother, craving attention, but then suddenly explode into 
a rage, storming away from her, but later returning, seeking to 
connect, cuddle, and even cling to her. A decade or so ago, 
a child like James might have been diagnosed with ADHD or 
ODD. But in the 1990s, many professionals began diagnosing 
children like James with bipolar disorder, a diagnosis that previ-
ously had rarely been applied to children. As the diagnosis of 
childhood-onset bipolar disorder exploded in recent years, so 
too did the use of powerful drugs such as antipsychotics, anti-
convulsives, and lithium that are used in treating adult forms of 
bipolar disorder.

By	the	early	2000s,	as	many	as	1%	of	children	and	adolescents	
in the United States had received a bipolar disorder diagnosis, 
a rate that had jumped some fortyfold compared to the early 
1990s	(Holden,	2008;	Moreno	et	al.,	2007).	Critics	claim	there	
is no real increase in the underlying rates of the disorder, but 
rather a tendency for mental health providers to relabel children 
who previously would have received another diagnosis, such as 
ADHD	or	CD	(Holtmann,	Bölte,	&	Poustka,	2008).

Underscoring concerns about overdiagnosis are findings from 
the National Institute of Mental Health study that showed the 
great	majority	of	children	(80%)	receiving	a	bipolar	disorder	
diagnosis did not meet diagnostic criteria for the disorder 
(Carey,	2012;	Egan,	2008).	On	the	other	side	of	the	debate	are	
those who argue that bipolar disorder is more common in chil-
dren than many mental health professionals suspect and that 
practitioners are only now recognizing a disorder that has been 
overlooked for many years.

Critics also claim that the pharmaceutical industry, which stands  
to profit enormously from medications used to treat bipolar  
disorder, has spurred overdiagnosis of the disorder by encourag-
ing physicians to prescribe the latest drugs (Holden, 2008). As  
University of Washington psychiatrist Jack McClellan put it, “The 
treatment of bipolar disorder is meds first, meds second and 
meds third . . . whereas if these kids have a behavior disorder, 

then behavioral treatment should be considered the primary 
treatment” (cited in Carey, 2010, p. A17).

Bipolar disorder is characterized by clear-cut episodes of 
mania and depression, so professionals need to verify that chil-
dren show both ends of the mood spectrum before reaching a 
diagnosis. Concerns about overdiagnosis of bipolar disorder in 
children and adolescents prompted changes in DSM-5 to limit 
the diagnosis to children with clear signs of bipolar disorder. 
A new diagnosis of disruptive mood dysregulation disorder 
(DMDD) was introduced in DSM-5 to apply to children with 
extreme irritability and severe and frequent temper outbursts 
(like those in the case of James described earlier), but who 
do not show mood changes, inflated self-esteem, pressured 
speech, or other features of mania associated with bipolar 
disorder.

Children diagnosed with DMDD tend to fly off the handle, 
showing intense and prolonged rage reactions. Their frequent 
outbursts are greatly out of proportion to the situation and 
are accompanied by physical aggression against people or 
property or by verbal expressions of rage (Axelson, 2013). 
The diagnosis requires evidence of frequent behavior out-
bursts occurring at least three or more times a week for at 
least a year.

DMDD is a controversial diagnosis in large part because of con-
cerns that it may medicalize or pathologize common behavior 
problems in children, such as frequent temper tantrums. Such 
concerns may be overstated, as recent research shows that only 
about	1%	of	school-age	children	meet	all	criteria	for	the	disor-
der (Copeland et al., 2013). However, we should recognize that 
explosive rage may be a sign of other disorders, such as ADHD, 
CD, and ODD, or even bipolar disorder. All in all, how the new 
DMDD disorder will play out in practice remains to be seen 
(Carey, 2012b).

Why does it matter whether children are diagnosed with bipolar 
disorder	or	another	disorder	like	ADHD?	The	main	reason	is	that	
diagnosis is used to guide treatment. Drugs used to treat ADHD, 
especially	stimulant	drugs	like	Ritalin,	can	trigger	or	exacerbate	
manic episodes, whereas bipolar drugs like lithium would be 
inappropriate and potentially harmful if used to treat ADHD.

Controversy also swirls around potential risks of treating young 
children with powerful antipsychotic drugs often used with 
bipolar	adults.	Although	atypical	antipsychotics	like	Risperdal	
(generic name risperidone) can blunt anger and explosive rage, 
they are also associated with risk of significant weight gain  
(typically	about	7%	or	more)	and	metabolic	changes	that	may	
lead	to	diabetes	and	heart	disease	(Correll	et	al.,	2009;	Varley	&	 
McClellan, 2009). Other drugs, like lithium and anticonvulsive 
drugs used to treat epilepsy, also carry risks of significant side 
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You can see how catastrophizing thoughts play a role in such tragic cases. Consistent 
with the literature on suicide among adults, young people who attempt suicide do not use 
active problem-solving strategies in handling stressful situations. They may see no other 
way out of their perceived failures or stresses. As with adults, one approach to working 
with suicidal children helps them to challenge distorted thinking and generate alternative 
strategies for handling problems and stressors. Promising prevention programs, including 
school-based skills training programs, have been developed, but evidence supporting their 
effectiveness remains to be gathered (Gould et al., 2003).

Elimination Disorders
Fetuses and newborn children eliminate waste products reflexively. As children develop 
and undergo toilet training, they develop the ability to inhibit the natural reflexes that 
govern urination and bowel movements. For some children, however, problems with con-
trolling elimination persist in the form of enuresis and encopresis, disorders of elimination 
that are not due to organic causes.

Enuresis
The term enuresis derives from the Greek roots en-, meaning “in,” and ouron, meaning 
“urine.” Enuresis is failure to control urination after one has reached the “normal” age 
for attaining such control. Conceptions of what age is normal for achieving control vary 
among clinicians.

To be diagnosed with enuresis according to the DSM, the child must be at least  
5 years of age or at an equivalent developmental level and meet the following criteria:

•	 Repeatedly wetting bedding or clothes (whether intentionally or involuntarily)

•	 Wetting occurs at least twice a week for three months or causes significant distress 
or impairment in functioning

•	 There is no medical or organic basis to the disorder; nor is it caused by use of a 
drug or medication
Enuresis, like so many other developmental disorders, is more common among 

boys. Bed-wetting affects upward of seven million children age 6 years and over in the 
United States (Lim, 2003). An estimated five to ten percent of children meet diagnostic 
criteria for enuresis at age 5 (APA, 2013). The disorder usually resolves itself by adoles-
cence, if not earlier, although in about 1% of cases, the problem continues into adulthood. 

effects and complications. No one knows for certain what the 
long-term effects of these drugs may be on the developing brain 
of	the	child	or	adolescent	(Kumra	et	al.,	2008).

Another question is whether children who show frequent  temper 
tantrums will now be medicated because a new diagnosis is 
 rendered—DMDD. Many professionals believe the DMDD diag-
nosis will only exacerbate the overmedication of children, by 
focusing efforts on finding drugs that control disruptive behav-
iors rather than helping children learn to regulate their negative 
emotions and using behavioral techniques to help children learn 
more adaptive behaviors.

Clearly, children who receive a bipolar diagnosis have serious 
behavioral problems that can cause enormous difficulties for them 
and their families. As research continues, we hope to learn more 
about the best ways of conceptualizing and treating “bipolar kids.”

In thinking critically about the issue, answer the following 
 questions:

•  What do you believe accounts for the surge in diagnoses of 
bipolar	disorder	in	children	in	recent	years?

•	 	Should children with the types of behavior problems that 
lead to a bipolar diagnosis be treated with powerful psy-
chiatric	drugs	or	by	other	forms	of	treatment?	Explain.

13.11 Describe the key 
features of elimination disorders 
and evaluate methods of 
treating bed-wetting.
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As you might suspect, enuresis can be extremely distressing, especially to the 
older child (Butler, 2004). Wetting may occur during nighttime sleep only, during 
waking hours only, or during both nighttime sleep and waking hours. Nighttime-only 
enuresis is the most common type, and accidents occurring during sleep are referred to as 
bed-wetting. Achieving bladder control at night is more difficult than achieving daytime 
control. When asleep at night, children must learn to wake up when they feel the pres-
sure of a full bladder and then go to the bathroom to relieve themselves. The younger the 
“trained” child is, the more likely she or he is to wet the bed at night. It is perfectly nor-
mal for children who have acquired daytime control over their bladders to have night-
time accidents for a year or more. Bed-wetting usually occurs during the deepest stage 
of sleep and may reflect immaturity of the nervous system. The diagnosis of enuresis 
applies in cases of repeated bed-wetting or daytime wetting of clothes by children of at 
least 5 years of age.

THEORETICAL PERSPECTIVES Psychodynamic explanations of enuresis suggest that 
it represents the expression of hostility toward children’s parents because of harsh toilet 
training. It may represent regression in response to the birth of a sibling or some other 
stressor or life change, such as starting school or suffering the death of a parent or rela-
tive. Learning theorists point out that enuresis occurs most commonly in children whose 
parents attempted to train them early. Early failures may have connected anxiety with 
efforts to control the bladder. Conditioned anxiety, then, induces rather than curbs uri-
nation.

Primary enuresis, the most prevalent form of the disorder, characterizes chil-
dren with persistent nocturnal bed-wetting who have never established urinary control 
through the night. It is due to maturational delays that have genetic underpinnings (Mast 
& Smith, 2012; Wei et al., 2010). We don’t yet understand the genetic mechanism in 
enuresis, but one possibility implicates the genes that regulate the rate of development of 
motor control over eliminatory reflexes by the cerebral cortex. Although genetic factors 
appear to be involved in the transmission of primary enuresis, it is likely that environmen-
tal and behavioral factors also come into play in determining the development and course 
of the disorder. The other type of enuresis, secondary enuresis, is apparently not geneti-
cally influenced and characterizes children with occasional bed-wetting who developed 
the problem after having established urinary control.

TREATMENT Enuresis usually resolves itself as children mature. Behavioral methods 
have been shown to be helpful when enuresis endures or causes parents or children great 
distress, however. These methods condition children to wake up when their bladders are 

full. One dependable example is the use of a urine alarm method, a variation on 
a technique introduced by psychologist O. Hobart Mowrer in the 1930s.

The problem in bed-wetting is that children with enuresis continue 
to sleep despite bladder tension that awakens most other children (Butler, 
2004). As a consequence, they reflexively urinate in bed. Mowrer pioneered 
the use of the urine alarm, which in its present form involves a moisture-
activated alarm that is placed beneath the sleeping child. A sensor sounds the 
alarm when the child wets the bed, which awakens the child (Lim, 2003). 
After several repetitions, most children learn to awaken in response to blad-
der tension—before the alarm is sounded. The technique is usually explained 
through principles of classical conditioning. Tension in children’s bladders is 
paired repeatedly with a stimulus (an alarm) that wakes them up when they 
wet the bed. The bladder tension (a conditioned stimulus) elicits the same 
response (waking up—the conditioned response) that is elicited by the alarm 
(the unconditioned stimulus). T / F

Treatment for enuresis, generally involving the urine alarm technique 
or drug therapy, is often helpful (Houts, 2010). Certain psychiatric drugs 
can also be helpful, such as fluvoxamine (brand name Luvox), an SSRI-type 

urine alarm. The urine alarm method is 
widely used in the treatment of nighttime 
enuresis. How does the method illustrate the 
principles	of	classical	conditioning?

truth OR fiction

Principles of classical conditioning can 
be applied to treat bed-wetting in 
children.

 TRUE The use of a urine alarm 
can help condition the enuretic child 
to awaken to the pressure of a full 
bladder. In this paradigm, what is the 
unconditioned stimulus and what is 
the	conditioned	stimulus?
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 antidepressant that works on brain systems that control urination. However, the urine 
alarm technique has the highest cure rates and the lowest relapse rates among available 
treatments (Glazener, Evans, & Peto, 2000; Thiedke, 2003). The higher relapse rates 
associated with drug treatment underscores the fact that therapeutic drugs by themselves 
do not teach any new skills or adaptive behaviors that can be retained beyond the active 
treatment period.

Encopresis
The term encopresis derives from the Greek roots en- and kopros, meaning “feces.” 
Encopresis is lack of control over bowel movements that is not caused by an organic 
problem. The child must have a chronological age of at least 4 years, or in children with 
intellectual impairment, a mental age of at least 4 years. About 1% of 5-year-olds have 
encopresis (APA, 2013). Like enuresis, this condition is most common among boys. 
Soiling may be voluntary or involuntary and is not caused by an organic problem, except 
in cases in which constipation is involved. Among the possible predisposing factors are 
inconsistent or incomplete toilet training and psychosocial stressors, such as the birth of a 
sibling or beginning school.

Soiling, unlike enuresis, is more likely to happen during the day than at night. It 
can thus be keenly embarrassing to the child. Classmates often avoid or ridicule soilers. 
Because feces have a strong odor, teachers may find it hard to act as though nothing has 
happened. Parents, too, are eventually galled by recurrent soiling and may increase their 
demands for self-control and employ powerful punishments for failure. As a result, chil-
dren may hide soiled underwear, distance themselves from classmates, or feign sickness to 
stay at home. Their levels of anxiety concerning soiling increase. Because anxiety, which 
involves arousal of the sympathetic branch of the autonomic nervous system, promotes 
bowel movements, control may become yet more elusive. Not surprisingly, children who 
soil have more emotional and behavioral problems than those who do not soil (Joinson 
et al., 2006).

When soiling is involuntary, it is often associated with constipation, impaction, or 
retention that results in subsequent overflow. Constipation may be related to psychologi-
cal factors, such as fears associated with defecating in a particular place or with a more 
general pattern of negativistic or oppositional behavior. Or constipation may be related to 
physiological factors, such as complications from an illness or from medication. Much less 
frequently, encopresis is deliberate or intentional.

Soiling often appears to follow harsh punishment for an accident or two, particu-
larly in children who are already highly stressed or anxious. Harsh punishment may rivet 
children’s attention on soiling. They may then ruminate about soiling, raising their level 
of anxiety so that self-control is impaired.

Behavior therapy techniques are helpful in treating encopresis (Loening-Baucke, 
2002). Treatment generally involves the parents rewarding (by praise and other means) 
successful attempts at self-control and using mild punishments for continued accidents 
(e.g., gentle reminders to attend more closely to bowel tension and having the child clean 
her or his own underwear). When encopresis persists, thorough medical and psychologi-
cal evaluation is recommended to determine possible causes and appropriate treatments.
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Normal and Abnormal Behavior in Childhood 
and Adolescence
13.1 Explain the differences between normal and abnormal 
behavior in childhood and adolescence and the role of cultural 
beliefs in determining abnormality.
In addition to the criteria described in Chapter 1 in distinguishing 
between normal and abnormal behavior in general, we need to take 
into account the child’s age and cultural background in determining 
whether a child’s or adolescent’s behavior is abnormal with respect 
to deviating from developmental and normative standards. We also 
need to consider cultural norms in determining whether behavior in 
a given culture is deemed abnormal.

13.2 Describe the effects of child abuse.
The effects of child abuse range from physical injuries, even death, to 
emotional consequences, such as difficulties forming healthy attach-
ments, low self-esteem, suicidal thinking, depression, and failure to 
explore the outside world, among other problems. The emotional 
and behavioral consequences of child abuse and neglect often extend 
into adulthood.

Autism and Autism Spectrum Disorder
13.3 Describe key features of autism spectrum disorder and 
ways of understanding and treating it.
Children with autism spectrum disorder seem detached from others 
or utterly alone and show deficits in social interactions and ability to 
develop and maintain relationships, repetitive or restricted movements 
or behaviors, restricted or fixated interests, attempts to preserve sameness 
and routines, and peculiar speech habits such as repetitive speech, echo-
lalia, pronoun reversals, and idiosyncratic speech. The causes of autism 
remain unknown, but increasing evidence points to roles of genetic fac-
tors and brain abnormalities, perhaps in combination with as yet unspec-
ified environmental influences. Gains in academic and social functioning 
have been obtained through the use of intensive behavior therapy.

Intellectual Disability
13.4 Describe the key features and causes of intellectual  
disability.
Intellectual disability (ID) is characterized by major impairment of 
intellectual and adaptive abilities. It is assessed by intelligence tests 
and measures of functional ability. Most cases fall in the mild range. 
ID is caused by chromosomal abnormalities, such as Down syndrome; 
genetic disorders, such as Fragile X syndrome and phenylketonuria; 
prenatal factors, such as maternal diseases and alcohol use; and famil-
ial–cultural factors associated with intellectually impoverished home 
or social environments.

Learning Disorder
13.5 Identify the types of deficits associated with learning 
disorders and describe ways of understanding and treating 
learning disorders.
Learning disorders (also called learning disabilities) are specific 
deficits in the development of reading, writing, math, or executive 
function skills. The causes remain under study but probably involve 
underlying brain dysfunctions that make it difficult to process or 
decode visual and auditory information. Intervention focuses mainly 
on attempts to remediate specific skill deficits.

Communication Disorders
13.6 Define the concept of communication disorders and 
identify specific types.
These disorders are characterized by impaired understanding or use 
of language. The specific types of communication disorders include 
language disorder, speech sound disorder, childhood-onset fluency 
disorder (stuttering), and social (pragmatic) communication disorder.

Problem Behaviors: Attention-Deficit/
Hyperactivity Disorder, Oppositional Defiant 
Disorder, and Conduct Disorder
13.7 Describe the key features of attention-deficit/ 
hyperactivity disorder, oppositional defiant disorder, and  
conduct disorder.
Attention-deficit/hyperactivity disorder (ADHD) is characterized by 
impulsivity, inattention, and hyperactivity. Children with conduct 
disorder intentionally engage in antisocial behavior. Children with 
oppositional defiant disorder (ODD) show negativistic or opposi-
tional behavior but not the outright delinquent or antisocial behavior 
characteristic of conduct disorder. However, ODD may lead to the 
development of conduct disorder.

13.8 Describe causal factors in ADHD and evaluate treatment 
methods.
Causal factors in ADHD focus on an interaction of genetic and envi-
ronmental factors, such as inconsistent or poor parenting behaviors, 
affecting the executive control functions of the brain. Stimulant med-
ication is generally effective in reducing hyperactivity and increasing 
attention in ADHD children, but it has not led to general academic 
gains. Behavior therapy may help ADHD children adapt better to 
school. Behavior therapy can also be helpful in modifying behaviors 
of children with conduct disorders and oppositional defiant disorder.

Childhood Anxiety and Depression
13.9 Describe the key features of anxiety disorders and 
depression in children and adolescents.
Anxiety disorders in children and adolescents commonly include 
specific phobias, social phobia, and GAD. Children may also show 
separation anxiety disorder, which involves excessive anxiety at times 
when they are separated from their parents. Cognitive biases, such 
as expecting negative outcomes, negative self-talk, and interpreting 
ambiguous situations as threatening, figure prominently in anxiety 
disorders in children and adolescents, as they often do in adults.

summing up13



Abnormal Behavior in Childhood and Adolescence  CHAPTER 13  521

Depressed children, especially younger children, may not report 
or be aware of feeling depressed. Depression may also be masked by 
seemingly unrelated behaviors, such as conduct disorders. Depressed 
children also tend to show cognitive biases associated with depression 
in adulthood, such as adoption of a pessimistic explanatory style and 
distorted thinking. Although rare, suicide in children does occur and 
threats should be taken seriously.

13.10 Identify risk factors for suicide among adolescents.
Risk factors for adolescent suicide include gender, age, geography, 
race, depression, past suicidal behavior, strained family relationships, 
stress, substance abuse, and social contagion.

Elimination Disorders
13.11 Describe the key features of elimination disorders and 
evaluate methods of treating bed-wetting.
Elimination disorders involve problems of impaired control over 
urination (enuresis) or bowel movements (encopresis) that cannot 
be accounted for by organic causes. Both disorders are more com-
mon in boys. The best established method for treating bed-wetting 
is the urine alarm method, a technique that conditions children 
with enuresis to respond to bladder tension by awakening before  
urinating.

Based on your reading of this chapter, answer the following  
questions:

•	 Do you believe children with intellectual disability should be 
mainstreamed within regular classes? Why or why not?

•	 Do you believe people with learning disorders should be given 
special consideration, such as extra time, when taking standardized 
tests like the Scholastic Aptitude Test (SAT)? Why or why not?

•	 If you had a child with ADHD, would you consider using stimu-
lant drugs like Ritalin? Why or why not?

•	 Do you know children who were treated for a psychological disor-
der? What treatments did they receive? What were the outcomes?

critical thinking questions
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learning objectives
14.1 

Define the concept of neurocognitive 
disorder and identify three major types.

14.2 
Describe the key features 

and causes of delirium.

14.3 
Describe the key features and causes 

of major neurocognitive disorder.

14.4 
Describe the key features of mild 

neurocognitive disorder.

14.5 
Describe the key features and 

causes of Alzheimer’s disease and 
evaluate current treatments.

14.6 
Identify and describe other types 

of neurocognitive disorders.

14.7 
Identify other psychological 
disorders related to aging.

14
truth or fiction

T  F   Dementia is a normal part of the aging process. (p. 529)

T  F   Most older adults who develop mild cognitive impairment (MCI) go on to 
develop Alzheimer’s disease within 5 to 10 years. (p. 530)

T  F   People who become occasionally forgetful as they age are probably  
suffering from the early stages of Alzheimer’s disease. (p. 530)

T  F   Fortunately, we now have drugs that can halt the progression of 
Alzheimer’s disease or even cure it in some cases. (p. 534)

T  F   After a motorcycle accident, a medical student failed to recognize the 
woman he had married a few weeks earlier. (p. 538)

T  F   A famous folksinger and songwriter was misdiagnosed with alcoholism 
and spent several years in mental hospitals until the correct diagnosis was 
made. (p. 541)

T  F   A form of dementia is linked to mad-cow disease. (p. 543)

T  F   Anxiety disorders are the most common psychological disorders among 
older adults, even more common than depression. (p. 544)

“You should pray for a sound mind in a sound body.”
—Juvenal, Roman poet, 55–127 b.c.e.

“I” “Now Is the Last Best Time”
The disease [Alzheimer’s disease] works slowly, destroying the mind, stealing life in a 
tedious, silent dance of death. Slowly the memory is impaired, and then you wander 
in a world without certainty and names. Yesterdays disappear, except those long 
ago. Eventually there is a descent into silence and a dependence on  caretakers. 
Hands other than yours feed and bathe you. A cipher takes your place amid the 
tubes and tragedy. By the end, Alzheimer’s leaves its victims silent, quivering in their 
flesh, awaiting the last rites. Some common illness often takes credit on the death 
certificate. . . .

I am alone and I can hear water running somewhere in the house. I don’t 
remember going to the bathroom. Who else turned on the water?

Writing sometimes becomes difficult. Words vanish before they reach the 
page. Most of the time the biggest drawback is my plummeting typing accuracy. 
So far there are few words the spell checker cannot correct. . . .

I do not want to succumb to this illness, but I am powerless in its clutches. 
Words come when I sit down to write, but they dance away seductively, and meaning 
and substance disappear quickly. Of course, this is not new; such things happen many 
times, but before they were retrievable and now they are not. . . .

There are many days of tears now. Some mornings I wake and my eyes are 
wet. I cry, choked with emotion I cannot express. I am having trouble reading the 
writing I do with a pencil or pen. It used to be clear and sharp; now it wobbles and 
is full of uncertainty. The words come normally but the letters are sometimes not in 
the proper order. I spend valuable time deciphering the meaning in each letter of the 
alphabet until the word’s meaning becomes clear. Progress is slow and I am losing 
time. A few months ago I had no trouble writing. I have to be careful to spell correctly 
but sometimes. . . .
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I am aware of the loss of language more than ever before. I am afraid to write 
because watching the words come out distorted is painful and it reveals the destruc-
tive power of the disease over which I have no control.

Now is the last best time.

From DeBaggio, 2002

Having a “sound mind in a sound body” is an ancient prescription for a healthy and happy 
life. However, brain diseases and injuries can make us unsound in both body and mind. 
When damage to the brain results from an injury or stroke, the deterioration in cognitive, 
social, and occupational functioning can be rapid and severe. In the case of a more gradual 
but progressive form of deterioration, such as in Alzheimer’s disease (AD), the decline of 
mental functioning is more gradual but leads eventually to a state of virtual helplessness. 
Sadly, people with Alzheimer’s may come to realize that each day is their last best time.

In this chapter, we focus on the class of psychological disorders called neurocogni-
tive disorders. These disorders arise from injuries or diseases that affect the brain. Some 
of these diseases, including AD, primarily affect older adults. Other neurocognitive disor-
ders affect people of different age groups, not just older adults (Ganguli et al., 2012). We 
begin by discussing the various types of neurocognitive disorders and then focus on other 
psychological disorders that tend to affect people in late adulthood.

Neurocognitive Disorders
Neurocognitive disorders are diagnosed based on deficits in cognitive functioning that 
represent a marked change from the individual’s prior level of functioning. These dis-
orders were formerly called cognitive disorders in earlier versions of the DSM, but the 
nomenclature was broadened in DSM-5 to better reflect the fact that cognitive functions 
such as thinking, memory, and attention are closely linked to particular brain regions and 
neural pathways or networks in the brain (Ganguli et al., 2012). Neurocognitive disorders 
are not psychologically based; they are caused by physical or medical diseases or drug 
use or withdrawal that affect the functioning of the brain. In some cases, the specific cause 
of the neurocognitive disorder can be pinpointed; in others, it cannot. Although these 
disorders are biologically based, psychological and environmental factors play key roles in 
determining the impact and range of disabling symptoms as well as the individual’s ability 
to cope with them.

Our ability to perform cognitive functions—to think, reason, store, and recall 
information—depends on the functioning of the brain. Neurocognitive disorders arise 
when the brain is either damaged or impaired in its ability to function due to injury, ill-
ness, exposure to toxins, or use or abuse of psychoactive drugs. The more widespread the 
damage to the brain, the greater and more extensive the impairment in functioning. The 
extent and location of brain damage largely determine the range and severity of impair-
ment. The location of the damage is also critical because many brain structures or regions 
perform specialized functions. Damage to the temporal lobe, for example, is associated 
with defects in memory and attention, whereas damage to the occipital lobe may result 
in visual–spatial deficits, as in the famous case of Dr. P., a distinguished musician and 
teacher who lost the ability to visually recognize objects, including faces.

In The Man Who Mistook His Wife for a Hat, the neurologist Oliver Sacks (1985) 
recounts how Dr. P. failed to recognize the faces of his students at the music school. When 
a student spoke, however, Dr. P. immediately recognized his or her voice. Not only did 
the professor fail to discriminate faces visually, but sometimes he perceived faces where 
none existed. He patted the heads of fire hydrants and parking meters, which he took to be 
children. He warmly addressed the rounded knobs on furniture. Dr. P. and his  colleagues 
generally dismissed these peculiarities as jokes—after all, Dr. P. was well known for his 
oddball humor and jests. His music remained as accomplished as ever, and his general 
health seemed fine, so these misperceptions seemed little to be concerned about.

14.1 Define the concept of 
neurocognitive disorder and 
identify three major types.
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Not until three years later did Dr. P. seek a neurological eval-
uation. His ophthalmologist had found that although Dr. P.’s eyes 
were healthy, he had problems interpreting visual stimulation. So 
he made the referral to Dr. Sacks, a neurologist. When Dr. Sacks 
engaged Dr. P. in conversation, Dr. P.’s eyes fixated oddly on mis-
cellaneous features of Dr. Sacks’s face—his nose, then his right ear, 
then his chin, sensing parts of his face but apparently not connect-
ing them in a meaningful pattern. When Dr. P. sought to put on 
his shoe after a physical examination, he confused his foot with the 
shoe. When preparing to leave, Dr. P. looked around for his hat, and 
then . . .

[Dr. P.] reached out his hand, and took hold of his wife’s head, tried to 
lift it off, to put it on. He had apparently mistaken his wife for a hat! 
His wife looked as if she was used to such things. (Sacks, 1985, p. 10)

Dr. P.’s peculiar behavior may seem amusing to some, but his 
loss of visual perception was tragic. Although Dr. P. could identify 
abstract forms and shapes—a cube, for example—he no longer rec-
ognized the faces of his family, or his own. Some features of particu-
lar faces would strike a chord of recognition. For example, he could 
recognize a picture of Einstein from the distinctive hair and mustache and a picture of 
his own brother from the square jaw and big teeth. But he was responding to isolated 
features, not grasping the facial patterns as wholes.

Sacks recounts a final test:

It was still a cold day, in early spring, and I had thrown my coat and gloves on the sofa.
“What is this?” I asked, holding up a glove.
“May I examine it?” he asked, and, taking it from me, he proceeded to examine it as 

he had examined the geometrical shapes.
“A continuous surface,” he announced at last, “infolded on itself. It appears to 

have”—he hesitated—“five outpouchings, if this is the word.”
“Yes,” I said cautiously. “You have given me a description. Now tell me what it is.”
“A container of some sort?”
“Yes,” I said, “and what would it contain?”
“It would contain its contents!” said Dr. P., with a laugh. “There are many 

 possibilities. It could be a change-purse, for example, for coins of five sizes. It could . . ..”
I interrupted the blarney flow. “Does it not look familiar? Do you think it might 

contain, might fit, a part of your body?”
No light of recognition dawned on his face.
No child would have the power to see and speak of “a continuous surface . . . infolded 

on itself,” but any child, any infant, would immediately know a glove as a glove, see it as 
familiar, as going with a hand. Dr. P. didn’t. He saw nothing as familiar. Visually, he was 
lost in a world of lifeless abstractions. (Sacks, 1985, p. 13)

Later, we might add, Dr. P. accidentally put the glove on his hand, exclaiming, 
“My God, it’s a glove!” (Sacks, 1985, p. 13). His brain immediately seized the pattern of 
tactile information, although his visual brain centers were powerless to interpret the shape 
as a whole. That is, Dr. P. showed lack of visual knowledge—a symptom referred to as 
visual agnosia, derived from Greek roots meaning “without knowledge.” Still, Dr. P.’s 
musical abilities and verbal skills remained intact. He was able to function, to dress him-
self, take a shower, and eat his meals, by singing various songs to himself—for example, 
eating songs and dressing songs—that helped him coordinate his actions. However, if 
his dressing song was interrupted while he was dressing himself, he would lose his train 
of thought and be unable to recognize not only the clothes his wife had laid out but also 
his own body. When the music stopped, so did his ability to make sense of the world. 
Sacks later learned that Dr. P. had a massive tumor in the area of the brain that processes 
visual information. Dr. P. was apparently unaware of his deficits, having filled his visually 
empty world with music to function and imbue his life with meaning and purpose.

Does this man’s singing help him coordinate his actions? In a 
celebrated case study, Dr. Oliver Sacks discussed the case of “Dr. P.,” 
who was discovered to be suffering from a brain tumor that impaired 
his ability to process visual cues. Yet he could still eat meals and wash 
and dress himself so long as he could sing to himself.
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Dr. P.’s case is unusual in the peculiarity of his symptoms, but it illustrates the 
universal dependence of psychological functioning on an intact brain. The case also 
shows how some people adjust—sometimes so gradually that the changes are all but 
 imperceptible—to developing physical or organic problems. Dr. P.’s visual problems 
might have been relatively more debilitating in a person who was less talented or who had 
less social support to draw on. The tragic case of Dr. P. illustrates how psychological and 
environmental factors determine the impact and range of disabling symptoms as well as 
the individual’s ability to cope with them.

People who suffer from neurocognitive disorders may become completely depen-
dent on others to meet basic needs in feeding, toileting, and grooming. In other cases, 
although some assistance in meeting the demands of daily living may be required, people 
are able to function at a level that permits them to live semi-independently. The cognitive 
deficit that Dr. P. developed, agnosia, is often a feature of dementia,  a severe neurocogni-
tive disorder in which there is general deterioration of mental functioning.

The DSM-5 restructured the “playing field” for classifying disorders of cognitive 
functioning, organizing them into three types of disorders: delirium, major neurocogni-
tive disorder, and mild neurocognitive disorder. Table 14.1 provides an overview of these 
three major types of neurocognitive disorders in the DSM system.

Delirium
The word delirium derives from the Latin roots de-, meaning “from,” and lira, meaning 
“line” or “furrow.” It means straying from the line or the norm, in perception, cognition, 
and behavior. Delirium is a state of extreme mental confusion in which people have dif-
ficulty focusing their attention, speaking clearly and coherently, and orienting themselves 
to the environment (see Table 14.2). People suffering from delirium may find it difficult 
to tune out irrelevant stimuli or to shift their attention to new tasks. They may speak 
excitedly, but their speech conveys little—if any—meaning. Disorientation as to time (not 
knowing the current date, day of the week, or time) and place (not knowing where one is) 
is common. Disorientation to person (the identities of oneself and others) is not. People in 
a state of delirium may experience terrifying hallucinations, especially visual hallucinations. 
The severity of symptoms tends to fluctuate during the course of the day (APA, 2013).

Disturbances in perceptions often occur, such as misinterpretations of sensory 
stimuli (e.g., confusing an alarm clock for a fire bell) or illusions (e.g., feeling as if the 
bed has an electrical charge passing through it). There can be a dramatic slowing down 
of movement into a state resembling catatonia. There may be rapid fluctuations between 
restlessness and stupor. Restlessness is characterized by insomnia, agitated, aimless move-
ments, even bolting out of bed or striking out at nonexistent objects. This may alternate 
with periods in which the person has to struggle to stay awake.

There are many causes of delirium, including head trauma; metabolic disor-
ders, such as hypoglycemia (low blood sugar); underlying medical conditions such as 
severe infections or heart failure; drug abuse or withdrawal; fluid or electrolyte imbal-
ances; seizure disorders (epilepsy); deficiencies of the B vitamin thiamine; brain lesions; 
stroke and diseases affecting the central nervous system, including Parkinson’s disease, 
AD, viral encephalitis (a type of brain infection), liver disease, and kidney disease (e.g., 
Oldenbeuving et al., 2011; Torpy, Burke, & Glass, 2010).

The prevalence of delirium is estimated at about 1% to 2% in the general com-
munity, but rises to 14% among people over the age of 85 (Inouye, 2006). Delirium most 
often affects hospitalized patients, especially elderly hospitalized patients following surgi-
cal operations (Choi et al., 2012; Day et al., 2012). Between 15% and 50% of elderly 
patients experience delirium following major surgery (Marcantonio, 2012).

Delirium may also occur due to exposure to toxic substances (such as eating cer-
tain poisonous mushrooms), as a side effect of using certain medications, or during states 
of drug or alcohol intoxication. Among young people, delirium is most commonly the 
result of abrupt withdrawal from psychoactive drugs, especially alcohol. However, among 
older patients, it is often a sign of a life-threatening medical condition (Inouye, 2006).

14.2 Describe the key features 
and causes of delirium.
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table 14.1 

Overview of Neurocognitive Disorders

Type of 
Disorder Subtypes or Specifiers 

Approximate 
Lifetime 
Prevalence in 
Population Description Associated Features

Delirium •   Delirium due to a general 
medical condition

•   Substance intoxication delirium
•   Substance withdrawal delirium
•   Medication-induced delirium

Estimated to 
be 1% to 2% 
overall, but 
higher among 
older adults 

States of extreme 
mental confusion 
interfering with 
concentration 
and ability to 
speak coherently

•   Difficulty filtering out irrelevant stimuli 
or shifting attention; excited speech 
that conveys little meaning

•   Disorientation as to time and place; 
frightening hallucinations or other 
perceptual distortions

•   Motor behavior may slow to a stupor or 
fluctuate between states of restlessness 
and stupor

•   Mental states may fluctuate between 
lucid intervals and periods of confusion

Major 
Neurocognitive 
Disorder

(specified below) Estimated to 
be !% to 2% at 
age 65, rising 
to as high  
as 30% by  
age 80

Profound 
deterioration 
of mental 
functioning

•   Most forms, such as dementia due to 
Alzheimer’s disease, are irreversible and 
progressive

•   Significant declines in cognitive abilities 

Mild 
Neurocognitive 
Disorder

(specified below) Estimated to 
be 2% to 10% 
at age 65 and 
between 5% 
and 25% by 
age 85

Mild or modest 
decline in 
cognitive 
impairment over 
time; also called 
mild cognitive 
impairment or 
MCI

•   Complaints about cognitive declines 
must be supported by formal tests of 
cognitive functioning

•   People with the disorder can function 
independently but find it more difficult 
to perform mental tasks they were 
accustomed to performing easily

•   Some cases, but not most, eventually 
progress to Alzheimer’s disease

Subtypes of 
Major and Mild 
Neurocognitive 
Disorders

 •  Neurocognitive disorder due to:
❍ Alzheimer’s disease
❍ Traumatic brain injury
❍ Parkinson’s disease
❍ HIV infection
❍ Huntington’s disease
❍ Prion disease

•   Vascular neurocognitive disorder
•   Frontotemporal neurocognitive 

disorder
•   Substance/medication-induced 

neurocognitive disorder
•   Neurocognitive disorder with 

Lewy bodies

Varies with 
underlying 
condition 

Cognitive 
impairment 
caused by 
a variety of 
underlying 
physical diseases 
or disorders 
that affect brain 
functioning 

•   Level of cognitive impairment can range 
from mild to severe (major)

•   Treatment depends on the underlying 
cause of brain dysfunction

Sources: Prevalence rates derived from APA, 2000, 2013; Hebert et al., 2003.

People with chronic alcoholism who abruptly stop drinking may experience a 
form of delirium called delirium tremens, or DTs. During an acute episode of the DTs, 
the person may be terrorized by wild and frightening hallucinations, such as “bugs crawl-
ing down walls” or on the skin. The DTs can last for a week or more and are best treated 
in a hospital, where the patient can be carefully monitored and the symptoms treated with 
mild tranquilizers and environmental support. Although there are many known causes of 
delirium, in many cases, the specific cause cannot be identified.

Whatever the cause may be, delirium involves a widespread disruption of 
brain activity, possibly resulting from imbalances in the levels of certain neurotrans-
mitters (Inouye, 2006). As a result, the person may be unable to process incoming 
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 information, leading to a state of general confusion. The person may not be able to speak 
or think clearly or to make sense of his or her surroundings. States of delirium may occur 
abruptly, as in cases resulting from seizures or head injuries, or gradually over hours or 
days, as in cases involving infections, fever, or metabolic disorders. During the course 
of delirium, the person’s mental state often fluctuates between periods of clarity (“lucid 
intervals”), which are most common in the morning, and periods of confusion and disori-
entation. Delirium is generally worse in the dark and following sleepless nights.

Unlike dementia or other forms of major neurocognitive disorder (discussed 
below) in which there is a gradual deterioration of mental functioning, delirium develops 
rapidly, generally in a few hours to a few days and involves more clearly disturbed pro-
cesses of attention and awareness (Wong et al., 2010). Also unlike dementia, which typi-
cally follows a chronic and progressive course, delirium tends to clear up spontaneously 
when the underlying medical or drug-related cause is resolved. Psychiatric medication 
may be used to reduce the symptoms (Torpy, Burke, & Glass, 2010). However, if the 
underlying cause persists or leads to further deterioration, delirium may progress to dis-
ability, coma, and even death (Inouye, 2006).

Major Neurocognitive Disorder
Major neurocognitive disorder (commonly called dementia) represents a profound 
decline or deterioration in mental functioning characterized by significant impairment 
of memory, thinking processes, attention, and judgment and by specific cognitive defi-
cits such as those listed in Table 14.3. There are many causes of major neurocognitive 
disorder or dementia, but the most frequent cause is the disabling and degenerative brain 
disease called Alzheimer’s disease (AD). Other causes include brain diseases, such as Pick’s 
disease, and infections or disorders affecting the functioning of the brain, such as men-
ingitis, HIV infection, and encephalitis. In some cases, major neurocognitive disorder or 
dementia can be halted or reversed, especially if it is caused by certain types of tumors, or 
by seizures, metabolic disturbances, or treatable infections, or when it results from depres-
sion or substance abuse. But sadly, the great majority of cases, including the most com-
mon form, dementia due to AD, follow a progressive and irreversible course.

A form of dementia caused by a bacterium had historical significance in the devel-
opment of the medical model of mental disorders. This form of dementia was called 
general paresis (from the Greek parienai, meaning “to relax”) or “relaxation” of the 
brain in its most negative connotation. The dementia resulted from neurosyphilis, a form 
of later-stage syphilis, a sexually transmitted disease caused by the bacterium Treponema 
pallidum. In neurosyphilis, the bacterium directly attacks the brain, resulting in dementia. 
The 19th-century discovery of the connection between this form of dementia and a con-
crete physical illness, syphilis, strengthened the medical model and held out the promise 
that organic causes would eventually be found for other abnormal behavior patterns.

14.3 Describe the key 
features and causes of major 
neurocognitive disorder.

table 14.2 

Features of Delirium

Domain Level of Severity

Mild Moderate Severe

Emotion Apprehension Fear Panic

Cognition and 
perception

Confusion, racing 
thoughts

Disorientation, 
delusions

Meaningless mumbling, 
vivid hallucinations

Behavior Tremors Muscle spasms Seizures

Autonomic 
activity

Abnormally fast 
heartbeat (tachycardia)

Perspiration Fever

Source: Adapted from Freemon (1981), p. 82.
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table 14.3 

Cognitive Deficits Associated with Dementia

Type of Cognitive Deficit Description Further Information

Aphasia Impaired ability to comprehend 
and/or produce speech

There are several types of aphasia. In sensory or receptive aphasia, 
people have difficulty understanding written or spoken language, 
but retain the ability to express themselves through speech. In motor 
aphasia, the ability to express thoughts through speech is impaired, 
but the person can understand spoken language. A person with a 
motor aphasia may not be able to summon up the names of familiar 
objects or may scramble the normal order of words.

Apraxia Impaired ability to perform 
purposeful movements despite 
an absence of any defect in 
motor functioning

There may be an inability to tie a shoelace or button a shirt, although 
the person can describe how these activities should be performed 
and despite the fact that there is nothing wrong with the person’s 
arm or hand. The person may have difficulty pantomiming the use of 
an object (e.g., combing one’s hair).

Agnosia Inability to recognize objects 
despite an intact sensory system

Agnosias may be limited to specific sensory channels. A person with 
a visual agnosia may not be able to identify a fork when shown a 
picture of the object, although he or she has an intact visual system 
and may be able to identify the object if allowed to touch it and 
manipulate it by hand. Auditory agnosia is marked by impairment 
in the ability to recognize sounds; in tactile agnosia, people are 
unable to identify objects (such as coins or keys) by holding them or 
touching them.

Disturbance in  
Executive Functioning

Deficits in planning, organizing, 
or sequencing activities or in 
engaging in abstract thinking

An office manager who formerly handled budgets and scheduling 
loses the ability to manage the flow of work in the office or adapt 
to new demands. An English teacher loses the ability to extract 
meaning from a poem or story.

General paresis once accounted for upwards of 30% of admissions to psychiatric 
hospitals. However, advances in detection and the development of antibiotics that cure 
the infection have greatly reduced the incidence of late-stage syphilis and the develop-
ment of general paresis. The effectiveness of treatment depends on when antibiotics are 
introduced and the extent of brain damage. In cases where extensive tissue damage has 
occurred, antibiotics can stem the infection and prevent further damage, producing some 
improvement in intellectual performance; however, they cannot restore people to their 
original levels of functioning.

Impaired memory is the major feature of dementia due to AD, but other major 
neurocognitive disorders may entail different kinds of cognitive impairments such as pro-
found deficits in language use. The particular deficits depend largely on the part of the 
brain affected by the underlying condition. Although the term dementia is no longer used 
as a diagnostic label, it continues to be used widely in describing cognitive impairments 
in older adults. Yet, it has limited applicability to younger patients suffering from dif-
ferent forms of cognitive impairment. The developers of the DSM-5 also believe it is a 
pejorative term that carries an unfortunate stigma. Consequently, they decided to replace 
it in the diagnostic manual with a more descriptive term, major neurocognitive disorder, 
just as they did with another pejorative term, mental retardation (now labeled intellectual  
disability). Because dementia continues to be widely used to describe some forms of  
cognitive impairment, especially in older adults, we continue to use the term where it 
applies.

Dementias usually occur in people over the age of 80. Those that begin after 
age 65 are called late-onset or senile dementias. Those that begin at age 65 or earlier 
are termed early-onset or presenile dementias. Although the risk of dementia is g reater 
in later life, dementia is not a consequence of normal aging. It is a sign of a degenerative 
brain disease, such as AD. T / F

truth or fiction

Dementia is a normal part of the aging 
process.

 FALSE  Dementia is not a normal 
part of aging. It is caused by an 
underlying disease affecting brain 
functioning.
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Mild Neurocognitive Disorder
Mild neurocognitive disorder is a newly recognized disorder in DSM-5 that applies to 
people who suffer a mild or modest decline in cognitive functioning from their prior level. 
The decline is not of sufficient magnitude to justify a diagnosis of major neurocognitive 
disorder. Concerns about the person’s cognitive functioning must be recognized by either 
the person, by someone knowledgeable about the person, or by a professional, but these 
concerns must be confirmed by formal tests of cognitive functioning on skills such as 
memory, attention, and problem solving.

Mild neurocognitive disorder is a new name for a clinical syndrome widely iden-
tified as mild cognitive impairment (MCI). People with mild neurocognitive disorder or 
MCI are able to function independently and complete tasks of daily living at home and 
on the job, but they need to apply more effort in completing tasks that used to come 
more easily. Or they may compensate in some ways to maintain their independence, such 
as shifting job responsibilities to others or using electronic devices to supplement their 
lagging memory. But clinicians struggle with determining the thresholds to use to distin-
guish MCI from normal age-related changes in cognitive abilities, especially memory for 
names and mental arithmetic.

Mild impairment of cognitive functioning frequently occurs in the early stages of 
neurogenerative diseases like AD and other conditions affecting the brain, such as trau-
matic brain injury, HIV infection, substance-use-related brain disorders, and diabetes. 
For example, AD typically develops gradually over time, with most cases showing evi-
dence of memory problems associated with MCI for years before full-fledged symptoms 
of Alzheimer’s appear (Buchhave et al., 2012; Malek-Ahmadi et al., 2012; Sperling et al., 
2011; Steenhuysen, 2011). However, we should note that the majority of people with 
MCI do not develop AD. T / F

The inclusion of a new diagnosis of mild neurocognitive disorder in DSM-5 is 
important for several reasons. Firstly, it highlights the need to identity cases of MCI that 
can be targeted for early intervention before more serious deficits emerge. Early interven-
tion may involve treatment with drugs or cognitive retraining that is not effective once 
more severe levels of cognitive impairment develop. Secondly, diagnosing the disorder 
enables researchers to identify groups of possible research participants who may be willing 
to participate in research trials focusing on finding ways of preventing the progression 
from mild to severe forms of cognitive impairment.

Subtypes of Major and Mild Neurocognitive Disorders
Here we focus on specific subtypes of neurocognitive disorders in which the level of 
 cognitive impairment may range from mild in the case of mild neurocognitive disorders 
to severe in the case of major neurocognitive disorders. Our focus is primarily on AD 
because it is the most prominent cause of significant cognitive impairment.

Neurocognitive Disorder Due to Alzheimer’s Disease
Alzheimer’s disease (AD) is a degenerative brain disease that leads to progressive and 
irreversible dementia, characterized by memory loss and deterioration of other cognitive 
functions, including judgment and ability to reason. The risk of AD increases dramati-
cally with advancing age (Querfurth & LaFerla, 2010). More than 99% of cases occur in 
people over the age of 65 (Alzheimer’s Society, 2008). The disease affects about 1 in 8 
people age 65 or older and more than 1 in 3 people over the age of 85—about 4.7 mil-
lion Americans in total (Hebert et al., 2013). As the U.S. population continues to age, the 
prevalence rate in the U.S. is expected to more than double to 13.8 million people by the 
year 2050 (Hebert et al., 2013). AD accounts for more than half of the cases of dementia 
in the general population. AD that strikes earlier in life appears to involve a more severe 
form of the disease. T / F

14.4 Describe the key features 
of mild neurocognitive disorder.

truth or fiction

Most older adults who develop mild 
cognitive impairment (MCI) go on to 
develop Alzheimer’s disease within 5 
to 10 years.

 FALSE  Sadly, some do, but most 
do not progress to Alzheimer’s.

14.5 Describe the key features 
and causes of Alzheimer’s disease 
and evaluate current treatments.

truth or fiction

People who become occasionally 
forgetful as they age are probably 
suffering from the early stages of 
Alzheimer’s disease.

 FALSE  Occasional memory 
loss or forgetfulness is a normal 
consequence of the aging process.
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The great majority of cases of AD occur in people over the age of 65, 
most typically in those in their late 70s and 80s (see Figure 14.1). Women 
are at higher risk of developing the disease than men, although this may be 
because women tend to live longer. Yet, it is important to note again that 
although AD is strongly connected with aging, it is a degenerative brain dis-
ease and not a consequence of normal aging.

Dementia associated with AD takes the form of progressive deterio-
ration or loss of mental abilities involving memory, language, and problem 
solving. Occasional memory loss or forgetfulness in middle life (e.g., forget-
ting where one put one’s glasses) is normal and not a sign of the early stages 
of AD. People in later life (and some of us not quite that advanced in years) 
complain of not remembering names as well as they used to or of forgetting 
names that were once well known to them.

Forgetting where you put your keys is a normal occurrence; forgetting 
where you live is not. Here, a woman with early-onset Alzheimer’s recounts 
how her memory began slipping away. She relates an experience that hap-
pened to her one day as she was driving home from her husband’s office.

“Living in the Labyrinth”

I was hopelessly lost, and had no idea how to get home. . . . My body 
was shaking with fear and uncontrollable sobs. What was happening?

A few yards ahead, there was a park ranger building. Trembling, I wiped my eyes, 
and breathing deeply, tried to calm myself. . . . The guard smiled and inquired how he 
could assist me.

“I appear to be lost,” I began. . . .
“Where do you need to go?” the guard asked politely.
A cold chill enveloped me as I realized I could not remember the name of my 

street. Tears began to flow down my cheeks. I did not know where I wanted to go. . . .
I felt panic wash over me anew as I searched my memory and found it blank. Sud-

denly, I remembered bringing my grandchildren to this park. That must mean I lived 
relatively nearby, surely.

“What is the closest subdivision?” I quavered.
The guard scratched his head thoughtfully.
“The closest Orlando subdivision would be Pine Hills, maybe,” he ventured.
“That’s right!” I exclaimed gratefully. The name of my subdivision had rung a  

bell. . . .
I drove carefully in the exact direction he advised and searched each  

intersection. . . . Finally, . . . I recognized the entrance to the subdivision. . . .
Once home, a wave of relief brought more tears. . . . I took refuge in the darkened 

master bedroom, and sat, curled up on my bed, my arms wrapped tightly around 
myself.
Source: From McGowin, 1993.

Suspicions of AD are raised when cognitive impairment is more severe and perva-
sive, affecting the individual’s ability to meet the ordinary responsibilities of daily work 
and social roles. Over the course of the illness, people with AD may get lost in parking 
lots or in stores, or even in their own homes. The wife of an AD patient describes how 
AD affected her husband: “With no cure, Alzheimer’s robs the person of who he is. It is 
painful to see Richard walk around the car several times because he can’t find the door” 
(Morrow, 1998). Agitation, wandering behavior, depression, and aggressive behavior are 
common as the disease progresses.

People with AD may become depressed, confused, or even delusional when they 
sense that their mental ability is slipping away but do not understand why. They may 
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figure 14.1 
Prevalence of Alzheimer’s disease among older adults.  
Among older adults, the risk of Alzheimer’s disease is 
much greater among people over the age of 75 than 
among those aged 65–74.

Source: Hebert et al., 2003.

Alzheimer’s disease (AD). AD has struck a 
number of notable people, including former 
President Ronald Reagan, shown here with 
his wife, Nancy, at his first public appearance 
after being diagnosed with AD. Reagan died 
of the disease in June 2004.
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experience hallucinations and other psychotic features. Bewilderment and fear may lead 
to paranoid delusions or beliefs that their loved ones have betrayed them, robbed them, or 
don’t care about them. They may forget the names of their loved ones or fail to recognize 
them. They may even forget their own names.

AD was first described in 1907 by the German physician Alois Alzheimer 
(1864–1915). During an autopsy of a 56-year-old woman who had suffered from severe 
dementia, he found two brain abnormalities now regarded as characteristic signs of the 
disease: plaques (deposits of fibrous protein fragments composed of a material called 
beta amyloid) and neurofibrillary tangles (twisted bundles of fibers of a protein called 
tau) (Carrillo et al., 2012; Han et al., 2012) (see Figure 14.2). The darkly shaded areas 
in the photo to the right in Figure 14.2 show the diminished brain activity associated 
with AD.

DIAgNOSIS Various medical and psychological conditions sometimes mimic symptoms 
of AD, such as severe depression resulting in memory loss. Consequently, misdiagnoses 
may occur, especially in the early stages of the disease, and so doctors need to be careful 
in making a diagnosis of this dreadful disease. In 2012, a new brain scanning technology 
became available, allowing doctors for the first time to diagnose AD based on brain scans 
showing plaques associated with the disease together with clinical evidence of memory 
loss (Kolata, 2012). Brain scanning techniques may soon be available to predict which 
patients with MCI are likely to progress to AD (Bohnen et al., 2011; Chen et al., 2011; 
Jack et al., 2011; McEvoy et al., 2011).

SyMPTOMS OF ALzhEIMEr’S DISEASE The early stages of AD are marked by limited 
memory problems and subtle personality changes. People may at first have trouble man-
aging their finances; remembering recent events or basic information such as telephone 
numbers, area codes, zip codes, and the names of their grandchildren; and performing 
numerical computations. A business executive who once managed millions of dollars may 
become unable to perform simple arithmetic. There may be subtle personality changes, 
such as signs of withdrawal in people who had been outgoing or irritability in people who 

figure 14.2 
PET scans of brains from a healthy aged adult (left) and a patient with Alzheimer’s disease 
(right).  The excess of dark shading in the photo to the right suggests how the neurological 
changes associated with Alzheimer’s disease impair brain activity.

Source: Friedland, R. P., Case Western Reserve University, courtesy of Clinical Neuroimaging. 
Copyright ©1988 by John Wiley and Sons, Inc.
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had been gentle. In these early stages, people with AD generally appear neat and well 
groomed and are generally cooperative and socially appropriate.

Some people with AD are not aware of their deficits. Others deny them. At first, 
they may attribute their problems to other causes, such as stress or fatigue. Denial may 
protect people with AD in the early or mild stages of the disease from recognizing that 
their intellectual abilities are declining. Or the recognition that their mental abilities are 
slipping away may lead to depression.

In moderately severe AD, people require assistance in managing everyday tasks. At 
this stage, Alzheimer’s patients may be unable to select appropriate clothes or recall their 
addresses or names of family members. When they drive, they begin making mistakes, 
such as failing to stop at stop signs or accelerating when they should be braking. They 
may encounter difficulties in toileting and bathing themselves. They often make mistakes 
in recognizing themselves in mirrors. They may no longer be able to speak in full sen-
tences. Verbal responses may become limited to a few words.  

Movement and coordination functions deteriorate further. People with AD at the 
moderately severe level may begin walking in shorter, slower steps. They may no longer 
be able to sign their names, even when assisted by others. They may have difficulty han-
dling a knife and fork. Agitation becomes a prominent feature at this stage, and patients 
may act out in response to the threat of having to contend with an environment that no 
longer seems controllable. They may pace or fidget or display aggressive behavior such 
as yelling, throwing, or hitting. Patients may wander off because of restlessness and be 
unable to find their way back.

People with advanced AD may start talking to themselves or experience visual hal-
lucinations or paranoid delusions. They may believe that someone is attempting to harm 
them or is stealing their possessions or that their spouses are unfaithful to them. They may 
even believe that their spouses are actually other people.

At the most severe stage, cognitive functions decline to the point where people 
become essentially helpless. They may lose the ability to speak or control body move-
ment. They become incontinent; are unable to communicate, walk, or even sit up; 
and require assistance in toileting and feeding. In the end state, seizures, coma, and 
death result.

Do you know my name? Alzheimer’s disease can devastate patients’ families. Spouses usually 
provide the bulk of daily care. This man has been caring for his wife for several years, and he 
believes that his hugs and kisses sometimes prompt his wife to murmur his name.

   Watch the Video Alvin: Dementia 
( Alzheimer’s Type) on MyPsychLab
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AD wreaks havoc not only on the affected person but also on the entire family. 
Families who helplessly watch their loved ones slowly deteriorate have been described 
as attending a “funeral that never ends” (Aronson, 1988). The symptoms of advanced 
AD, such as wandering away, aggressiveness, destructiveness, incontinence, screaming, 
and remaining awake at night, impose high levels of stress on caregivers. Living with 
a person with advanced AD may seem like living with a stranger—so profound are 
the changes in personality and behavior. Not surprisingly, caregivers tend to experi-
ence more health-related problems and higher levels of stress hormones than do non-
caregivers (Vitaliano, Zhang, & Scanlan, 2003). Typically, the caretaking burden falls 
disproportionately on the adult daughters in the family, who are often middle-aged 
women feeling “sandwiched” between their responsibilities to their children and to 
their affected parents. 

CAuSAL FACTOrS We don’t yet know what causes AD, but clues may lie in understand-
ing the process by which steel-wool-like plaques and tangled nerve fibers form in the 
brain in AD patients. We don’t yet know whether the accumulation of plaques and tangles 
accounts for memory loss and other symptoms in AD or is merely a symptom of the dis-
ease (“Alzheimer’s Disease,” 2011; Herrup, 2010).

Scientists are drilling down to the underlying processes involved in AD, focus-
ing on the loss of synapses in the brain—the tiny gaps between neurons through which 
neurons communicate (Hongpaisan, Sun, & Alkon, 2011; “Gene Linked, 2013”). The 
hope is that a better understanding of the biological bases of AD may lead to specific 
therapies to treat or perhaps even prevent the disease (“New Therapies,” 2011; Orešič 
et al., 2011).

Scientists have identified a number of genes linked to AD, raising hopes that we 
may one day find ways of counteracting their adverse effects (e.g., Braskie et al., 2011; 
Naj et al., 2011; Pottier et al., 2012; Ramanan et al., 2012). Different combinations 
of genes may be involved in different forms of the disease. Some forms of AD are asso-
ciated with particular genes linked to the production of beta amyloid or to abnormal 
buildup of amyloid plaques and neurofibrillary tangles associated with AD (Bookheimer 
& Burggren, 2009; Harold et al., 2009). People with a genetic variant called the ApoE4 
gene stand a much higher risk of developing AD, perhaps as much as three times greater 
risk than average (“Alzheimer’s Risk Gene,” 2011).

Environmental factors may also be involved in the development of AD 
(Sotiropoulos et al., 2011; “Stress May Increase,” 2011). We don’t yet know which envi-
ronmental factors may be involved, but stress is a possible culprit. Scientists are working 
to develop a better understanding of how genes and environmental factors interact in the 
development of the disease.

TrEATMENT AND PrEvENTION Presently available drugs for AD offer at best only 
modest benefits in slowing cognitive decline and boosting cognitive functioning. None 
is a cure. One widely used drug donepezil (brand name Aricept) increases levels of the 
neurotransmitter acetylcholine (ACh). AD patients show lower levels of ACh, possi-
bly because of the death of brain cells in ACh-producing areas of the brain. However, 
the drug produces only small or modest improvements in cognitive functioning in 
people with moderate to severe AD (Howard et al., 2012; Kuehn, 2012). Another drug 
memantine (brand name Axura) blocks the neurotransmitter glutamate, a brain chemi-
cal found in abnormally high concentrations in AD patients (Rettner, 2011). High 
levels of glutamate may damage brain cells. Unfortunately, recent evidence fails to sup-
port the benefits of the drug over a placebo in treating milder forms of AD (Schneider 
et al., 2011). Antipsychotic medication may also be used to help control the aggressive 
or agitated behavior of dementia patients, but these drugs carry significant safety risks 
(Corbett & Ballard, 2012; Devanand et al., 2012). T / F

Plaques linked to Alzheimer’s disease.  
In Alzheimer’s disease, nerve tissue in the 
brain degenerates, forming steel-wool-like 
clumps or plaques composed of beta-amyloid 
protein fragments shown here as blue-stained 
areas in a section of the cerebral cortex.

truth or fiction

Fortunately, we now have drugs that 
can halt the progression of Alzheimer’s 
disease or even cure it in some cases.

 FALSE  Although active research 
efforts are under way to develop such 
drugs, we lack drugs that can curb the 
progression of the disease or offer hope of 
a cure. At best, presently available drugs 
may slow the rate of cognitive decline.
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a Closer look

Taking a Page From Facebook: Neuroscientists Examine Brain Networks  
in Alzheimer’s Patients

Facebook, the popular social networking site, builds friend-
ship networks based on connecting individuals to each 
other through common friends or interests. The common 

links between people are called hubs (“Hey, I see we share a 
dog groomer together. Want to join our dog-walking group?”). 
In this example, the dog groomer is a hub that connects two or 
more people together. You might eventually meet other custom-
ers of the same dog groomer, but Facebook hubs makes com-
munication faster and more reliable.

Neuroscientists at Stanford University School of Medicine com-
pared networks of interconnected neurons or “hubs” in the 
brains of patients with AD with those in healthy people (Conger, 
2008a, 2008b; Supekar et al., 2008). Functional magnetic imag-

ing (fMRI) scans showed less well-connected neural networks 
in the brains of the Alzheimer’s patients. In effect, the brains of 
Alzheimer’s patients had fewer working hubs. A breakdown of 
hubs or connecting stations in the brain may help explain some 
of the memory loss and confusion of Alzheimer’s patients (see 
Figure 14.3). Consequently, it becomes more difficult for neu-
rons in the brain to communicate with each other because they 
are not as closely linked in active networks.

Analysis of these neural networks allowed investigators to cor-
rectly identify Alzheimer’s patients and healthy controls about 
75% of the time. This research may be a first step toward devel-
oping a new diagnostic tool that can distinguish early-stage AD 
from other brain disorders.

figure 14.3 
your brain on Facebook. Facebook connects 
people through common links or hubs based 
on shared acquaintances or interest patterns. 
Neuroscientists find that the brains of 
Alzheimer’s patients have less well-developed 
“hubs” or networks of interconnected 
neurons, which may help to explain cognitive 
impairments in memory and thinking 
processes.

Source: www.thetechbrief.com/. . ./facebook 
_network_31.jpg.

Inflammation in the brain appears to play a key role in the development of AD. 
Hence, investigators are evaluating the potential preventive effects of anti-inflammatory 
drugs, such as the common pain reliever ibuprofen (brand name Advil). Medical experts 
caution against widespread use of these drugs until it becomes clear whether they can 
reduce the risk of AD or delay its onset (Rogers, 2009). Unfortunately, we lack any drugs 
that can prevent or delay the development of AD (Kolata, 2010). Scientists suspect that 
the biological process involved in AD may begin more than 20 years before dementia 
develops (Bateman et al., 2012). Consequently, investigators are calling for greater atten-
tion to developing drugs that target the early stages of the disease rather than its end stage 
(Buchhave et al., 2012; Selkoe, 2012; Sperling et al., 2011b).
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Engaging in stimulating cognitive activities—solving puzzles, reading newspapers, 
playing word games, etc.—can help boost cognitive performance in people with mild to 
moderate AD (Woods et al., 2012). AD patients may also benefit from memory training 
programs to help them make optimal use of their remaining abilities. Hopes for the future 
lie in the development of an effective vaccine to prevent this devastating disease (Michaud 
et al., 2013; Winblad et al., 2012). On the prevention front, there is some evidence that 
lifestyle factors such as maintaining a regular exercise program and following a healthy 
diet low in animal fat and rich in vegetables and fish can reduce the risk of AD (Buchman 
et al., 2012; Nisbett et al., 2012; Walsh, 2011). That said, links between lifestyle factors 
such as diet and exercise and the risk of AD need to be more fully tested. Encouraging 
findings along these lines reported in 2013 showed that physical fitness in middle adult-
hood was associated with a lower risk of dementia in later adulthood (DeFina et al., 
2013). This study was based on observational methods that cannot demonstrate cause 
and effect relationships, but it does suggest that physical fitness programs may help pre-
vent dementia. We also need other research to test whether regular mental exercises of the 
type involved in completing mentally challenging tasks can delay or perhaps even prevent 
the development of AD.

vascular Neurocognitive Disorder
The brain, like other living tissues, depends on the bloodstream to supply it with oxygen 
and glucose and to carry away its metabolic wastes. A stroke, also called a  cerebrovascular 
accident (CVA), occurs when part of the brain becomes damaged because of a disruption 
in its blood supply, usually as the result of a blood clot that becomes lodged in an artery 
that services the brain and obstructs circulation (Adler, 2004). Areas of the brain may be 
damaged or destroyed, leaving the victim with disabilities in motor, speech, and cognitive 
functions. Death may also occur.

Vascular neurocognitive disorder (formerly called vascular dementia or 
multi-infarct dementia) is a form of major or mild neurocognitive disorder resulting 
from cerebrovascular events (strokes) affecting the brain (Staekenborg et al., 2009). 
Vascular dementia, the second most common form of dementia after AD, most often 
affects people in later life but at somewhat earlier ages than dementia due to AD. 
The disease affects more men than women and accounts for about one in five cases of 
dementia. Although any individual stroke may produce gross cognitive impairments, 
such as aphasia, they do not typically cause the more generalized cognitive declines 
associated with dementia. Vascular forms of dementia generally result from multiple 
strokes occurring at different times that have cumulative effects on a wide range of 
mental abilities.

The symptoms of vascular neurocognitive disorder are similar to those of demen-
tia due to Alzheimer’s, including impaired memory and language ability, agitation and 
emotional instability, and loss of ability to care for one’s own basic needs. However, AD is 
characterized by an insidious onset and a gradual decline of mental functioning, whereas 
vascular dementia typically occurs abruptly and follows a stepwise course of deterioration 
involving rapid declines in cognitive functioning that are believed to reflect the effects 
of additional strokes. Some cognitive functions in people with vascular dementia remain 
relatively intact in the early course of the disorder, leading to a pattern of patchy dete-
rioration in which islands of mental competence remain while other abilities suffer gross 
impairment, depending on the particular areas of the brain that have been damaged by 
multiple strokes.

Frontotemporal Neurocognitive Disorder
This neurocognitive disorder is characterized by deterioration (thinning or shrinkage) of 
brain tissue in the frontal and temporal lobes of the cerebral cortex. This typically takes the 
form of progressive dementia symptomatically similar to AD. Symptoms include memory 
loss and social inappropriateness, such as a loss of modesty or the  display of flagrant sexual 

14.6 Identify and describe other 
types of neurocognitive disorders.



Neurocognitive Disorders and Disorders Related to Aging  CHAPTER 14  537

questionnaire

Examining Your Attitudes Toward Aging

What are your assumptions about late adulthood? Do you see older people as basically different from the young in their 
behavior patterns and their outlooks, or just as more mature?

To evaluate the accuracy of your attitudes toward aging, mark each of the following items true or false. Then turn to the 
answer key at the end of the chapter.

 TruE FALSE

1.  By age 60 most couples have lost their  
capacity for satisfying sexual relations. ____ ____

2.  Older people cannot wait to retire. ____ ____

3.  With advancing age, people become  
more externally oriented, less concerned  
with the self. ____ ____

4.  As individuals age, they become less able  
to adapt satisfactorily to a changing  
environment. ____ ____

5.  General satisfaction with life tends to  
decrease as people become older. ____ ____

6.  As people age, they tend to become  
more homogeneous—that is, all old  
people tend to be alike in many ways. ____ ____

7.  For the older person, having a stable  
intimate relationship is no longer highly  
important. ____ ____

 TruE FALSE

 8.  The aged are susceptible to a wider  
variety of psychological disorders than  
young and middle-aged adults. ____ ____

 9.  Most older people are depressed much  
of the time. ____ ____

10.  Church attendance increases with age. ____ ____

11.  The occupational performance of the  
older worker is typically less effective  
than that of the younger adult. ____ ____

12.  Most older people are just not able to  
learn new skills. ____ ____

13.  Compared to younger people, older  
people tend to think more about the  
past than about the present or the future. ____ ____

14.  Most people in later life are unable to  
live independently and reside in nursing  
homes or similar institutions. ____ ____

Source: Adapted from Nevid & Rathus (2013). Psychology and the challenges of life: Adjustment and modern life (12th ed.), p. 484. Hoboken, NJ: John 
Wiley and Sons. Reprinted with permission

behavior. This form of dementia was originally known as Pick’s  disease, after the  doctor 
who discovered abnormal structures, is now called Pick’s bodies in the brains of some 
dementia patients. Diagnosis is confirmed only upon autopsy by the absence of the neu-
rofibrillary tangles and plaques that are found in AD and by the presence of Pick’s bodies 
in nerve cells. Pick’s disease is believed to account for about 6% to 12% of all demen-
tias (Kertesz, 2006). Unlike AD, the disease usually begins in middle age rather than 
late adulthood, but it occasionally affects young adults in their 20s (Love & Spillantini, 
2011). The risk declines with advancing age after 70. Men are more likely than women 
to suffer from Pick’s disease. Pick’s disease often runs in families and evidence points to a 
genetic component (Kertesz, 2006; Love & Spillantini, 2011).

Neurocognitive Disorder Due to Traumatic Brain Injury
Head trauma resulting from jarring, banging, or cutting brain tissues, usually because of 
accident or assault, can injure the brain, sometimes severely so. Progressive dementia due 
to traumatic brain injury is more likely to result from multiple head traumas (as in the 
case of boxers who receive multiple blows to the head during their careers) than from a 
single blow or head trauma (McCrea et al., 2003). Football players stand a heightened 
risk of immediate and long-term brain damage because of the repetitive head injuries on 
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the field. A widely cited study by the National Football League (NFL) in 2009 
showed reports of dementia and significant memory problems among retired 
football players to be much higher than the rate found in the general popula-
tion (Schwarz, 2009). More recently, preliminary results of a small study of 
brain images of five retired NFL players by UCLA researchers showed evidence 
of abnormal brain proteins associated with AD (Small et al., 2013).

Although risks of brain damage are greater with multiple head injuries, 
even a single head trauma can have psychological effects, leading to neurocog-
nitive disorder. If severe enough, a traumatic brain injury can lead to physical 
disability or death. Specific changes in personality following traumatic injury 
to the brain vary with the site and extent of the injury, among other factors. 
Damage to the frontal lobe, for example, is associated with a range of emo-
tional changes involving alterations of mood and personality.

Amnesia (memory loss) frequently follows a traumatic event, such as a 
blow to the head, an electric shock, or a major surgical operation. A head injury 
may prevent people from remembering events that occurred shortly before the 
accident. An automobile accident victim may not remember anything that trans-
pired after getting into the car. A football player who develops amnesia from a 
blow to the head during the game may not remember anything after leaving the 
locker room. In some cases, people retain memories of the remote past but lose 

those of recent events. For example, people with amnesia may be more likely to remember 
events from their childhood than last evening’s dinner. Consider the following case.

Who Is She? A Case of Amnesia 
A medical student was rushed to the hospital after he was thrown from a motorcycle. 
His parents were with him in his hospital room when he awakened. As his parents were 
explaining what had happened to him, the door suddenly flew open and his flustered 
wife, whom he had married a few weeks earlier, rushed into the room, leaped onto 
his bed, began to caress him, and expressed her great relief that he was not seriously 
injured. After several minutes of expressing her love and reassurance, his wife departed 
and the flustered student looked at his mother and asked, “Who is she?” T / F

Adapted from Freemon, 1981, p. 96

The medical student’s long-term memory loss included memories dating not 
only to the accident but also farther back to the time before he was married or had met 
his wife. Like most victims of posttraumatic amnesia, the medical student recovered his 
memory fully.

There are two general types of amnesia—retrograde amnesia (loss of memory 
of past events and personal information) and anterograde amnesia (inability or diffi-
culty forming or storing new memories). A football player who does not remember any-
thing after leaving the locker room has retrograde amnesia, but some cases are reported 
in the medical annals of people for whom information literally “goes in one ear and out 
the other” because they are unable to form new memories. These patients are experienc-
ing anterograde amnesia. Problems with forming new memories may be revealed by an 
inability to remember the names of, or to recognize, people whom the person met 5 or 
10  minutes earlier. Immediate memory, as measured by ability to repeat back a series of 
numbers, seems to be unimpaired in states of amnesia. The person is unlikely to remem-
ber the number series later, no matter how often it is rehearsed.

In a famous medical case, an epileptic patient known by the initials H.M. devel-
oped anterograde amnesia as a complication of surgery performed to control his seizures 
(Carey, 2009). After the surgery, he became unable to learn any new information. Every 
time he would visit a store, it would be as if it were the first time. He would meet a new 
acquaintance time after time but would never recall having met the person before. He was 
quoted as saying, “Every day is alone by itself, whatever enjoyment I have had, whatever 
sorrow I have had.”

headed toward dementia? A National Football League 
(NFL) study showed that former professional football 
players said they were diagnosed with Alzheimer’s or other 
memory-related diseases at a much higher than average 
rate. Multiple blows to the head on the playing field may 
lead to dementia and other types of cognitive impairment.

truth or fiction

After a motorcycle accident, a medical 
student failed to recognize the woman 
he had married a few weeks earlier.

 TRUE  After the accident, the 
student failed to recognize his wife of 
a few weeks, although he remembered 
his parents.
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People with amnesia may experience disorientation, more commonly involving 
disorientation to place (not knowing where one is at the time) and time (not knowing the 
day, month, and year) than disorientation as to self (not knowing one’s own name). They 
may not be aware of their memory loss or may attempt to deny or mask their memory 
deficits even when evidence of their impairment is presented to them. They may attempt 
to fill the gaps in their memories with imaginary events. Or they may admit they have a 
memory problem but appear apathetic about it, showing a kind of emotional blandness.

Although amnesia patients may suffer profound memory losses, their general 
intelligence tends to remain within a normal range. In contrast, in progressive dementias 
such as AD, both memory and intellectual functioning deteriorate. Early detection and 
diagnosis of the causes of memory problems are critical because they are often curable if 
the underlying cause is treated successfully.

In addition to brain trauma, other causes of amnesia include brain surgery; 
hypoxia, or sudden loss of oxygen to the brain; brain infection or disease; infarction, or 
blockage of the blood vessels supplying the brain; and chronic, heavy use of certain psy-
choactive substances, most commonly alcohol.

Substance/Medication-Induced Neurocognitive Disorder
The use of, or withdrawal from, psychoactive substances or medications can impair brain 
functioning in many ways, leading to minor or major neurocognitive disorder. The most 
common example is Korsakoff’s syndrome, which involves irreversible memory loss due 
to brain damage resulting from deficiency of vitamin B1 (thiamine). The disorder is asso-
ciated with chronic alcoholism because alcohol abusers tend to take poor care of their 
nutritional needs and may not follow a diet rich enough in vitamin B1, or their alcohol-
soaked livers may not be able to metabolize the vitamin efficiently. The memory deficits 
persist even years after the person stops drinking. However, Korsakoff’s syndrome is not 
limited to people with chronic alcoholism. It has been reported in other groups that expe-
rience thiamine deficiencies during times of deprivation, such as prisoners of war.

People with Korsakoff’s syndrome have major gaps in their memory of past expe-
riences and significant difficulty learning new information. Despite their memory losses, 
patients with Korsakoff’s syndrome may retain their general level of intelligence. They are 
often described as being superficially friendly but lacking in insight, unable to discrimi-
nate between actual events and wild stories they invent to fill the gaps in their memories. 
They sometimes become grossly disoriented and confused and require custodial care.

Korsakoff’s syndrome often follows an acute attack of Wernicke’s disease, another 
brain disorder caused by thiamine deficiency that occurs most often among people with 
alcoholism (Charness, 2009). Wernicke’s disease is marked by confusion and disorienta-
tion, ataxia or difficulty maintaining balance while walking, and paralysis of the muscles 
that control eye movements. These symptoms may pass, but the person is often left with 
Korsakoff’s syndrome and enduring memory impairment. If, however, Wernicke’s disease is 
treated promptly with major doses of vitamin B1, Korsakoff’s syndrome may not develop.

Neurocognitive Disorder With Lewy Bodies
Neurocognitive disorder with Lewy bodies is among the most common types of progressive 
dementia (NINDS, 2012). It accounts for about 10% of dementias in older adults. The 
disease has features of both AD and Parkinson’s. Lewy bodies are abnormal protein deposits 
that form within the nucleus of cells in parts of the brain, disrupting brain processes that 
control memory and motor control. The distinguishing features of the disorder, in addi-
tion to profound cognitive decline similar to that of AD, is the appearance of fluctuating 
alertness and attention, marked by frequent periods of drowsiness and staring into space, as 
well as recurrent visual hallucinations and rigid body movements and stiff muscles typical of 
Parkinson’s disease. People with Lewy body dementia may also suffer from depression. The 
disease usually develops between the ages of 50 and 85, and unfortunately there is no cure. 
Nor do scientists know why Lewy bodies accumulate in brain cells in some people.
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Neurocognitive Disorder Due to Parkinson’s Disease
Parkinson’s disease is a slowly progressing neurological disease of unknown cause affect-
ing 500,000 to 1 million people in the United States, including such notable figures as 
former heavyweight champion Muhammad Ali and actor Michael J. Fox. The disease 
affects men and women about equally, most often strikes between the ages of 50 and 69, 
and affects more than 1% of people over 65 years. Dementia often occurs in Parkinson’s 
disease, with estimates indicating that nearly 80% of Parkinson’s disease patients will 
eventually develop dementia over the course of the illness (Shulman, 2010).

Parkinson’s disease is characterized by uncontrollable shaking or tremors, rigid-
ity, disturbances in posture (leaning forward), and lack of control over body movements. 
People with Parkinson’s disease may be able to control their shaking or tremors, but only 
briefly. Some cannot walk at all. Others walk laboriously, in a crouch. Some execute 
voluntary body movements with difficulty, have poor control over fine motor move-
ments, such as finger control, and have sluggish reflexes. They may look expressionless, 
as if they were wearing masks, a symptom that apparently reflects the degeneration of 
brain tissue that controls facial muscles. It is particularly difficult for patients to engage in 
sequences of complex movements, such as those required to sign their names. People with 
Parkinson’s disease may be unable to coordinate two movements at the same time, as seen 
in this description of a Parkinson’s patient who had difficulty walking and reaching for 
his wallet at the same time.

Motor Impairment in a Case of Parkinson’s Disease 
A 58-year-old man was walking across the hotel lobby in order to pay his bill. He 
reached into his inside jacket pocket for his wallet. He stopped walking instantly as 
he did so and stood immobile in the lobby in front of strangers. He became aware 
of his suspended locomotion and resumed his stroll to the cashier; however, his 
hand remained rooted in his inside pocket, as though he were carrying a weapon he 
might display once he arrived at the cashier.

Adapted from Knight, Godfrey, & Shelton (1988)

Despite the severity of motor disability, cognitive functions seem to remain intact 
during the early stages of the disease. Dementia is more common in the later stages or 
among those with more severe forms of the disease. The form of dementia associated with 
Parkinson’s disease typically involves a slowing down of thinking processes, impaired abil-
ity to think abstractly or to plan or organize a series of actions, and difficulty in retriev-

ing memories. Overall, the cognitive impairments associated with 
Parkinson’s disease tend to be more subtle than those associated 
with AD. Parkinson’s patients often become socially withdrawn 
and depressed, perhaps because of the demands of coping with the 
disease or possibly due to underlying disturbances in the brain asso-
ciated with the disease.

Parkinson’s disease involves destruction of dopamine- 
producing nerve cells in the substantia nigra (“black substance”), an 
area of the brain that helps regulate body movement (Sahin & Kirik, 
2012). The underlying causes of the disease remain unknown, but 
scientists today suspect an interaction between genetic influences 
and environmental factors, perhaps involving exposure to cer-
tain toxins (Dai et al., 2012; Yang et al., 2009). According to one 
expert, “Dopamine is like the oil in the engine of a car. . . . If the oil 
is there, the car runs smoothly. If not, it seizes up” (cited in Carroll, 
2004, p. F5).

Whatever the underlying cause, the symptoms of the  disease—
the uncontrollable tremors, shaking, rigid muscles, and difficulty in 
walking—are tied to deficiencies in the amount of dopamine in the 

Battling Parkinson’s disease. Actor Michael J. Fox has been waging 
a personal battle against Parkinson’s disease and has brought national 
attention to the need to fund research efforts to develop more effective 
treatments for this degenerative brain disease.
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brain (Sahin & Kirik, 2012). The drug L-dopa, which increases dopamine levels, brought 
hope to Parkinson’s patients when it was introduced in the 1970s. L-dopa is converted in 
the brain into dopamine (Devos, Moreau, & Destée, 2009).

Parkinson’s remains an incurable and progressive disease, but L-dopa can help 
control the symptoms of the disease and slow its progress. After a few years of treat-
ment, L-dopa begins to lose its effectiveness, and the disease continues to progress. Several 
other drugs are in the experimental stage, offering hope for further advances in treatment. 
Other sources of hope come from genetic studies that may one day lead to an effective 
gene therapy for Parkinson’s disease and from experimental use of electrical stimulation 
of deep brain structures (Rezai et al., 2011; Weaver et al., 2009). Investigators report 
that deep brain electrical stimulation help block tremors in some Parkinson patients 
(Schuepbach et al., 2013; Tanner, 2013).

Neurocognitive Disorder Due to huntington’s Disease
Huntington’s disease, also known as Huntington’s chorea, was first recognized by the 
neurologist George Huntington in 1872. In Huntington’s disease, there is progressive 
deterioration of the basal ganglia, a part of the brain that helps regulate body movement 
and posture.

The most prominent physical symptoms of the disease are involuntary, jerky 
movements of the face (grimaces), neck, limbs, and trunk—in contrast to the poverty 
of movement that typifies Parkinson’s disease. These twitches carry the label of chorei-
form, a word that derives from the Greek root choreia, meaning “dance.” Unstable moods, 
alternating with states of apathy, anxiety, and depression, are common in the early stages 
of the disease. As the disease progresses, paranoia may develop, and people may become 
“suicidally” depressed. Difficulties retrieving memories in the early course of the disease 
may later develop into dementia. Eventually, there is loss of control of bodily functions, 
leading to death occurring typically within 15 to 20 years after the onset of the disease 
(“Huntington’s Disease Advance,” 2011).

Huntington’s disease afflicts about 1 in 10,000 people in the United States or about 
30,000 in total (“A Step Toward Controlling,” 2011). The disease typically begins in the 
prime of adulthood, between the ages of 30 and 45. One of the victims of the disease was 
the famed folksinger Woody Guthrie, who gave us the beloved song “This Land Is Your 
Land,” among many others. He died of Huntington’s disease in 1967, after 22 years of bat-
tling the malady. Because of the odd, jerky movements associated with the disease, Guthrie, 
like many other Huntington’s victims, was misdiagnosed as suffering from alcoholism. He 
spent several years in mental hospitals before the correct diagnosis was made. T / F

Huntington’s disease is caused by a genetic defect on a single gene (Chung et al., 
2011). The defective gene produces abnormal protein deposits in nerve cells in the brain 
(Biglan et al., 2012; Tsunemi et al., 2012). The disease is transmitted genetically from 
either parent to children of either gender. People who have a parent with Huntington’s 
disease stand a 50% chance of inheriting the gene. People who inherit the gene even-
tually contract the disease. Although there is no cure or effective treatment, scientists 
are attempting to block or counteract the effects of the defective gene, raising hopes for 
a potential breakthrough treatment (Aronin & Moore, 2012; Olson et al., 2011; Song 
et al., 2011; Zwilling et al., 2011).

A genetic test can determine whether a person carries the defective gene that causes 
Huntington’s disease. Whether or not a person who has a parent with Huntington’s 
undergoes genetic testing is a controversial and personally poignant question, as we 
explore in the Thinking Critically About Abnormal Psychology  feature on page 542.

Neurocognitive Disorder Due to hIv Infection
The human immunodeficiency virus (HIV), which causes AIDS, can invade the cen-
tral nervous system and cause a minor or major neurocognitive disorder. The major 
cognitive effects of HIV infection include forgetfulness, impaired concentration, and 

truth or fiction

A famous folksinger and songwriter 
was misdiagnosed with alcoholism and 
spent several years in mental hospitals 
until the correct diagnosis was made.

 TRUE  The folksinger and 
songwriter was Woody Guthrie, 
whose Huntington’s disease went 
misdiagnosed for years.
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Thinking CriTiCally about abnormal psychology

@Issue: The Danger Lurking Within—Would You Want to Know?

Until recently, children of patients with Huntington’s 
disease had to wait until they developed symptoms 
themselves—usually in midlife—to know whether they 

had inherited the disease. A genetic test is now available 
that can detect carriers of the defective gene, those who will 
eventually develop the disease should they live long enough. 
Eventually, perhaps, genetic engineering may provide a 
means of modifying the defective gene or its effects. Because 
researchers have not yet developed ways to cure or control 
Huntington’s disease, some potential carriers prefer not to 
know whether they have inherited the gene. A famous exam-
ple is folksinger Arlo Guthrie, son of the famed folksinger 
Woody Guthrie, who had died from the disease. Arlo pre-
ferred not to know and never underwent testing. Fortunately, 
he escaped his father’s fate.

If you were in Arlo’s position, would you want to know if you 
have inherited Huntington’s?” Or would you prefer keeping 
yourself in the dark and living your life as best you could?

What about AD? Would you want to know if you have AD or 
are carrying genes that put you at heightened risk? New brain 
scanning technology makes it possible to diagnose the dis-
ease, but the effects of learning that you have Alzheimer’s can 
be emotionally devastating. Without any effective treatment 
or means of slowing it down, is it worth knowing? People 
with positive brain scans for Alzheimer’s also stand the risk 
of being denied long-term care insurance (Kolata, 2012). But 
proponents of testing argue that providing information can 
help remove uncertainty, help people prepare as best they 
can, and identify candidates for experimental treatment pro-
grams that may lead to advances in treatment or prevention. 
When asked, most people in a recent study said they would 
prefer not knowing whether AD is imprinted in their genes 
(Miller, 2012).

In thinking critically about these questions, you may wish to 
challenge some common assumptions, such as that knowledge 
is necessarily better than ignorance. Gaining knowledge is valu-
able when it can help stave off or limit the impact of disease. 
But what if the knowledge carried no health benefits? Might 
ignorance be better than knowledge? Deciding on genetic 
testing for defective genes is a personal choice. But contro-
versy arises over whether people who may be potential carriers 
of genetic diseases have an ethical or moral responsibility to 
determine their genetic risk before deciding whether or not to 
bear children. We pose the question to encourage you to exam-
ine the issue critically. Do you believe that people at genetic 
risk have an obligation to determine their genetic risk before 
becoming parents? Going further, should people who discover 
they are carrying a potentially lethal or disabling gene be mor-
ally (or perhaps legally) obliged not to bear children? How 

might you look at this question differently if you were a funda-
mentalist Christian, an orthodox Jew, or a practicing Buddhist 
or Muslim?

Genetics plays an important role in many diseases discussed in 
this chapter, such as Parkinson’s disease and AD. Genes are also 
implicated in many physical conditions, such as Tay-Sachs disease, 
sickle-cell disease, and cystic fibrosis. As we gain more knowledge 
and the ability to determine whether people carry many different 
conditions, insurance companies might require expectant parents 
to undergo genetic testing. Knowledge about the genetic causes 
of devastating disease has deep ramifications for society.

In thinking critically about the issue, answer the following 
 questions:

•   Should people be required to be tested for genetic defects?
•   Should we be required to reveal our relative risk of developing 

a wide range of diseases as a condition for obtaining health 
insurance or for getting a job? What are the effects of requir-
ing such disclosure? Of not requiring it?

Would you want to know? Folksinger Arlo Guthrie decided no. What 
do you think you would do if you had been in Arlo’s place?
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 problem-solving ability. Dementia is rare in people with HIV who have not yet developed 
full-blown AIDS. Common behavioral features of dementia associated with HIV disease 
are apathy and social withdrawal. As AIDS progresses, the dementia grows more severe, 
taking the form of delusions, disorientation, further impairments in memory and think-
ing processes, and perhaps even delirium. In its later stages, the dementia may resemble 
the profound deficiencies found among people with advanced AD (Clifford et al., 2009).

Neurocognitive Disorder Due to Prion Disease
Prions are protein molecules found normally in body cells. But in the case of prion disease, 
abnormal clusters of prions form and become infectious, converting other prion molecules 
to assume an abnormal, infectious form. Prion disease can cause brain damage when clusters 
of abnormal prion molecules spread within the brain. The best known example of prion 
disease is Creutzfeldt-Jakob disease, a rare but fatal brain disease. It is characterized by the 
formation of small cavities in the brain that resemble the holes in a sponge. The disease 
causes brain damage, which commonly results in dementia (major neurocognitive disor-
der). Symptoms of the disease usually begin in the late 50s. There are no treatments for the 
disease, and death usually results within months of the onset of symptoms. Most forms of 
Creutzfeldt-Jakob disease occur without any apparent cause, but in rare cases a genetic cause 
(inheriting an abnormal prion from a parent) is suspected. A variant of Creutzfeldt-Jakob 
disease is related to mad-cow disease, a fatal illness spread by eating infected beef. T / F

Psychological Disorders Related to Aging
Many physical changes occur with aging. Changes in calcium metabolism cause the bones 
to grow brittle and heighten the risk of breaks from falls. The skin grows less elastic, cre-
ating wrinkles and folds. The senses become less keen, so older people see and hear less 
acutely. Older people need more time (called reaction time) to respond to stimuli, whether 
they are driving or taking intelligence tests. For example, older drivers require more time 
to react to traffic signals and other cars. The immune system functions less effectively 
with increasing age, so people become more vulnerable to illness.

Cognitive changes occur as well. It is normal for people in later life to experience 
some decline in memory functioning and general cognitive ability, as measured by tests 
of intelligence, or IQ tests. The decline is sharpest on timed items, such as the perfor-
mance subtests of the Wechsler Adult Intelligence Scale (discussed in 
Chapter 3). Some abilities, such as vocabulary and accumulated store 
of knowledge, hold up well and may actually improve over time. 
However, people typically experience some reduction in memory as 
they age, especially memory for names or recent events. But apart 
from the occasional social embarrassment resulting from forgetting a 
person’s name, in most cases cognitive declines do not significantly 
interfere with the person’s ability to meet social or occupational 
responsibilities. Declines in cognitive functioning may also be offset 
to a certain extent by increased knowledge and life experience.

The important point here is that dementia, or senility, is not 
the result of normal aging. Rather, it is a sign of degenerative brain 
disease. Screening and testing for neurological and neuropsycho-
logical deficits can help distinguish dementias from normal aging 
processes. Generally speaking, the decline in intellectual functioning 
in dementia is more rapid and severe.

All told, about one in five older adults suffers from a mental 
disorder, including dementia as well as anxiety and mood disorders 
(Karel, Gatz, & Smyer, 2012). Here we focus on several of these 
disorders, beginning with anxiety disorders, the most commonly 
experienced type of psychological disorder affecting older adults.

truth or fiction

A form of dementia is linked to  
mad-cow disease.

 TRUE  A form of dementia is 
caused by the human form of   
mad-cow disease.

14.7 Identify other psychological 
disorders related to aging.

What changes take place as we age? how do they affect our 
moods? Although some declines in cognitive and physical functioning 
are connected with aging, older adults who remain active and engage 
in rewarding activities can be highly satisfied with their lives.
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Anxiety Disorders and Aging
Although anxiety disorders may develop at any point in life, they tend to be less preva-
lent among older adults than among their younger counterparts. Still, anxiety disorders 
are the most commonly occurring psychological disorder among older adults, even more 
common than depression. Approximately 1 in 10 adults over the age of 55 suffer from a 
diagnosable anxiety disorder (USDHHS, 1999). Older women are more likely than older 
men to be affected by anxiety disorders (Bryant, Jackson, & Ames, 2008). T / F

The most frequently occurring anxiety disorders among older adults are general-
ized anxiety disorder (GAD) and phobic disorders. Although less common, panic dis-
order occurs in about 1 in 100 older adults (Chou, 2010). Most cases of agoraphobia 
affecting older adults tend to be of recent origin and may involve the loss of social support 
systems due to the death of a spouse or close friends. Then again, some older individuals 
who are frail may have realistic fears of falling on the street and may be misdiagnosed as 
agoraphobic if they refuse to leave the house alone. Generalized anxiety disorder may arise 
from the perception that one lacks control over one’s life, which may be the case for older 
people contending with infirmity, loss of friends and loved ones, and lessened economic 
opportunities. Social anxiety disorder (also called social phobia) affects about 2% to 5% 
of older adults but does not appear to have a significant impact on the quality of late 
adulthood (Chou, 2009).

Antianxiety drugs, such as the benzodiazepines (Valium is one), are commonly used 
to quell anxiety in older adults. Psychological interventions, such as cognitive- behavioral 
therapy, show therapeutic benefits in treating anxiety in older adults and do not carry the 
risks of the drug’s side effects or potential dependence (Mohlman, 2012; Stanley et al., 
2009; Zou et al., 2012).

Depression and Aging
Depression is a common problem affecting many older adults, especially those with a 
prior history of depression (Reppermund et al., 2011). For many older adults, late-life 
depression often involves a continuation of a lifelong pattern.

Estimates are that between 1% and 5% of older adults are currently suffering 
from a diagnosable major depressive episode (Fiske, Wetherell, & Gatz, 2009; Luijendijk 
et al., 2008). A much higher proportion of older adults, estimated to be as many as one in 
three, currently suffer from depressive symptoms that may not warrant a diagnosis but are 
significant enough to interfere with their quality of life (Meeks et al., 2011). Depression 
is higher among some groups of older adults, such as residents of nursing homes. Despite 
the fact that fewer older adults suffer from major depression than do younger adults, 
suicide is more frequent among older adults, especially among older white males (Bruce 
et al., 2004; Eddleston, 2006). 

Older people of color often carry an especially heavy stress burden. In one study, 
a sample of 127 elderly African Americans recruited from senior citizens’ programs in 
two large urban centers in the northeastern United States were administered measures 
of race-related stress, satisfaction with life, and health concerns (Utsey et al., 2002). The 
investigators found that men reported experiencing higher levels of institutional and col-
lective forms of racism than women did. The investigators commented that they weren’t 
surprised by these findings, as African American men have traditionally been subjected 
to harsher experiences of societal racism and oppression. Going further, the investigators 
reported that institutional race-related stress was associated with poorer psychological 
well-being. Many of the elderly men in this sample had experienced institutional racism 
(i.e., government-sanctioned discrimination in housing, education, employment, health 
care, and public policy) during their early and middle lives. This study contributes to a 
growing body of literature showing links between race-related stress and mental health 
functioning of African Americans.

truth or fiction

Anxiety disorders are the most 
common psychological disorders 
among older adults, even more 
common than depression.

 TRUE Problems relating to anxiety 
are the most common psychological 
disorders affecting older adults.

Agoraphobia or a need for support? Some 
older adults may refuse to venture away from 
home on their own because of realistic fears 
of falling in the street. They may be in need 
of social support, not therapy.
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Other investigators have examined the role of acculturative stress in older adults 
from immigrant groups. A study of Mexican American older adults showed that those 
who were minimally acculturated to U.S. society had higher rates of depression than 
either highly acculturated or bicultural individuals (Zamanian et al., 1992).

Depressive disorders often occur in people suffering from brain disorders, such as 
AD, Parkinson’s disease, and stroke, which disproportionately affect older people (e.g., 
Even & Weintraub, 2012; Jasinska-Myga et al., 2010; Richard et al., 2012). In the case of 
Parkinson’s disease, depression may result not only from coping with the disease but also 
from neurobiological changes in the brain caused by the disease.

Social support can help buffer the effects of stress, bereavement, and illness, 
thereby reducing the risk of depression. Social support is especially important to older 
people who are challenged because of physical disability. Participation in volunteer or 
religious organizations may also provide a sense of meaning and purpose as well as a 
needed social outlet.

Older people may be especially vulnerable to depression because of the stress of cop-
ing with life changes—retirement; physical illness or incapacitation; placement in a residential 
facility or nursing home; the deaths of a spouse, siblings, lifetime friends, and acquaintances; 
or the need to care for a spouse whose health is declining. Retirement, whether voluntary or 
forced, may lead to a loss of role identity. Deaths of relatives and friends induce grief and 
remind older people of their own advanced age as well as reduce the availability of social sup-
port. Older adults may feel incapable of forming new friendships or finding new goals in life. 
The chronic strain of coping with a family member with AD can lead to depression in the 
caregiver, even without any prior vulnerability to depression (Mittelman et al., 2004).

Despite the prevalence of depression in older people, physicians often fail to rec-
ognize it or to treat it appropriately. Health care providers may be less likely to recognize 
depression in older people than in middle-aged or young people, in part because they 
tend to focus more on the older patient’s physical complaints and because depression in 
older people is often masked by physical complaints and sleeping problems.

The good news about geriatric depression is that effective treatment is available, 
including antidepressant medication, cognitive-behavioral therapy, and interpersonal psy-
chotherapy (e.g. Calati et al., 2013; Reynolds et al., 2011; Sheline et al., 2012; Scogin & 
Shah, 2012; Unützer & Park, 2012). Evidence of treatment effectiveness should put to 
rest the erroneous belief that psychotherapy or psychiatric medication is not appropriate 
for people in late adulthood. Moreover, memory impairment that often accompanies late-
life depression may lift when the underlying depression is resolved.

Sleep Problems and Aging
Sleep problems, especially insomnia, are common among older people. Upward of 50% 
of older adults report sleep problems (Vitiello, 2009). Insomnia in late adulthood is actu-
ally more prevalent than depression. Sleep problems in older adults are often linked to 
other psychological disorders, such as depression, dementia, and anxiety disorders, as well 
as medical illness. Psychosocial factors, such as loneliness and the related difficulty of 
sleeping alone after the loss of a spouse, are also implicated in many cases. Dysfunctional 
thoughts, such as excessive concerns about lack of sleep and perceptions of hopelessness 
and helplessness about controlling sleep, are another contributor to sleep problems in 
later life.

Sleep medications are often used in treating late-life insomnia, but long-term use 
can cause dependence and withdrawal symptoms as they can in younger adults. Fortunately, 
behavioral approaches, similar to those described in Chapter 9, are effective in treating 
insomnia in later life and produce therapeutic benefits that are as good as, if not better 
than, those of sleep medications, without risks of side effects or drug dependence (Bélanger, 
LeBlanc, & Morin, 2011; Bootzin & Epstein, 2011; Buysse et al., 2011). Moreover, older 
adults are as capable of benefiting from behavioral treatment as younger adults are.

Late-life depression. Many older adults 
struggle with clinical depression. What factors 
contribute to depression in late adulthood?
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Neurocognitive Disorders
14.1 Define the concept of neurocognitive disorders  
and identify three major types.
Neurocognitive disorders are disturbances of thinking or memory 
that represent a marked decline in cognitive functioning. They are 
caused by physical or medical conditions or drug use or withdrawal 
affecting the functioning of the brain. The three major types identi-
fied in DSM-5 are delirium, major neurocognitive disorder, and mild 
neurocognitive disorder.

14.2 Describe the key features and causes of delirium.
Delirium is a state of mental confusion characterized by symptoms 
such as impaired attention, disorientation, disorganized thinking 
and rambling speech, reduced level of consciousness, and perceptual 
disturbances. Delirium is most commonly caused by alcohol with-
drawal, as in the form of DTs, but may also occur in hospitalized 
patients, especially after major surgery.

14.3 Describe the key features and causes of major  
neurocognitive disorder.
Major neurocognitive disorder (dementia) is a significant cogni-
tive deterioration or impairment, as evidenced by memory deficits, 
impaired judgment, personality changes, and disorders of higher cog-
nitive functions such as problem-solving ability and abstract think-
ing. Dementia is not a normal consequence of aging; rather, it is 
a sign of a degenerative brain disorder. There are various causes of 

major neurocognitive disorder, including Alzheimer’s disease (AD) 
and Pick’s disease, and brain infections and disorders.

14.4 Describe the key features of mild neurocognitive  
disorder.
Formerly called mild cognitive impairment (MCI), mild neurocog-
nitive disorder refers to a milder decline in cognitive functioning. 
The person with the disorder is able to function but needs to expend 
greater effort or to use compensatory strategies to compensate for 
cognitive declines.

14.5 Describe the key features and causes of AD and  
evaluate current treatments.
AD is a progressive brain disease characterized by progressive loss of 
memory and cognitive ability, as well as deterioration in personal-
ity functioning and self-care skills. There is neither cure nor effec-
tive treatment for AD. Currently available drug treatments offer only 
modest effects at best. Research into the causes of the disease points 
to roles for genetic factors and possible imbalances in neurotransmit-
ters in the brain, especially acetylcholine.

14.6 Identify other subtypes of neurocognitive disorders.
Other medical conditions can lead to neurocognitive disorders, 
including vascular disease, Pick’s disease, Parkinson’s disease, 
Huntington’s disease, prion disease, HIV infection, and head trauma.

Psychological Disorders related to Aging
14.7 Identify other psychological disorders related to aging.
Generalized anxiety disorder and phobic disorders are the most com-
monly occurring anxiety disorders among older people. Depression 
to varying degrees is common among people in later life and may 
be associated with memory deficits that may lift as the depression 
clears. It involves irreversible and progressive memory impairment. 
Sleep problems such as insomnia, are also common among older 
people.

summing up14

Based on your reading of this chapter, answer the following 
 questions:

•	 Do you expect people to become senile as they age? If so, what is 
the basis of your opinion?

•	 Why do you think depression is so common among older people? 
In what ways might depression be related to lowered role expecta-
tions placed on older people in our society? In what ways might 
society provide more meaningful social roles for people as they age?

•	 Should children be permitted to play physical contact sports that 
may lead to concussions or other head injuries? Why or why not? 
What precautions should be taken to protect children who par-
ticipate in these sports?

•	 Have you known someone who was affected by AD? How was 
their behavior affected? What was done to help the person and the 
family? Do you think more could have been done or should have 
been done? Explain.

critical thinking questions
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neurocognitive disorders  524
agnosia  525
delirium  526
major neurocognitive  

disorder   528
general paresis   528
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mild neurocognitive  
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Alzheimer’s disease (AD)  530
cerebrovascular accident 
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Amnesia  538
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anterograde amnesia  538
hypoxia  539
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key terms

Scoring Key for Attitudes Toward Aging Scale

 1.  False. Most healthy couples continue to engage in satisfying 
sexual activities into their 70s and 80s.

 2.  False. This is too general a statement. Those who find their work 
satisfying are less anxious to retire.

 3.  False. In late adulthood, people tend to become more concerned 
with internal matters—their physical functioning and their 
emotions.

 4.  False. Adaptability remains reasonably stable throughout adult-
hood.

 5.  False. Age itself is not linked to noticeable declines in life sat-
isfaction. Of course, people may respond negatively to disease 
and losses, such as the death of a spouse.

 6.  False. Although we can predict some general trends for older 
adults, we can also do so for younger adults. Older adults, like 
their younger counterparts, are heterogeneous in personality 
and behavior patterns.

 7.  False. Older adults with stable intimate relationships are more 
satisfied.

 8.  False. People are susceptible to a wide variety of psychological 
disorders at all ages.

 9. False. Only a minority are depressed.
10.  False. Actually, church attendance declines, but not verbally 

expressed religious beliefs.
11.  False. Although reaction time may increase and general learning 

ability may undergo a slight decline, older adults usually have 
little or no difficulty at familiar work tasks. In most jobs, experi-
ence and motivation are more important than age.

12. False. Learning may just take a bit longer.
13.  False. Older adults do not direct a higher proportion of thoughts 

toward the past than do younger people. Regardless of age, peo-
ple may spend more time daydreaming if they have more time 
on their hands.

14.  False. Fewer than 10% of older adults require some form of 
institutional care.



Abnormal Psychology  
and the Law

15
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learning objectives
15.1 

Explain the difference between civil 
commitment and criminal commitment.

15.2 
Evaluate the ability of mental health 

professionals to predict dangerousness.

15.3 
Identify major court cases establishing 

the rights of mental patients.

15.4 
Define the duty to warn and evaluate 
the dilemma it poses for therapists.

15.5 
Describe the history of the insanity 
defense, citing specific court cases.

15.6 
Describe the guidelines proposed 
by the American Law Institute for 

determining the legal basis of insanity.

15.7 
Describe the legal basis for determining 

length of criminal commitment.

15.8 
Describe the legal basis for determining 

competency to stand trial.

15

“I” “Point-Blank Range”
Congresswoman Gabrielle (Gabby) Giffords of Arizona was greeting constituents out-
side a supermarket on a sunny day in January 2011. A lone gunman approached from 
the rear. She had no warning and never saw the assailant. Shot through the head at 
point-blank range, Giffords was critically injured, but miraculously survived. Tragically, 
6 bystanders were killed in the shooting and 13 others wounded. After her stay in 
a critical care facility, Giffords entered a rehabilitation facility, beginning a long and 
arduous process of recovery that is still ongoing. Yet she was able to return to the 
House of Representatives to receive well wishes of her colleagues and even led the 
Pledge of Allegiance at the 2012 Democratic National Convention. She later resigned 
from Congress to concentrate on her recovery, but promised to return to public ser-
vice at some point in the future.

But what of the alleged shooter, 22-year-old Jared Loughner? A fellow student 
at the community college Loughner attended described him as a “troubled young 
man” whom no one wanted to sit next to in class (Lipton, Savage, & Shane, 2011). 
His behavior was so disturbing that his classmate wondered if he was taking halluci-
nogens. The portrait of Loughner that emerged in media reports was of an angry and 
deeply troubled young man who had become increasingly alienated from society and 
who displayed odd and even bizarre thoughts and behaviors. A series of short videos 
apparently posted on social media sites by Loughner were rambling and incoherent. 
The videos spoke of him becoming “treasurer of a new currency” and controlling 
“English grammar structure.” There were mentions of brainwashing and belief that he 
had powers of mind control.

Appearing before a U.S. district court, Loughner was held to be incompetent 
to stand trial and remanded to a federal facility for further evaluation of his mental 
competency. Even his own attorneys described him as a “gravely mentally ill man” 
(“Ariz. Shooting Spree Suspect,” 2011). We never had a formal determination of 
Loughner’s mental status at the time of the shooting because he later pled guilty to 
the charges.

truth OR fiction

T  F   People can be committed to psychiatric facilities because of odd or  
eccentric behavior. (p. 551)

T  F   Most people who are diagnosed with mental disorders commit violent 
crimes. (p. 552)

T  F   Patients in mental hospitals may be required to perform general house-
keeping duties in a facility. (p. 558)

T  F   Therapists may not breach patient confidentiality even when a patient 
makes a death threat against a specific person. (p. 560)

T  F   An attempt to assassinate the president of the United States was seen by 
millions of television viewers, but the would-be assassin was found not 
guilty by a court of law. (p. 562)

T  F   The insanity defense is used in a large number of trials, usually successfully. 
(p. 563)

T  F   People who are found not guilty of a crime by reason of insanity may be 
confined to a mental hospital for many years longer than they would have 
been sentenced to prison, had they been found guilty. (p. 566)

T  F   A defendant may be held competent to stand trial but still be judged not 
guilty of a crime by reason of insanity. (p. 568)
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And what of James Holmes, the 24-year-old alleged shooter in the movie 
theater massacre in 2012 in Aurora, Colorado, that left 12 people dead and 58 others 
wounded? Holmes reportedly had received treatment from a University of Colorado 
psychiatrist while attending the university. In his first court appearance after the 
shooting, he appeared dazed and sported flaming orange hair. His mental status 
remained undetermined at the time of this writing.

The tragic events in Arizona and Colorado (and in other tragic cases, such as the mass 
killings at Virginia Tech University and at Sandy Hook Elementary School in Newtown, 
Connecticut) highlight the interface between abnormal behavior and the law. What 
should society do with someone accused of a violent crime, even a heinous crime, if the 
person’s behavior suggests a lack of mental competence to even understand the pro-
ceedings? What if the defendant can understand the proceedings and mount a credible 
defense, but the alleged criminal behavior is deemed to have been a product of mental 
defect or disease? Should someone who has committed grievous acts be judged to be “not 
guilty by reason of insanity”? How should society treat mentally disturbed individuals 
who commit crimes? Should they be punished by confinement in prison or treated in a 
mental institution?

In this chapter, we will discuss the insanity defense, its history in U.S. law, and 
the legal and moral arguments that underlie its use. We will also examine the legal rights 
of mental patients and the legal responsibility that falls on mental health care providers 
to warn third parties of threats made by patients. We will address questions that touch 
on the general issue of how to balance the rights of the individual with the rights of soci-
ety. Do people who are obviously mentally disturbed have the right to refuse treatment? 
Do psychiatric institutions have the right to administer antipsychotic and other drugs to 
patients against their will? Should mental patients with a history of disruptive or violent 
behavior be hospitalized indefinitely or permitted to live in supervised residences in the 
community once their conditions are stabilized? When severely disturbed people break 
the law, should society respond to them with the criminal justice system or with the men-
tal health system?

We begin with the concept of civil or psychiatric commitment, the process 
by which individuals are involuntarily confined in mental hospitals because they are 
deemed to be mentally ill and a danger to either themselves or others. Civil commit-
ment brings into focus the interface between the rights of individuals and the rights of 
society.

Civil Commitment and Patients’ Rights
Legal placement of people in psychiatric institutions against their will is called civil 
 commitment (also called psychiatric commitment). Through civil commitment, individu-
als who are judged to be mentally ill and a threat to themselves or others can be involun-
tarily confined to psychiatric institutions to provide them with treatment and help ensure 
their own safety and that of others.

Civil commitment should be distinguished from voluntary hospitalization, in 
which an individual voluntarily seeks treatment in a psychiatric institution and can, with 
adequate notice, leave the institution when she or he so desires. Even in such cases, how-
ever, when the hospital staff believes that a voluntary patient presents a threat to her or his 
own welfare or to others, they may petition the court to change the patient’s legal status 
from voluntary to involuntary.

We also need to distinguish civil commitment from criminal commitment, in 
which an individual who is acquitted of a crime by reason of insanity is placed in a psy-
chiatric institution for treatment. In criminal commitment, a defendant’s unlawful act is 
judged by a court of law to result from a mental disorder or defect, and the defendant is 

Jared Loughner (top) and James Holmes 
(bottom). Punishment or treatment? 
Or both? What should society do about 
someone who is severely disturbed but 
commits a horrible crime?

15.1 Explain the difference 
between civil commitment 
and criminal commitment.
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committed to a psychiatric hospital where treatment can be provided rather than incarcer-
ated in a prison.

Civil commitment in a psychiatric hospital usually requires that a relative or pro-
fessional file a petition with the court, which empowers psychiatric examiners to evaluate 
the person. Finally, a judge hears the psychiatric testimony and decides whether or not 
to commit the individual. In the event of commitment, the law usually requires periodic 
legal review and recertification of the patient’s involuntary status. The legal process is 
intended to ensure that people are not indefinitely “warehoused” in psychiatric hospitals. 
Hospital staff must demonstrate the need for continued inpatient treatment.

Legal safeguards protect people’s civil rights in commitment proceedings. 
Defendants have the right to due process and to be assisted by an attorney, for example. 
But when individuals are deemed to present a clear and imminent threat to themselves or 
others, the court may order immediate hospitalization until a formal commitment hear-
ing can be held. Such emergency powers are usually limited to a specific period, usually 
72 hours (Failer, 2002; Strachen, 2008). If a formal commitment petition is not filed 
with the court during this time, the individual has a right to be discharged.

Standards for psychiatric commitment have been tightened over the past genera-
tion, and the rights of individuals who are subject to commitment proceedings are more 
strictly protected. In the past, psychiatric abuses were more common. People were often 
committed without clear evidence that they posed a threat. Not until 1979, in fact, did 
the U.S. Supreme Court rule, in Addington v. Texas, that in order for individuals to be 
hospitalized involuntarily, they must be judged both to be mentally ill and to present 
a clear and present danger to themselves or others. Thus, people cannot be committed 
because of their odd behavior or eccentricity. T / F

Few would argue that contemporary tightening of civil commitment laws protects 
the rights of the individual. Even so, some critics of the psychiatric system have called for 
the abolition of psychiatric commitment on the grounds that commitment deprives the 
individual of liberty in the name of therapy, and that such a loss of liberty cannot be justi-
fied in a free society. Perhaps the most vocal and persistent critic of the civil commitment 
statutes was the psychiatrist Thomas Szasz, who died in 2012 (Szasz, 1970, 2003a, 2003b, 
2007). Szasz argued that the label of mental illness is a societal invention that transforms 
social deviance into medical illness. In Szasz’s view, people should not be deprived of their 
liberty because their behavior is perceived to be socially deviant or disruptive. Szasz likens 
involuntary hospitalization to institutional slavery (Szasz, 2003b). According to Szasz, 
people who violate the law should be prosecuted for criminal behavior, not confined to 
a psychiatric hospital. Although psychiatric commitment may prevent some individuals 
from acting violently, it does violence to many people who are innocent of any crime by 
depriving them of the fundamental right of liberty:

The mental patient, we say, may be dangerous: he may harm himself or someone else. But 
we, society, are dangerous: we rob him of his good name and of his liberty, and subject 
him to tortures called “treatments.”

—From Szasz, 1970

It is a fundamental principle of English and American law that only persons charged with 
and convicted of certain crimes are subject to imprisonment. Persons who respect other 
people’s rights to life, liberty, and property have an inalienable right to their own life, 
liberty, and property.

—From Szasz, 2003a

Szasz’s strident opposition to institutional psychiatry and his condemnation of 
psychiatric commitment focused attention on abuses in the mental health system. Many 
people who have experienced psychiatric commitment rail against the practice.

Szasz was effective in persuading many professionals to question the legal, 
ethical, and moral bases of coercive psychiatric treatment in the forms of involuntary 

truth OR fiction

People can be committed to 
psychiatric facilities because of odd or 
eccentric behavior.

 FALSE  People cannot be 
committed because they are 
eccentric. The U.S. Supreme Court 
has determined that people must be 
judged mentally ill and present a clear 
and present danger to themselves 
or others to be committed to a 
psychiatric facility.
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 hospitalization and forced medication. Many caring and concerned professionals draw 
the line at abolishing psychiatric commitment, however. They argue that people may not 
be acting in their considered best interests when they threaten suicide or harm to others, 
or when their behavior becomes so disorganized that they cannot meet their basic needs 
(McMillan, 2003; Sayers, 2003). Most countries, including the United States and Canada, 
have laws that permit commitment of dangerous, mentally ill people (Appelbaum, 2003). 
Yet, the issue of psychiatric commitment continues to rouse debate, as we discuss in 
Thinking Critically About Abnormal Psychology (see page 554).

Predicting Dangerousness
Mental health professionals are often called on to judge whether patients are a danger to 
themselves or others as part of the legal proceedings to determine whether people should 
be involuntarily hospitalized or maintained involuntarily in the hospital. But how accu-
rate are the judgments of professionals when predicting dangerousness? Do professionals 
have special skills or clinical wisdom that renders their predictions accurate, or are their 
predictions no more accurate than those of laypeople? T / F

Unfortunately, psychologists and other mental health professionals who rely 
on their clinical judgments are not very accurate when it comes to predicting the dan-
gerousness of the people they treat. Mental health professionals tend to overpredict 
 dangerousness—that is, to label many individuals as dangerous when they are not. 
Clinicians tend to err on the side of caution in predicting the potential for dangerous 
behavior, perhaps because they believe that failure to predict violence may have more seri-
ous consequences than overprediction. However, overprediction of dangerousness does 
deprive many people of liberty. According to Szasz and other critics, the commitment of 
the many to prevent the violence of the few is a form of preventive detention that violates 
basic constitutional principles (Szasz, 2007).

The leading professional organizations, the American Psychological Association 
(1978) and the American Psychiatric Association (1998), have both gone on record as 
stating that neither psychologists nor psychiatrists, respectively, can reliably predict vio-

lent behavior. As a leading authority in the field, John Monahan of the 
University of Virginia, said, “When it comes to predicting violence, our 
crystal balls are terribly cloudy” (Rosenthal, 1993).

Clinician predictions are generally also less accurate than predic-
tions based on evidence of past violent behavior (Odeh, Zeiss, & Huss, 
2006). Basically, clinicians do not possess any special knowledge or ability 
for predicting violence beyond that of the average person. In fact, a lay-
person supplied with information concerning an individual’s past violent 
behavior may predict the individual’s potential for future violence more 
accurately than the clinician, who bases a prediction solely on a clinical 
interview (Mossman, 1994). Unfortunately, although past violent behavior 
is the best predictor of future violence, hospital staff may not be permitted 
access to criminal records or may lack the time or resources to track down 
these records. The prediction problem has been cited by some as grounds 
for abandoning dangerousness as a criterion for civil commitment.

Why is predicting dangerousness so difficult? Investigators 
have identified a number of factors that lead to inaccurate predictions, 
including the following.

THE PosT Hoc ProbLEm Recognizing violent tendencies after a 
violent incident occurs (post hoc) is easier than predicting it before-
hand. It is often said that hindsight is 20/20. Like Monday morning 
quarterbacking, it is easier to piece together fragments of people’s prior 
behaviors as evidence of violent tendencies after they have committed 
acts of violence. Predicting a violent act before the fact is a more dif-
ficult task, however.

15.2 Evaluate the ability  
of mental health professionals 
to predict dangerousness.

truth OR fiction

Most people who are diagnosed 
with mental disorders commit violent 
crimes.

 FALSE  Actually, only a small 
minority of people with mental 
disorders commit violent crimes.

Predicting dangerousness. Should mental health professionals 
or school administrators have recognized signs of impending 
violence by Seung-Hui Cho, the man who went on a killing 
rampage at Virginia Tech in 2007? It is always easier after the fact 
to piece together fragments of a person’s prior behaviors as signs 
of impending violent behavior in 2007. Predicting a violent act 
before it occurs is a much more difficult task, however, even for 
professionals.
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THE ProbLEm in LEaPing From THE gEnEraL To THE sPEciFic Generalized 
perceptions of violent tendencies may not predict specific acts of violence. Most people 
who have “general tendencies” toward violence never act on them. Nor is a diagnosis 
associated with aggressive or dangerous behavior, such as antisocial personality disorder, a 
sufficient basis for predicting specific violent acts by individuals.

ProbLEms in DEFining DangErousnEss One difficulty in predicting danger-
ousness is the lack of agreement over what types of behavior are violent or dangerous. 
Most people would agree that crimes such as murder, rape, and assault are acts of 
violence. There is less agreement, even among authorities, for labeling other acts—
for example, driving recklessly, harshly criticizing one’s spouse or children, destroying 
property, selling drugs, shoving into people at a tavern, or stealing cars—as violent 
or dangerous. Consider, also, the behavior of business owners and corporate execu-
tives who produce and market cigarettes despite widespread knowledge of the death 
and disease these substances cause. Clearly, the determination of which behaviors are 
regarded as dangerous involves moral and political judgments within a given social 
context.

basE-raTE ProbLEms The prediction of dangerousness is complicated by the fact that 
violent acts such as murder, assault, or suicide are infrequent within the general popula-
tion, even if newspaper headlines sensationalize them regularly. Other rare events—such 
as earthquakes—are also difficult to predict with any degree of certainty concerning when 
or where they will strike.

The relative difficulty of making predictions about infrequent or rare events is 
known as the base-rate problem. Consider as an example the problem of suicide predic-
tion. If the suicide rate in a given year has a low base rate of about 1% of a clinical popula-
tion, the likelihood of accurately predicting that any given person in this population will 
commit suicide is very small. If you predicted that any given individual in this population 
would not commit suicide in a given year, you would be correct 99% of the time. But 
if you predict the nonoccurrence of suicide in every case, you would fail to predict the 
relatively few cases in which suicide does occur, even though virtually all your predictions 
would likely be correct. Therefore, predicting the one likely occurrence of suicide among 
those 100 people is likely to be tricky. When clinicians make predictions, they weigh the 
relative risks of a false negative—predicting that a violent behavior will not occur but it 
does—and a false positive—predicting that a violent behavior will occur but it does not. 
Clinicians often deliberately err on the side of the false positive and overpredict danger-
ousness. From their perspective, erring on the side of caution might seem like a no-lose 
situation. However, such a prediction practice results in many people being committed 
to an institution when they would not actually have acted violently against themselves or 
others, thereby denying them their liberty.

THE unLikELiHooD oF DiscLosurE oF DirEcT THrEaTs oF VioLEncE How 
likely is it that truly dangerous people will disclose their violent intentions to a health 
professional who is evaluating them or to their own therapist? The client in therapy is 
not likely to inform a therapist of a clear threat, such as “I’m going to kill ____ next 
Wednesday morning.” Threats are more likely to be vague and nonspecific, as in “I’m 
so sick of ____; I could kill her” or “I swear he’s driving me to murder.” In such cases, 
therapists must infer dangerousness from hostile gestures and veiled threats. Vague, 
 indirect threats of violence are less reliable indicators of dangerousness than specific, 
direct threats.

THE DiFFicuLTy oF PrEDicTing bEHaVior in THE communiTy From 
bEHaVior in THE HosPiTaL Mental health professionals fall well short of the mark 
when making long-term predictions of dangerousness. They are often wrong when 
 predicting whether patients will become dangerous following release from the hospital. 
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Thinking CRiTiCally about abnormal psychology

@Issue: What Should We Do About the “Wild Man of West 96th Street”?

The case of Larry Hogue touches on the problem of how 
society deals with the psychiatric homeless population. 
We first learned about Hogue—the “wild man of West 

96th Street”—back in the early 1990s. Hogue was a homeless 
Vietnam War veteran who inhabited the alleyways and doorways 
of Manhattan’s affluent Upper West Side. He went barefoot in 
winter, ate from garbage cans, and muttered to himself. He was 
described in newspaper reports as terrorizing the neighborhood, 
becoming especially violent when he smoked crack. Once, he 
was arrested for pushing a schoolgirl in front of a school bus 
(Shapiro, 1992). (Miraculously, she escaped injury.)

Hogue was shuttled in and out of state psychiatric hospitals and 
prisons more than 40 times. He popped up in the news again in 
2009, having escaped from a Queens mental hospital and made 
his way back to West 96th Street in Manhattan, again frightening 
residents by his mere presence. As one resident told a reporter, 
“People called each other . . . saying, ‘He’s back.’ Nobody, after 
17 years, had to ask who” (“Wild Man,” 2009).

For Hogue, the criminal justice, social services, and mental 
health systems were nothing but revolving doors. Typically, 
Hogue would improve during a brief hospital stay and be 
released, only to return to using crack instead of his psychiatric 
medication. His behavior would then deteriorate. For many peo-
ple, Larry Hogue became a national symbol of the many cracks 
in the system.

In 2008, the public spotlight focused again on the cracks in the 
mental health system in the wake of a vicious murder (“Queen’s 
Man Arraigned,” 2008). It happened in New York, but it could 
have happened anywhere. The victim, Dr. Kathryn Faughey, a 
Manhattan psychologist, was found butchered to death in her 
office. She had been stabbed 15 times with a meat cleaver and a 
9-inch knife. A suspect, David Tarloff, age 39, was soon arrested 

and held for trial. Tarloff appeared agitated and disturbed dur-
ing his arraignment hearing. The police supplied a motive. 
Tarloff apparently came to the office to rob an office mate of the 
slain psychologist, another psychologist who had been treat-
ing him over the years. Tarloff told police he hadn’t intended to 
harm Dr. Faughey and didn’t realize at first that she was in the 
office. Later, the suspect’s brother provided some background. 
The family, he told a reporter, had tried to get his brother help 
for many years. He had been hospitalized and released many 
times over the years. A neighbor of Tarloff described him as 
a “cuckoo” who had “. . . some weird reactions from time to 
time.”

Doesn’t society have a right to protect itself from the likes 
of people like Hogue and Tarloff? And what of those whose 
behavior may appear disturbed or deviant but who have not 
threatened or harmed others, such as people who sleep in the 
darkened corners of alleyways and over sidewalk heating vents, 
mumbling incoherently to themselves, but refusing psychiatric 
treatment?

Society certainly has a right to protect itself from people whose 
disturbed behavior causes physical harm to others or threatens 
harm. It may seem just as obvious that a humane society has the 
responsibility to provide care to people who seem unable to 
care for themselves. But critics of the mental health system, such 
as Thomas Szasz, argue that by the very nature of a free society, 
people should be free to make their own decisions, even when 
those decisions are not in the best interests of their own health 
or welfare. Szasz argues that if they cause harm to others, or 
threaten harm, they should be subject to the criminal justice sys-
tem, not psychiatric commitment.

Now let’s extend the argument: If society has an obligation to 
protect individuals from themselves, as in the case of someone 

One reason is that they often base their predictions on patients’ behavior in the hospital. 
But violent or dangerous behavior may be situation specific. A model patient who is able 
to adapt to a structured environment like that of a psychiatric hospital may be unable to 
cope with the pressures of independent community life. We can expect clinicians to be 
more accurate when they base their predictions on the patient’s previous behavior in the 
community than in the controlled setting of a mental hospital.

Overall, although clinician predictions of dangerousness are significantly better 
than predictions based on chance alone, they are still often inaccurate (Kaplan, 2000). 
Although their crystal balls may be cloudy, mental health professionals who work in 
institutional settings continue to be called on to make predictions—deciding whom to 
commit and whom to discharge largely on the basis of how they judge the potential for 
violence (McNiel, Gregory, Lam, Binder, & Sullivan, 2003). Rather than expecting clini-
cians to rely only on their clinical judgment, investigators are developing better decision-
making tools, such as more objective screening methods and violence rating scales to help 
guide assessment of violence risk (e.g., McNiel et al., 2003; Yang, Wong, & Coid, 2010).
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threatening suicide, does it not have a similar obligation to pro-
tect people whose behavior is harmful in other ways, such as 
those who smoke cigarettes, drink alcohol to excess, or become 
obese? Where would you draw that line?

And what about mental patients who commit violent crimes? 
Such cases, thankfully, are relatively uncommon, as only a small 
minority of people with mental disorders commit violent crimes. 
Later in the chapter, we consider the important question about 
whether mentally disturbed people who commit crimes should 
be held accountable. Here, let us discuss the more general issue 
of how to balance the rights of the individual with the rights of 
society and offer several questions that challenge us to think 
critically about these issues.

In thinking critically about the issue, answer the following 
 questions:

•   Do people in a free society have the right to live on the streets 
under unsanitary conditions?

•   Do people who are obviously mentally disturbed have the 
right to refuse treatment?

•   Should mental patients with a history of disruptive or violent 
behavior be hospitalized indefinitely or, once their conditions 
have stabilized, be permitted to live in supervised residences 
in the community?

•   Do mentally ill people have a right to be left alone, so long as 
they do not break any laws? Or do you agree with psychiatrist 
E. Fuller Torrey and attorney Mary Zdanowicz (1999) that “. . . 
for individuals whose brain is impaired by severe mental illness, 
defending their right to remain mentally ill is mindless”?

•   When severely mentally disturbed people do break the law, 
should society respond to them with the criminal justice sys-
tem or with the mental health system?

“The wild man of West 96th street.” Larry Hogue, the so-called 
wild man of West 96th Street in New York City, has become a symbol 
of the cracks in the mental health, criminal justice, and social services 
systems.

These efforts are helping to improve the ability of clinicians to predict the likeli-
hood of violent behavior, at least with respect to short-term predictions (McNiel et al., 
2003; Mills, Kroner & Morgan, 2011). Clinicians may be more successful in predict-
ing violence by basing predictions on a composite of factors, including evidence of past 
 violent behavior, than on any single factor. Still, it’s fair to say that predicting future 
violent behavior is difficult and presently available methods are far from perfect (Yang 
et al., 2010). Not surprisingly, the accuracy of clinician predictions of violence is gener-
ally greater when clinicians agree with one another than when they disagree (McNiel, 
Lam, & Binder, 2000). Accuracy also tends to be better when clinicians make shorter-
term predictions of dangerousness (Mills et al., 2011).

VioLEncE anD sEVErE mEnTaL DisorDErs The importance of developing tools 
to predict dangerousness is underscored by evidence of an increased risk of violence 
among people with severe mental disorders, such as schizophrenia, as compared to that in 
the general population (e.g., Douglas, Guy, & Hart, 2009; Fazel et al., 2009). However, 
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we should also note that people with severe mental disorders account for but a relatively 
small proportion of violent crimes in society, about 4% overall (Appelbaum, 2006; Carey 
& Hartocollis, 2013). The general public’s perception of the mentally ill as dangerous is 
exaggerated by the disproportionate attention given to a few highly publicized cases in the 
media. Media reports of a few cases of violence by people with severe mental disorders 
reinforce stereotypes and further contribute to stigmatization of mental patients in gen-
eral (Kuehn, 2012).

Digging deeper into the evidence reveals certain factors associated with an 
increased risk of violent behavior among schizophrenia patients (Elbogen & Johnson, 
2009). For one thing, the risk of violent crime is much higher, perhaps four or more 
times higher, among schizophrenia patients who also abuse alcohol or other drugs as 
compared to that in the general population (Fazel et al., 2009; Volavka & Swanson, 
2010). For another, certain symptoms are associated with a greater risk of violence 
among schizophrenia patients—symptoms such as delusions of persecution and 
antisocial behavior (Bo, Abu-Akel, Kongerslev, Haahrc, & Simonsen, 2011; Harris 
& Lurigio, 2007; Swanson et al., 2006). That said, only a small number of patients 
with severe psychiatric disorders, even those who are untreated, commit violent acts 
(Torrey, 2011).

The risk of violent behavior among schizophrenia patients is greater among those 
with command hallucinations—voices commanding them to harm themselves or oth-
ers (McNiel et al., 2000). The risk potential for violence is also greater among patients 
with severe mental illness who are living in economically distressed neighborhoods 
(Appelbaum, 2006). Having noted these increased risks of mental patients acting vio-
lently, let us also point out that people with severe psychiatric disorders actually stand a 
greater chance of becoming a victim of violent crimes than people in the general popula-
tion do (Teplin, McClelland, Abram, & Weiner, 2005).

As we explore in A Closer Look, the problem of predicting dangerousness also arises 
when therapists need to evaluate the seriousness of threats made by their patients against 
others. Do therapists have a duty to warn—a legal obligation to warn the intended tar-
gets of these threats? The duty to warn is one of many legal issues arising from society’s 
response to problems of abnormal behavior. In the following sections, we discuss major 
legal issues such as patients’ rights, the insanity defense, and the right of mental patients 
to refuse treatment. Table 15.1 lists landmark court cases that underpin our discussion of 
these issues.

table 15.1 

mental Health and the Law

case issue

Durham v. United States, 1954 Insanity defense

Wyatt v. Stickney, 1972 Minimum standard of care

O’Connor v. Donaldson, 1975 Patients’ rights

Jackson v. Indiana, 1972 Competency to stand trial

Tarasoff v. the Regents of the  
University of California, 1976

Duty to warn

Rogers v. Okin, 1979 Right to refuse treatment

Youngberg v. Romeo, 1982 Right to confinement in less-restrictive conditions

Jones v. United States, 1983 Length of criminal commitment

Medina v. California, 1992 Burden of proof for determining mental 
competency

Sell v. United States, 2003 Forced medication of mentally ill defendants
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Patients’ rights
We have considered issues regarding society’s right to hospitalize involun-
tarily people who are judged to be mentally ill and to pose a threat to them-
selves or others. But what happens after commitment? Do involuntarily 
committed patients have the right to receive or demand treatment? Or can 
society just warehouse them in psychiatric facilities indefinitely without 
treating them? Consider the opposite side of the coin as well: May people 
who are involuntarily committed refuse treatment? Such issues—which 
have been brought into public light by landmark court cases—fall under 
the umbrella of patients’ rights. Generally speaking, the history of abuses in 
the mental health system, as highlighted in popular books and movies such 
as One Flew Over the Cuckoo’s Nest, has led to a tightening of standards of 
care and adoption of legal guarantees to protect patients’ rights.

rigHT To TrEaTmEnT We might assume that mental health institutions 
that accept people for treatment would provide them with treatment. Not 
until the 1972 landmark federal court case of Wyatt v. Stickney, however, 
did a federal court establish a minimum standard of care to be provided 
by hospitals. The case was a class action suit against Stickney, the com-
missioner of mental health for the state of Alabama, brought on behalf of 
Ricky Wyatt, a mentally retarded young man, and other patients at a state 
hospital and school in Tuscaloosa.

The federal district court in Alabama held both that the hospital had failed 
to provide treatment to Wyatt and others and that living conditions at the hospital 
were inadequate and dehumanizing. The court described the hospital dormitories as 
“barnlike structures” that afforded no privacy to the residents. The bathrooms had no 
partitions between stalls, the patients were outfitted with shoddy clothes, the wards 
were filthy and crowded, the kitchens were unsanitary, and the food was substandard. 
In addition, the staff was inadequate in number and poorly trained. The case of Wyatt 
v. Stickney established certain patient rights, including the right not to be required to 
perform work that is performed for the sake of maintaining the facility. The court held 
that mental hospitals must, at a minimum, provide the following (Wyatt v. Stickney, 
1972):

1. A humane psychological and physical environment
2. Qualified staff in numbers sufficient to administer adequate treatment
3. Individualized treatment plans T / F

The court established that the state was obliged to provide adequate 
treatment for people who were involuntarily confined to psychiatric hospi-
tals. The court further ruled that to commit people to hospitals for treat-
ment involuntarily and then not to provide treatment violated their rights 
to due process under the law.

Table 15.2 lists some of the rights granted to institutionalized 
patients under the court’s ruling. Although the ruling of the court was lim-
ited to Alabama, many other states have revised their mental hospital stan-
dards to ensure that involuntarily committed patients are not denied basic 
rights. Other court cases have further clarified patients’ rights.

O’Connor v. Donaldson The 1975 case of Kenneth Donaldson is another 
landmark in patients’ rights. Donaldson, a former patient at a state hospital 
in Florida, sued two hospital doctors on the grounds that he had been in-
voluntarily confined without receiving treatment for 14 years, although he 
posed no serious threat to himself or others. Donaldson had been originally 
committed on the basis of a petition filed by his father, who had perceived 
him as delusional. Although Donaldson received no treatment during his 

15.3 identify major court 
cases establishing the rights 
of mental patients.

What are the rights of mental patients? Popular books and 
films, such as One Flew Over the Cuckoo’s Nest starring Jack 
Nicholson, have highlighted many of the abuses occurring in 
mental hospitals. In recent years, a tightening of standards of 
care and the adoption of legal safeguards have led to better 
protection of the rights of patients in mental hospitals.

kenneth Donaldson. Donaldson points to the U.S. Supreme 
Court decision that ruled that people who are considered 
mentally ill but not dangerous cannot be confined against their 
will if they can be maintained safely in the community.
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table 15.2 

Partial Listing of the Patient’s bill of rights under  
Wyatt v. Stickney

 1. Patients have rights to privacy and to be treated with dignity.
 2. Patients shall be treated under the least restrictive conditions that can be provided 

to meet the purposes that commitment was intended to serve.
 3. Patients shall have rights to visitation and telephone privileges unless special 

restrictions apply.
 4. Patients have the right to refuse excessive or unnecessary medication. In addition, 

medication may not be used as a form of punishment.
 5. Patients shall not be kept in restraints or isolation except in emergency conditions 

in which their behavior is likely to pose a threat to themselves or others and less-
restrictive restraints are not feasible.

 6. Patients shall not be subject to experimental research unless their rights to 
informed consent are protected.

 7. Patients have the right to refuse potentially hazardous or unusual treatments, such 
as lobotomy, electroconvulsive shock, or aversive behavioral treatments.

 8. Unless it is dangerous or inappropriate to the treatment program, patients shall 
have the right to wear their own clothing and keep possessions.

 9. Patients have rights to regular exercise and to opportunities to spend time 
outdoors.

10. Patients have rights to suitable opportunities to interact with the opposite  
gender.

11. Patients have rights to humane and decent living conditions.
12. No more than six patients shall be housed in a room, and screens or curtains must 

be provided to afford a sense of privacy.
13. No more than eight patients shall share one toilet facility, with separate stalls 

provided for privacy.
14. Patients have a right to nutritionally balanced diets.
15. Patients shall not be required to perform work that is performed for the sake of 

maintenance of the facility.

confinement and was denied grounds privileges and occupational training, his repeated re-
quests for discharge were denied as well. He was finally  released when he threatened to sue 
the hospital. Once discharged, Donaldson did sue his doctors and was awarded damages 
of $38,500 from O’Connor, the superintendent of the hospital. The case was eventually 
argued before the U.S. Supreme Court.

Court testimony established that although the hospital staff had not perceived 
Donaldson to be dangerous, they had refused to release him. The hospital doctors argued 
that continued hospitalization had been necessary because they had believed Donaldson 
was unlikely to adapt successfully to community living. The doctors had prescribed anti-
psychotic medications, but Donaldson had refused to take them because of his Christian 
Science beliefs. As a result, he received only custodial care.

In 1975, the Supreme Court held in O’Connor v. Donaldson that “mental illness 
[alone] cannot justify a State’s locking a person up against his will and keeping him indef-
initely in simple custodial confinement.” There is no constitutional basis for confining 
such persons involuntarily if they are dangerous to no one and can live safely in freedom. 
The ruling addressed mentally ill patients who are not considered dangerous. It is not yet 
clear whether the same constitutional rights would be applied to committed patients who 
are judged to be dangerous.

In its ruling in O’Connor v. Donaldson, the Supreme Court did not deal with the 
larger issue of the rights of patients to receive treatment. The ruling does not directly obli-
gate state institutions to treat involuntarily committed, nondangerous people because the 
institutions may elect to release them instead.

truth OR fiction

Patients in mental hospitals may 
be required to perform general 
housekeeping duties in a facility.

 FALSE  The Alabama case of 
Wyatt v. Stickney established certain 
patient rights, including the right not 
to be required to perform work for 
the sake of maintaining the psychiatric 
hospital.
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The Supreme Court did touch on the larger issue of society’s rights to protect 
itself from individuals who are perceived as offensive. In delivering the opinion of the 
Court, Justice Potter Stewart wrote,

May the State fence in the harmless mentally ill solely to save its citizens from exposure to 
those whose ways are different? One might as well ask if the State, to avoid public uneasi-
ness, could incarcerate all who are physically unattractive or socially eccentric. Mere pub-
lic intolerance or animosity cannot constitutionally justify the deprivation of a person’s 
physical liberty.

Youngberg v. Romeo In a 1982 case, Youngberg v. Romeo, the U.S. Supreme Court 
more directly addressed the issue of the patient’s right to treatment. Even so, it seemed 
to retreat somewhat from the patients’ rights standards established in Wyatt v. Stickney. 
Nicholas Romeo, a 33-year-old man with profound retardation who was unable to talk or 
care for himself, had been institutionalized in a state hospital and school in Pennsylvania. 
While in the state facility, he had a history of injuring himself through his violent behavior 
and was often kept in restraints. The case was brought by the patient’s mother, who alleged 
that the hospital was negligent in not preventing his injuries and in routinely using physi-
cal restraints for prolonged periods while not providing adequate treatment.

The Supreme Court ruled that involuntarily committed patients, such as Nicholas, 
have a right to be confined in less-restrictive conditions, such as being freed from physical 
restraints whenever it is reasonable to do so. The Supreme Court ruling also included a 
limited recognition of the committed patient’s right to treatment. The Court held that 
institutionalized patients have a right to minimally adequate training to help them func-
tion free of physical restraints, but only to the extent that such training can be provided 
in reasonable safety. Reasonableness, the Court held, should be determined on the basis 
of the judgment of qualified professionals. The federal courts should not interfere with 
the internal operations of the facility, the Court held, because “there’s no reason to think 
judges or juries are better qualified than appropriate professionals in making such deci-
sions.” The courts should only second guess the judgments of qualified professionals when 
such judgments depart from professional standards of practice. But the Supreme Court 
did not address the broader issues of the rights of committed patients to receive training 
that might eventually enable them to function independently outside the hospital.

The related issue of whether people with severe psychological disorders who 
reside in the community have a constitutional right to receive mental health services (and 
whether states are obligated to provide these services) continues to be argued in the courts 
at both the state and federal levels.

rigHT To rEFusE TrEaTmEnT Consider the following scenario. A person, John 
Citizen, is involuntarily committed to a mental hospital for treatment. The hospital 
staff determines that John suffers from a psychotic disorder, paranoid schizophrenia, and 
should be treated with antipsychotic medication. John, however, decides not to comply 
with treatment. He claims that the hospital has no right to treat him against his will. The 
hospital staff seeks a court order to mandate treatment, arguing that it makes little sense 
to commit people involuntarily unless the hospital is empowered to treat them as the staff 
deems fit.

Does an involuntary patient, such as John, have the right to refuse treatment? If 
so, does this right conflict with states’ rights to involuntarily commit people to mental 
institutions to receive treatment? One might also wonder whether people who are judged 
in need of involuntary hospitalization are competent to make decisions about which treat-
ments are in their best interests.

The right of committed patients to refuse psychotropic medications was tested in 
a 1979 case, Rogers v. Okin, in which a Massachusetts federal district court imposed an 
injunction on a Boston state hospital prohibiting the forced medication of committed 

15.4 Define the duty to warn 
and evaluate the dilemma 
it poses for therapists.
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a ClOseR look

The Duty to Warn

One of the most difficult dilemmas a therapist faces is 
whether to disclose confidential information that may 
protect third parties from harm. Part of the difficulty lies 

in determining whether the client has made a bona fide threat. 
The other part is that information a client discloses in psycho-
therapy is generally protected as privileged communication, 
which carries a right to confidentiality. But this right is not abso-
lute. State courts have determined that a therapist is obligated 
to breach confidentiality under certain conditions, such as when 
there is clear and compelling evidence that an individual poses a 
serious threat to others.

A 1976 court ruling in California in Tarasoff v. the Regents of 
the University of California established the legal basis for the 
therapist’s duty to warn (Jones, 2003). In 1969, a graduate 
student at the University of California at Berkeley, Prosenjit 
Poddar, a native of India, became depressed when his roman-
tic overtures toward a young woman, Tatiana Tarasoff, were 
rebuffed. Poddar entered psychotherapy with a psychologist 
at a student health facility and informed the psychologist that 
he intended to kill Tatiana when she returned from her sum-
mer vacation. The psychologist, concerned about Poddar’s 
potential for violence, first consulted with his colleagues and 
then notified the campus police that Poddar was dangerous, 
recommending that he be taken to a facility for psychiatric 
treatment.

The campus police interviewed Poddar. They believed he was 
rational and released him after he promised to keep away from 
Tatiana. Poddar then terminated treatment with the psycholo-
gist and shortly afterward killed Tatiana. Poddar was found 
guilty of the lesser sentence of voluntary manslaughter rather 
than murder, on the basis of testimony of three psychiatrists 
that he suffered from diminished mental capacity and paranoid 
schizophrenia. Under California law, his diminished capacity 
prevented the finding of malice that was necessary for a murder 
conviction. Following a prison term, Poddar returned to India, 
where he reportedly made a new life for himself (Schwitzgebel & 
Schwitzgebel, 1980).

Tatiana’s parents, however, sued the university. They claimed 
that the university health center had failed in its responsibility 
to warn Tatiana of the threat made against her by Poddar. The 
California Supreme Court agreed with the parents. The Court 
ruled that a therapist who has reason to believe that a client 

poses a serious threat to another person is obligated to warn 
the potential victim, not merely to notify police. This ruling 
imposed on therapists a duty-to-warn obligation when their cli-
ents show the potential for violence by making threats against 
others. T / F

The ruling recognized that the rights of the intended victim out-
weigh the rights of confidentiality. Under Tarasoff, the therapist 
does not merely have a right to breach confidentiality and warn 
potential victims of danger, but is obligated by law to divulge 
such confidences to the potential victim.

The duty-to-warn provision poses ethical and practical 
dilemmas for clinicians. Under Tarasoff, therapists may feel 
obliged to protect their personal interests and those of 
others by breaching confidentiality on the mere suspicion 
that their clients harbor violent intentions. Because clients’ 
threats are seldom carried out, the Tarasoff ruling may deny 
many clients their rights to confidentiality to prevent such 
rare instances. Although some clinicians may “overreact” to 
Tarasoff and breach confidentiality without sufficient cause, it 
can be argued that the interests of the few potential victims 
outweigh the interests of the many who may suffer a loss of 
confidentiality.

Another problem with applying the Tarasoff standard is the 
lack of any special ability on the therapist’s part to predict 
dangerousness. Nevertheless, the Tarasoff ruling obliges 
therapists to judge whether or not their clients’ disclosures 
indicate an imminent intent to harm others (VanderCreek & 
Knapp, 2001). In Tarasoff, the threat was obvious. In most 
cases, however, threats are not so clear-cut. There are no 

truth OR fiction

Therapists may not breach patient 
confidentiality even when a patient 
makes a death threat against a specific 
person.

 FALSE  Therapists are actually 
obligated under some state laws to 
breach client confidentiality to warn 
people when threats of violence are 
made against them by their clients.

patients except in emergency situations—for example, when patients’ behaviors posed 
a significant threat to themselves or others. The court recognized that a patient may be 
unwise to refuse medication, but it held that a patient with or without a mental disorder 
has the right to exercise bad judgment so long as the effects of the “error” do not impose 
“a danger of physical harm to himself, fellow patients, or hospital staff.”
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clear criteria for determining whether a therapist “should 
have known” that a client was dangerous before a violent act 
occurs. In the absence of guidelines that specify the criteria 
therapists should use to fulfill their duty to warn, they must 
rely on their best clinical judgment.

The ethical issues become even murkier when therapists treat 
HIV-infected patients who put their sexual partners at risk 
by concealing their HIV status. Therapists must balance their 
duty-to-warn obligations with their ethical responsibility to 
protect patient confidentiality. Presently, psychologists lack 
a clear set of professional standards that therapists can fol-
low to resolve these dilemmas (Huprich, Fuller, & Schneider, 
2003). Psychologists must follow the laws of the states in which 
they practice regarding the requirements for maintaining con-
fidentiality of their clients’ HIV status and become aware of 
any exceptions that might exist for breaching confidentiality 
(Barnett, 2010).

The Tarasoff ruling and state laws implemented in its wake 
that mandate a duty to warn raise many concerns among clini-
cians who are trying to meet their legal responsibilities under 
Tarasoff provisions and their clinical responsibilities to their cli-
ents. Although the intent of the Tarasoff decision was to protect 
potential victims, it may inadvertently increase the risks of vio-
lence when applied to clinical practice, as in the following situa-
tions (Weiner, 2003):

1.  Clients may be less willing to confide in their therapists, mak-
ing it more difficult for therapists to help them diffuse violent 
feelings.

2.  Potentially violent people may be less likely to enter 
therapy, fearing that disclosures made to a therapist will be 
revealed.

3.  Therapists may be less likely to probe violent  
tendencies, seeking to avoid legal complications. Therapists 
may avoid asking clients about potential violence or may 
avoid treating patients who are believed to have violent  
tendencies.

The Tarasoff case was brought in California, and the decision 
applied only in that state. Other states have different statutes 
(Pabian, Welfel, & Beebe, 2009). As mentioned, therapists must 
be aware of the duty-to-warn laws in the particular states in 
which they practice. Some states permit therapists to breach 

confidentiality to warn third parties, but do not impose an obli-
gation on therapists to do so. But most states impose a duty to 
warn on therapists (or what is sometimes called a duty to pro-
tect) in some situations, such as when a client threatens a par-
ticular person and the threat of violence is imminent (American 
Psychological Association, 2012). In other states, however, a 
duty to warn is legally obligated even when there is no clearly 
identifiable victim, as when a client threatens to kill people at 
random or makes a threat to harm someone but does not iden-
tify the targeted person (American Psychological Association, 
2011). Laws in different states also specify how the duty to warn 
needs to be met, such as filing a report with the police or taking 
steps to prevent potential acts of violence, such as by hospital-
izing the client.

Although therapists are under a legal obligation to follow the 
laws in the states in which they practice, they must also not lose 
sight of the primary therapeutic responsibility to their clients 
when legal issues arise. They must balance the obligation to 
meet their responsibilities under duty-to-warn provisions with 
the need to help their clients resolve the feelings of rage and 
anger that give rise to violent threats.

tatiana tarasoff and prosenjit poddar. Poddar, Tatiana’s killer, 
was a rejected suitor who had made threats against her to his thera-
pist at a university health center. Poddar was subsequently convicted 
of voluntary manslaughter. A suit brought by Tatiana’s parents against 
the university led to a landmark court ruling that established an obli-
gation for therapists to warn third parties of threats made against 
them by their clients.

Although statutes and regulations vary from state to state, cases in which hospitalized 
patients refuse medications are often first brought before an independent review panel. If 
the panel rules against the patient, the case may then be brought before a judge, who makes 
the final decision about whether the patient is to be forcibly medicated (Rolon & Jones, 
2008). In practice, relatively few patients, perhaps only about 10%, refuse  medication. 
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Furthermore, the great majority of refusals that reach the review process are eventually over-
ridden. Our discussion of legal issues and abnormal behavior now turns to the controversy 
concerning the insanity defense. 

The Insanity Defense
The 2011 shooting of Representative Gabby Giffords recalls another high-profile  shooting 
in which the president of the United States, Ronald Reagan, was shot outside a hotel in 
Washington, D.C., in March 1981. Millions of Americans witnessed the shooting on 
their television screens, but the assailant, John Hinckley, a 25-year-old drifter, was found 
not guilty by reason of insanity and confined to a mental hospital, where he remains as of 
this writing, more than 30 years after the shooting. T / F

When gunshots rang out that cold day in March, Secret Service agents formed 
a human shield around the president; one shoved him into a waiting limousine, which 
sped to a hospital. The president was wounded, but fortunately recovered. James Brady, 
his press secretary, was hit by a stray bullet that shattered his spine and left him partially 
paralyzed. Federal agents seized the gunman, John Hinckley.

A letter Hinckley left in his hotel room, parts of which are reproduced below, 
revealed his hope that his assassination of the president would impress a young actress, 
Jodie Foster. Hinckley had never met Foster but had a crush on her.

At Hinckley’s trial, there was never any question whether Hinckley had fired the 
wounding bullets, but the prosecutor was burdened to demonstrate beyond a reasonable 
doubt that Hinckley had the capacity to control his behavior and appreciate its wrongful-
ness. The defense presented testimony that portrayed Hinckley as an incompetent schizo-
phrenic who suffered under the delusion that he would achieve a “magic union” with 
Foster as a result of killing the president. The jury sided with the defense and found 
Hinckley not guilty by reason of insanity. He was remanded to a federal psychiatric facility, 
St. Elizabeth’s Hospital in Washington, D.C., where he has remained ever since.

Fast-forward to 2005: a federal judge ruled that the Hinckley, then 50 years old, 
was permitted home visits to be supervised by his parents for three or four nights at a 
time. By 2009, a federal court permitted him to extend his home visits to nine days at 
a time and gave him greater opportunity to spend time outside the hospital and even to 
obtain a driver’s license. By the time this book reaches your hands, Hinckley may well 
have been granted a full release. His doctors assert that his psychiatric condition (a com-
bination of psychosis and depression) is now “in full remission.”

The idea that Hinckley or others found not guilty of heinous crimes by reason of 
insanity might one day be granted full release is unsettling to many people. Shouldn’t he 
have been imprisoned rather than treated in a mental hospital? How should society treat 
mentally disturbed individuals who commit crimes? Then again, had Hinckley been con-
victed of a crime, might he have already been set free or at least paroled?

“I” “Please Look Into Your Heart”
Dear Jodie,
There is a definite possibility that I will be killed in my attempt to get Reagan. It is 

for this very reason that I am writing you this letter now.
As you well know by now I love you very much. Over the past seven months I’ve 

left you dozens of poems, letters and love messages in the faint hope that you could 
develop an interest in me. . . .

Jodie, I would abandon this idea of getting Reagan in a second if I could only win 
your heart and live out the rest of my life with you, whether it be in total obscurity or 
whatever.

I will admit to you that the reason I’m going ahead with this attempt now is be-
cause I just cannot wait any longer to impress you. I’ve got to do something now to 
make you understand, in no uncertain terms, that I am doing all of this for your sake! 

truth OR fiction

An attempt to assassinate the 
president of the United States was 
seen by millions of television viewers, 
but the would-be assassin was found 
not guilty by a court of law.

 TRUE  John Hinkley, who was 
seen by millions of TV viewers 
attempting to assassinate President 
Reagan, was found "not guilty by 
reason of insanity" by a court of law.

15.5 Discuss the history of 
the insanity defense, citing 
specific court cases.
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By sacrificing my freedom and possibly my life, I hope to change your mind about me. 
This letter is being written only an hour before I leave for the Hilton Hotel. Jodie, I’m 
asking you to please look into your heart and at least give me the chance, with this 
historical deed, to gain your respect and love.
Source: Linder, 2004, “The John Hinckley Trial.”

John Hinckley’s letter to actress Jodie Foster, written on March 31, 1981,  
shortly before he attempted to assassinate President Ronald Reagan

Perceptions of the use of the insanity defense tend to stray far from the facts. 
Contrary to the common perception that the insanity defense is widely and often success-
fully used, it is in fact used rarely and is usually unsuccessful. In actuality, it is applied in 
about 1% of felony cases and succeeds in acquittals in a fraction of these cases, perhaps 
only 15 to 25% ( Lilienfeld & Arkowitz, 2011). Thus, the use of the insanity defense is 
rare, and acquittals are rarer still. T / F

The public also overestimates the proportion of defendants acquitted on the basis 
of insanity who are set free rather than confined to mental health institutions and under-
estimates the length of hospitalization of those who are confined (Silver, Cirincione, & 
Steadman, 1994). People found not guilty of a crime on the basis of insanity are often 
confined to mental hospitals for longer periods of time than they would have otherwise 
served in prison (Lymburner & Roesch, 1999). The net result is that although changes 
in the insanity defense, or its abolition, might prevent a few flagrant cases of abuse, they 
would not afford the public much broader protection.

The aftermath of the Hinckley case
The Hinckley verdict led to a public outcry, with many calling for the abolition of the 
insanity defense. One objection focused on the fact that once the defense presented evi-
dence to support a plea of insanity, the federal prosecutor had the responsibility of prov-
ing beyond a reasonable doubt that the defendant was sane. It can be difficult enough to 
demonstrate that someone is sane or insane in the present, so imagine the problems that 
attend proving someone was sane at the time a criminal act was committed.

In the aftermath of the Hinckley verdict, the federal government and many states 
changed their statutes to shift the burden of proof to the defense to prove insanity. Even 
the American Psychiatric Association went on record stating that psychiatric expert wit-
nesses should not be called on to render opinions about whether defendants can control 
their behavior. In the opinion of the association, these are not medical judgments that 
psychiatrists are trained to provide.

In the wake of the Hinckley acquittal, a number of states adopted a new type of 
verdict, the guilty-but-mentally-ill (GBMI) verdict. The GBMI verdict offers juries the 
option of finding that a defendant is mentally ill but that the mental illness did not cause 
the defendant to commit the crime. People convicted under a GBMI statute go to prison 
but receive treatment while incarcerated.

The GBMI verdict has sparked considerable controversy. Although it was intended 
to reduce the number of NGRI (not guilty by reason of insanity) verdicts, it has failed to 
do so (Melville & Naimark, 2002; Slovenko, 2009). All in all, the GBMI verdict is widely 
seen as a social experiment that has failed to prove its usefulness (Palmer & Hazelrigg, 
2000). Critics argue that the verdict merely stigmatizes defendants who are found guilty 
as also being mentally ill. Fewer than half of the states today permit a GMBI verdict 
(Kutys & Esterman, 2009).

Legal bases of the insanity Defense
Although the public outrage over the Hinckley and other celebrated insanity verdicts led 
to a reexamination of the insanity defense, society has long held to the doctrine of free 
will as a basis for determining responsibility for wrongdoing. The doctrine of free will, as 
applied to criminal responsibility, requires that people can be held guilty of a crime only 

truth OR fiction

The insanity defense is used in a large 
number of trials, usually successfully.

 FALSE  The insanity defense 
is rarely used in felony cases, and 
the rate of acquittals based on the 
defense is even rarer.

not guilty by reason of insanity. Was 
he insane when he shot the president? 
John Hinckley Jr. attempted to assassinate 
President Ronald Reagan in 1981 but was 
found not guilty by reason of insanity. The 
public outrage over the Hinckley verdict led 
to a reexamination of the insanity plea in 
many states.
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if they are judged to have been in control of their actions at the time. Not only must a 
court of law determine, beyond a reasonable doubt, that a defendant had committed a 
crime, but it must also consider the individual’s state of mind in determining guilt. The 
court must thus rule not only on whether a crime was committed but also on whether 
the defendant is morally responsible and deserving of punishment. The insanity defense 
is based on the belief that when a criminal act derives from a distorted state of mind, and 
not from the exercise of free will, the individual should not be punished but rather treated 
for the underlying mental disorder. The insanity defense has a long legal history.

Three major modern court rulings bear on the insanity defense. The first was an 
1834 case in Ohio in which it was ruled that people could not be held responsible if they 
are compelled to commit criminal actions because of impulses they are unable to resist.

The second major legal test of the insanity defense is referred to as the M’Naghten 
rule, based on a case in England in 1843 of a Scotsman, Daniel M’Naghten, who had 
intended to assassinate the prime minister of England, Sir Robert Peel. Instead, he killed 
Peel’s secretary, whom he had mistaken for the prime minister. M’Naghten claimed 
that the voice of God had commanded him to kill Peel. The English court acquitted 
M’Naghten on the basis of insanity, finding that the defendant had been “labouring 
under such a defect of reason, from disease of the mind, as not to know the nature and 
quality of the act he was doing; or, if he did know it, that he did not know he was doing 
what was wrong.” The M’Naghten rule holds that people do not bear criminal respon-
sibility if, by reason of a mental disease or defect, they either have no knowledge of their 
actions or are unable to tell right from wrong.

The third major case that helped lay the foundation for the modern insanity 
defense was Durham v. United States, 1954. The verdict in this case held that the “accused 
[person] is not criminally responsible if his unlawful act was the product of mental dis-
ease or mental defect.” Under the Durham rule, juries were expected to decide not only 
whether the accused suffered from a mental disease or defect but also whether this mental 
condition was causally connected to the criminal act. The U.S. Court of Appeals Court 
recognized that criminal intent is a precondition of criminal responsibility:

The legal and moral traditions of the western world require that those who, of their own 
free will and with evil intent . . . commit acts which violate the law, shall be criminally 
responsible for those acts. Our traditions also require that where such acts stem from and 
are the product of a mental disease or defect . . . moral blame shall not attach, and hence 
there will not be criminal responsibility.

The intent of the Durham rule was to reject as outmoded the two earlier standards 
of legal insanity, the irresistible impulse rule and the right–wrong principle. The Court 
argued that the right–wrong test was outmoded because the concept of mental disease is 
broader than the ability to recognize right from wrong. The legal basis of insanity should 
thus not be judged on just one feature of a mental disorder, such as deficient reason-
ing ability. The irresistible impulse test was denied because the Court recognized that 
in certain cases, criminal acts arising from “mental disease or defect” might occur in a 
cool and calculating manner rather than in the manner of a sudden, irresistible impulse. 
Defendants may have known they were committing criminal acts, but were not driven to 
do so by an irresistible impulse (Sokolove, 2003).

The Durham rule, however, has proved to be unworkable for several reasons, 
such as a lack of precise definitions of terms such as mental disease or mental defect. 
Courts were confused, for example, about whether a personality disorder (e.g., antis-
ocial personality disorder) constituted a “disease.” Also, juries found it difficult to draw 
conclusions about whether an individual’s “mental disease” was causally connected to 
the criminal act. Without clear or precise definitions of terms, juries have come to rely 
on expert psychiatric testimony. In many cases, verdicts simply endorsed the testimony 
of expert witnesses.

By 1972, the Durham rule was replaced in many jurisdictions by legal guidelines 
formulated by the American Law Institute (ALI) to define the legal basis of insanity 

15.6 Describe the  
guidelines proposed by 
the American Law Institute 
for determining the legal 
basis of insanity.



Abnormal Psychology and the Law  CHAPTER 15  565

(Van Susteren, 2002). These guidelines, which essentially combine the M’Naghten prin-
ciple with the irresistible impulse principle, include the following provisions (American 
Law Institute, 1962):

1. A person is not responsible for criminal conduct if at the time of such conduct as 
a result of mental disease or defect he lacks substantial capacity either to appreciate 
the criminality (wrongfulness) of his conduct or to conform his conduct to the 
requirements of law.

2. . . . The terms “mental disease or defect” do not include an abnormality manifested 
only by repeated criminal or otherwise antisocial conduct.

The first guideline incorporates aspects of the M’Naghten test (being unable to 
appreciate right from wrong) and the irresistible impulse test (being unable to conform 
one’s behavior to the requirements of law) of insanity. The second guideline asserts that 
repeated criminal behavior (such as a pattern of drug dealing) is not sufficient in itself to 
establish a mental disease or defect that might relieve the individual of criminal respon-
sibility. Although many legal authorities believe the ALI guidelines are an improvement 
over earlier tests, questions remain as to whether a jury composed of ordinary citizens can 
be expected to make complex judgments about the defendant’s state of mind, even on 
the basis of expert testimony, especially in cases in which experts disagree with each other 
(Sadoff, 2011). Under the ALI guidelines, juries must determine whether defendants lack 
substantial capacity to be aware of, or capable of, conforming their behavior to the law. 
By adding the term substantial capacity to the legal test, the ALI guidelines broaden the 
legal basis of the insanity defense, implying that defendants need not be completely inca-
pable of controlling their actions to meet the legal test of not guilty by reason of insanity.

Under the U.S. system of justice, juries must struggle with the complex question 
of determining criminal responsibility, not merely criminal actions. But what of those 
individuals who successfully plead not guilty by reason of insanity? Should they be com-
mitted to a mental institution for a fixed sentence, as they might have been had they been 
incarcerated in a penal institution? Or should their commitments be of an indeterminate 
term and their release dependent on their mental status? The legal basis for answering 
such questions was decided in the case of a man named Michael Jones.

Determining the Length of criminal commitment
The issue of determinate versus indeterminate commitment was addressed in the case 
of Michael Jones (Jones v. United States), who was arrested in 1975 and charged with 
petty larceny for attempting to steal a jacket from a Washington, D.C., department 
store. Jones was first committed to a public mental hospital, St. Elizabeth’s Hospital 
(the same hospital where John Hinckley remains committed as of this writing). Jones 
was diagnosed as suffering from paranoid schizophrenia and was kept hospitalized until 
he was judged competent to stand trial, about six months later. Jones offered a plea of 
not guilty by reason of insanity, which the court accepted without challenge, remand-
ing him to St. Elizabeth’s. Although Jones’s crime carried a maximum sentence of one 
year in prison, Jones’s repeated attempts to obtain release were denied in subsequent 
court hearings. 

The U.S. Supreme Court eventually heard his appeal seven years after Jones was 
hospitalized and reached its decision in 1983. It ruled against Jones’s appeal and affirmed 
the decision of the lower courts that he was to remain in the hospital. The Supreme Court 
thereby established a principle that individuals who are acquitted by reason of insan-
ity “constitute a special class that should be treated differently” from civilly committed 
individuals (Morris, 2002). They may be committed for an indefinite period to a mental 
institution under criteria that require a less stringent level of proof of dangerousness than 
is ordinarily applied in cases of civil commitment. Thus, people found not guilty by rea-
son of insanity may remain confined to a mental hospital for many years longer than they 
would have been sentenced to prison had they been found guilty. T / F

15.7 Describe the legal basis 
for determining the length 
of criminal commitment.
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Among other things, the Supreme Court ruling in Jones v. United States provides 
that the usual and customary sentences that the law provides for particular crimes have no 
bearing on criminal commitment. In the words of the Supreme Court,

. . . different considerations underlie commitment of an insanity acquittee. As he was not 
convicted, he may not be punished. His confinement rests on his continuing illness and 
dangerousness. There simply is no necessary correlation between severity of the offense 
and length of time necessary for recovery.

The Supreme Court ruling held that a person who is criminally committed may 
be confined “to a mental institution until such time as he has regained his sanity or is no 
longer a danger to society.” As in the case of Michael Jones, people who are acquitted 
on the basis of insanity may remain confined for much longer periods of time than they 
would have been sentenced to prison. They may also be released earlier than they might 
have been released from prison, if their “mental condition” improves. However, public 
outrage over a speedy release, especially for a major crime, might prevent rapid release.

The indeterminateness of criminal commitment raises various questions. Is it rea-
sonable to deny people such as Michael Jones their liberty for an indefinite and possibly 
lifelong term for a relatively minor crime, such as petty larceny? On the other hand, is 
justice served by acquitting perpetrators of heinous crimes by reason of insanity and then 
releasing them early if they are deemed by professionals to be able to rejoin society?

The Supreme Court’s ruling in Jones v. United States seems to imply that we must 
separate the notion of legal sentencing from that of legal or criminal commitment. Legal 
sentencing rests on the principle that the punishment should fit the crime: The more 
serious the crime, the longer the punishment. In criminal commitment, however, persons 
acquitted of their crimes by reason of insanity are guiltless in the eyes of the law, and their 
length of confinement is determined by their mental state.

Perspectives on the insanity Defense
The insanity defense places special burdens on juries. In assessing criminal responsibil-
ity, the jury must determine not only that the accused committed a crime but also the 
defendant’s state of mind at the time. In rejecting the Durham decision, courts have 
relieved psychiatrists and other expert witnesses from responsibility for determining 
whether the defendant’s behavior is a product of a mental disease or defect. But is it 
reasonable to assume that juries are better able to assess defendants’ states of mind than 
mental health professionals? In particular, how can a jury evaluate the testimony of 
conflicting expert witnesses? The jury’s task is made even more difficult by the mandate 
to decide whether the defendant was mentally incapacitated at the time of the crime. 
The defendant’s courtroom behavior may bear little resemblance to his or her behavior 
during the crime.

Thomas Szasz and others who deny the existence of mental illness have raised 
another challenge to the insanity defense. If mental illness does not exist, then the insanity 
defense becomes groundless. Szasz argues that the insanity defense is ultimately degrading 
because it strips people of personal responsibility for their behavior. People who break 
laws are criminals, Szasz argues, and should be prosecuted and sentenced accordingly. 
Acquittal of defendants by reason of insanity treats them as nonpersons, as unfortunates 
who are not deemed to possess the basic human qualities of free choice, self- determination, 
and personal responsibility. We are each responsible for our behavior, Szasz contends, and 
we should each be held accountable for our misdeeds.

Szasz argues that the insanity defense has historically been invoked in crimes that 
were particularly heinous or perpetrated against persons of high social rank. When per-
sons of low social rank commit crimes against persons of higher status, Szasz argues, the 
insanity defense directs attention away from the social ills that may have motivated the 
crime. Despite Szasz’s contention, the insanity defense is invoked in many cases of less 
shocking crimes or in cases involving people from similar social classes.

truth OR fiction

People who are found not guilty of 
a crime by reason of insanity may be 
confined to a mental hospital for many 
years longer than they would have 
been sentenced to prison, had they 
been found guilty.

 TRUE  People who are found not 
guilty of a crime by reason of insanity 
may remain confined in a mental 
hospital for many years longer than 
they would have served a prison term.
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How, then, are we to evaluate the insanity defense? To abolish it would reverse 
hundreds of years of legal tradition that recognizes that people are not to be held respon-
sible for their criminal behavior when their ability to control themselves is impaired by a 
mental disorder or defect.

Consider a hypothetical example. John Citizen commits a crime, say a heinous 
crime such as murder, while acting on a delusional belief that the victim was intent on 
assassinating him. The accused claims that voices from his TV set informed him of the 
identity of the would-be assassin and commanded him to kill the person to save himself 
and other potential victims. Cases like this are thankfully rare. Few mentally disturbed 
people, even few people with psychotic features, commit violent crimes, and even fewer 
commit murder.

In reaching a judgment on the insanity plea, juries need to consider whether the 
law should apply special standards in cases such as John Citizen’s, or whether one stan-
dard of criminal responsibility should apply to all. If lawmakers assert the legitimacy of 
the insanity defense in some cases, they still need a standard of insanity that can be inter-
preted and applied by juries of ordinary citizens. The furor over the Hinckley verdict sug-
gests that issues concerning the insanity plea remain unsettled and are likely to continue 
to be so for a long period of time.

competency to stand Trial
There is a basic rule of law that those who stand accused of crimes must be able to under-
stand the charges and proceedings brought against them and be able to participate in their 
own defense. The concept of competency to stand trial should not be confused with 
the insanity defense. A defendant can be held competent to stand trial but still be judged 
not guilty of a crime by reason of insanity. A clearly delusional person, for example, may 
understand the court proceedings and be able to confer with defense counsel but still be 
acquitted by reason of insanity. On the other hand, a person may be incapable of standing 
trial at a particular time but be tried at a later time when competency is restored (Zapf 
& Roesch, 2011). Defendants who suffer from psychotic disorders, those who are unem-
ployed, and those who have had a history of psychiatric hospital-
ization are more likely than those without these characteristics to 
be judged incompetent (Pirelli, Gottdiener, & Zapf, 2011). T / F

People are much more likely to be confined to mental 
institutions on the basis of the lack of mental competence to 
stand trial than on the basis of the insanity verdict (Roesch, Zapf, 
& Hart, 2010). People who are declared incompetent to stand 
trial are generally confined to a mental institution until they are 
deemed competent or until it is determined that they are unlikely 
to regain competency. Abuses may occur, however, if the accused 
are kept incarcerated for indefinite periods awaiting trial. In 
1972, the U.S. Supreme Court ruled, in the case of Jackson v. 
Indiana, that a person could not be kept in a mental hospital 
awaiting trial longer than it would take to determine whether 
treatment was likely to restore competency. Under Jackson, psy-
chiatric examiners must determine whether there exists a sub-
stantial probability that the defendant would regain competency 
through treatment within the foreseeable future (Hubbard, Zapf, 
& Ronan, 2003). If it does not seem the person would ever 
become competent, even with treatment, the individual must 
either be released or committed under the procedures for civil 
commitment. However, compliance with the Jackson standard 
has been inconsistent, with some states imposing a minimum 
length of treatment (e.g., five years) before acknowledging that a 
defendant is deemed permanently incompetent (Morris, 2002).

15.8 Describe the legal 
basis for determining 
competency to stand trial.

not competent to stand Trial Jason Rodriguez, right, who was charged 
with one count of first-degree murder and five counts of attempted 
murder in an Orlando, Florida, office shooting is shown here consulting 
with his public defender during a competency hearing.  After hearing 
from three psychiatrists and a psychologist who testified that Rodriguez 
was currently incompetent to stand trial, the judge ordered him to a state 
mental hospital for treatment 
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A 1992 ruling by the U.S. Supreme Court, in the case of Medina v. California, 
held that the burden of proof for determining competency to stand trial lies with the 
defendant, not the state. Then, in 2003, the U.S. Supreme Court held in the case of Sell 
v. United States that mentally ill defendants could be forcibly medicated to render them 
competent to stand trial, at least under some limited circumstances (Bassman, 2005). 
The decision allows a defendant to be involuntarily medicated if it is deemed medically 
 appropriate and would not cause side effects that would compromise the fairness of the 
trial (Heilbrun & Kramer, 2005). The effect of the Sell decision may be to bring to trial 
many defendants whose trials were delayed because of a lack of mental competence.

We opened this book by noting that despite the popular impression that abnormal 
behavior affects only a few of us, it actually affects every one of us in one way or another. 
Let us close by suggesting that if we all work together to foster research into the causes, 
treatment, and prevention of abnormal behavior, perhaps we can meet the multifaceted 
challenges that abnormal behavior poses to our society at large.

truth OR fiction

A defendant may be held competent 
to stand trial but still be judged not 
guilty of a crime by reason of insanity.

 TRUE  Yes, a defendant can be 
held competent to stand trial but 
then be found not guilty of a crime by 
reason of insanity at trial.
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civil commitment and Patients’ rights
15.1 Explain the difference between civil commitment and 
criminal commitment.
The legal process by which people are placed in psychiatric institu-
tions against their will is called civil or psychiatric commitment. Civil 
commitment is intended to provide treatment to people who are 
deemed to suffer from mental disorders and to pose a threat to them-
selves or others. Criminal commitment, by comparison, involves the 
placement of a person in a psychiatric institution for treatment who 
has been acquitted of a crime by reason of insanity. In voluntary hos-
pitalization, people voluntarily seek treatment in a psychiatric facility 
and can leave of their own accord unless a court rules otherwise.

15.2 Evaluate the ability of mental health professionals to 
predict dangerousness.
Although people must be judged dangerous to be placed involuntarily 
in a psychiatric facility, mental health professionals have not demon-
strated any special ability to predict dangerousness. Factors that may 
account for the failure to predict dangerousness include the following: 
(a) recognizing violent tendencies post hoc is easier than predicting 
them; (b) generalized perceptions of violent tendencies may not pre-
dict specific acts of violence; (c) there is lack of agreement in defining 
violence or dangerousness; (d) base-rate problems make it difficult to 
predict rare events; (e) it is unlikely that potential offenders would 
directly disclose their violent intentions; and (f ) predictions based on 
hospital behavior may not generalize to community settings.

15.3 identify major court cases establishing the rights of 
mental patients.
In Wyatt v. Stickney, a court in Alabama imposed a minimum standard 
of care. In O’Connor v. Donaldson, the U.S. Supreme Court ruled that 
nondangerous mentally ill people could not be held in psychiatric 
facilities against their will if such people could be maintained safely 
in the community. In Youngberg v. Romeo, the Supreme Court ruled 
that involuntarily confined patients have a right to less- restrictive 
types of treatment and to receive training to help them function well. 
Court rulings, such as that of Rogers v. Okin in Massachusetts, have 
established that patients have a right to refuse medication, except in 
case of emergency.

15.4 Define the duty to warn and evaluate the dilemma it 
poses for therapists.
Although information disclosed by a client to a therapist gener-
ally carries a right to confidentiality, the Tarasoff ruling held that 
therapists have a duty or obligation to warn third parties of threats 
made against them by their clients. It poses ethical and practical 
dilemmas for therapists who need to determine whether to breach 
confidentiality on the basis of their judgment that patients have 
hostile intentions toward others and are likely to carry them out, 
even though therapists have no special ability to predict future dan-
gerousness.

The insanity Defense
15.5 Describe the history of the insanity defense, citing spe-
cific court cases.
Three court cases established legal precedents for the insanity 
defense. In 1834, a court in Ohio applied a principle of irresistible 
impulse as the basis of an insanity defense. The M’Naghten rule, 
based on a case in England in 1843, treated the failure to appreciate 
the wrongfulness of one’s action as the basis of legal insanity. The 
Durham rule was based on a case in the United States in 1954, in 
which it was held that people did not bear criminal responsibil-
ity if their criminal behavior was the product of “mental disease or 
mental defect.”

15.6 Describe the guidelines proposed by the american Law 
institute for determining the legal basis of insanity.
These guidelines are a set of standards developed by the American 
Law Institute that combines the M’Naghten principle of inability to 
ascertain the difference between right and wrong and the irresistible 
impulse principle of being unable to conform one’s behavior to the 
requirements of law due to mental disease or defect.

15.7 Describe the legal basis for determining length of crimi-
nal commitment.
The legal basis for determining length of criminal commitment holds 
that people who are criminally committed may be hospitalized for an 
indefinite period of time, with their eventual release dependent on a 
determination of their mental status.

15.8 Describe the legal basis for determining competency to 
stand trial.
People who are accused of crimes but are incapable of understanding 
the charges against them or of assisting in their own defense can be 
found incompetent to stand trial and remanded to a psychiatric facil-
ity. In the case of Jackson v. Indiana, the U.S. Supreme Court placed 
restrictions on the length of time a person judged incompetent to 
stand trial could be held in a psychiatric facility.

summing up15
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Based on your reading of this chapter, answer the following 
 questions:

•	 Do you believe that psychiatric patients who wander city streets 
mumbling to themselves and living in cardboard boxes should be 
hospitalized against their will? Why or why not?

•	 If you were called on to evaluate whether an individual posed a 
danger to him- or herself, or to others, on what criteria would 
you base your judgment? What evidence would you need to make 
your determination?

•	 Do you believe therapists should be obligated to breach confiden-
tiality when their clients make threats against others? Why or why 
not? What concerns have therapists raised about the duty to warn? 
Do you believe their concerns are warranted?

•	 Do you believe the insanity verdict should be abolished or 
replaced with another type of verdict, like the guilty-but-men-
tally-ill verdict? Why or why not?

critical thinking questions
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A
Abnormal psychology. The branch of psychology 

that deals with the description, causes, and treat-
ment of abnormal behavior patterns.

Acculturative stress. Pressure to adjust to a host 
or mainstream culture.

Acute stress disorder. A traumatic stress reaction 
occurring during the month following exposure 
to a traumatic event.

Addiction. Impaired control over the use of a 
chemical substance despite the harmful conse-
quences it causes.

Adjustment disorder. A maladaptive reaction to 
an identified stressor, characterized by impaired 
functioning or emotional distress that exceeds 
what would normally be expected.

Adoptee studies. Studies that compare the traits 
and behavior patterns of adopted children to 
those of their biological parents and their adop-
tive parents.

Agnosia. A disturbance of sensory perception, 
usually affecting visual perception.

Agoraphobia. Excessive, irrational fear of open or 
public places.

Alarm reaction. The first stage of the GAS, char-
acterized by heightened sympathetic nervous 
system activity.

Alcoholism. Alcohol addiction or dependence 
resulting in serious personal, social, occupational, 
or health problems.

Alzheimer’s disease (AD). A progressive brain 
disease characterized by gradual loss of memory 
and intellectual functioning, personality changes, 
and eventual loss of ability to care for oneself.

Amphetamine psychosis. A psychotic state 
characterized by hallucinations and delusions, 
induced by ingestion of amphetamines.

Amphetamines. A class of synthetic stimulants 
that activate the central nervous system, produc-
ing heightened states of arousal and feelings of 
pleasure.

Anorexia nervosa. An eating disorder character-
ized by maintenance of an abnormally low body 
weight, a distorted body image, and intense fears 
of gaining weight.

Anterograde amnesia. Loss or impairment of 
ability to form or store new memories.

Antianxiety drugs. Drugs that combat anxiety 
and reduce states of muscle tension.

Antidepressants. Drugs used to treat depression 
that affect the availability of neurotransmitters in 
the brain.

Antipsychotic drugs. Drugs used to treat schizo-
phrenia or other psychotic disorders.

Antisocial personality disorder. A personality 
disorder characterized by antisocial and irrespon-
sible behavior and lack of remorse for misdeeds.

Anxiety. An emotional state characterized by 
physiological arousal, unpleasant feelings of ten-
sion, and a sense of apprehension or foreboding.

Anxiety disorder. A class of psychological dis-
orders characterized by excessive or maladaptive 
anxiety reactions.

Aphasia. Impaired ability to understand or express 
speech.

Archetypes. Primitive images or concepts that 
reside in the collective unconscious.

Asperger’s disorder. An autistic spectrum 
disorder characterized by social deficits and ste-
reotyped behavior but without the significant 
language or cognitive impairment associated with 
autistic disorder.

Ataxia. Loss of muscle coordination.
Attention-deficit/hyperactivity disorder 

(ADHD). A behavior disorder characterized by 
excessive motor activity and inability to focus 
one’s attention.

Autism spectrum disorder. A developmental 
disorder characterized by significant deficits in 
communication and social interaction, as well as 
development of restricted or fixated interests and 
repetitive behaviors.

Autonomic nervous system. The division of the 
peripheral nervous system that regulates the activ-
ities of the glands and involuntary functions.

Avoidant personality disorder. A personality 
disorder characterized by avoidance of social rela-
tionships due to fears of rejection.

Axon. The long, thin part of a neuron along 
which nerve impulses travel.

B
Barbiturates. Sedative drugs that are depressants 

with high addictive potential.
Basal ganglia. An assemblage of neurons at the 

base of the forebrain involved in regulating pos-
tural movements and coordination.

Behavior therapy. The therapeutic application of 
learning-based techniques to resolve psychological 
disorders.

Behavioral assessment. The approach to clinical 
assessment that focuses on the objective recording 
and description of problem behavior.

Behaviorism. The school of psychology that 
defines psychology as the study of observable 
behavior and that focuses on the role of learning 
in explaining behavior.

Binge-eating disorder (BED). An eating disorder 
characterized by recurrent eating binges without 
subsequent purging.

Biofeedback training (BFT). A method of giv-
ing an individual information (feedback) about 
bodily functions so that the person can gain some 
degree of control over them.

Biopsychosocial model. An integrative model 
for explaining abnormal behavior in terms of 
the interactions of biological, psychological, and 
sociocultural factors.

Bipolar disorder. A psychological disorder charac-
terized by mood swings between states of extreme 
elation and depression.

Blind. A state of being unaware of whether one 
has received an experimental treatment or a 
placebo.

Body dysmorphic disorder (BDD). A psychologi-
cal disorder characterized by preoccupation with 
an imagined or exaggerated physical defect in 
appearance.

Body mass index (BMI). A standard measure that 
takes both body weight and height into account.

Borderline personality disorder (BPD). A per-
sonality disorder characterized by abrupt shifts in 
mood, lack of a coherent sense of self, and unpre-
dictable, impulsive behavior.

Breathing-related sleep disorders. Sleep disor-
der in which sleep is repeatedly disrupted by dif-
ficulty with breathing normally.

Brief psychotic disorder. A psychotic disorder 
lasting from a day to a month that may follow 
exposure to a major stressor.

Bulimia nervosa. An eating disorder character-
ized by recurrent binge eating followed by self-
induced purging, accompanied by overconcern 
with body weight and shape.

C
Cardiovascular disease. A disease or disorder of 

the cardiovascular system, such as coronary heart 
disease or hypertension.

Case study. A carefully drawn biography based on 
clinical interviews, observations, and psychologi-
cal tests.

Cataplexy. A physical condition triggered by a strong 
emotional reaction that involves loss of muscle tone 
and voluntary muscle control, which may result in 
the person slumping or collapsing to the floor.

Catatonia. Gross disturbances in motor activity 
and cognitive functioning, as in a catatonic state 
or stupor.

Central nervous system. The brain and spinal 
cord.

Cerebellum. A structure in the hindbrain involved 
in coordination and balance.

Cerebral cortex. The wrinkled surface area of 
the cerebrum responsible for processing sensory 
stimuli and controlling higher mental functions, 
such as thinking and use of language.

Cerebrovascular accident (CVA). A stroke or 
brain damage resulting from a rupture or blockage 
of a blood vessel supplying oxygen to the brain.

Cerebrum. The large mass of the forebrain, con-
sisting of the two cerebral hemispheres.

Childhood disintegrative disorder. Now diag-
nosed as autistic spectrum disorder, the disorder 
is characterized by loss of previously acquired 
skills and abnormal functioning following a 
period of apparently normal development during 
the first two years of life.

Circadian rhythm sleep-wake disorders. Sleep- 
wake disorders characterized by a mismatch 
between the body’s normal sleep-wake cycle and 
the demands of the environment.

Civil commitment. The legal process of placing a 
person in a mental institution, even against his 
or her will.

Classical conditioning. A form of learning in 
which a response to one stimulus can be made to 
occur in response to another stimulus by pairing 
or associating the two stimuli.

Cocaine. A stimulant derived from the leaves of 
the coca plant.

Cognitive assessment. Measurement of thoughts, 
beliefs, and attitudes that may be associated with 
emotional problems.

Cognitive restructuring. A cognitive therapy 
method that involves replacing irrational 
thoughts with rational alternatives.

Cognitive therapy. A form of therapy that helps cli-
ents identify and correct faulty cognitions (thoughts, 
beliefs, and attitudes) believed to underlie their 
emotional problems and maladaptive behavior.

Cognitive triad of depression. The view that 
depression derives from adopting negative views 
of oneself, the environment or world at large, and 
the future.

Cognitive-behavioral therapy. A learning-based 
approach to therapy incorporating cognitive and 
behavioral techniques.

Cognitive-specificity hypothesis. The belief that 
different emotional disorders are linked to par-
ticular kinds of automatic thoughts.

glossary
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Communication disorders. A class of psycho-
logical disorders characterized by difficulties in 
understanding or using language.

Competency to stand trial. The ability of crimi-
nal defendants to understand the charges and 
proceedings brought against them and to partici-
pate in their own defense.

Compulsion. A repetitive or ritualistic behavior 
that the person feels compelled to perform.

Conditional positive regard. Valuing other peo-
ple on the basis of whether their behavior meets 
one’s approval.

Conditioned response. In classical condition-
ing, a learned response to a previously neutral 
stimulus.

Conditioned stimulus. A previously neutral 
stimulus that evokes a conditioned response after 
repeated pairings with an unconditioned stimulus 
that had previously evoked that response.

Conduct disorder. A psychological disorder in 
childhood and adolescence characterized by dis-
ruptive, antisocial behavior.

Confidentiality. Protection of research partici-
pants by keeping records secure and not disclos-
ing their identities.

Congruence. The coherence or fit among one’s 
thoughts, behaviors, and feelings.

Conscious. To Freud, the part of the mind that 
corresponds to our present awareness.

Construct validity. The degree to which treat-
ment effects can be accounted for by the theoreti-
cal mechanisms (constructs) represented in the 
independent variables.

Construct validity. The degree to which a test 
measures the hypothetical construct that it pur-
ports to measure.

Content validity. The degree to which the con-
tent of a test or measure represents the the traits 
it purports to measure.

Control group. In an experiment, a group that 
does not receive the experimental treatment.

Conversion disorder. A somatoform disorder 
characterized by loss or impairment of physical 
function in the absence of any apparent organic 
cause.

Correlation coefficient. A statistical measure 
of the strength of the relationship between two 
variables expressed along a continuum that ranges 
between –1.00 and +1.00.

Correlational method. A scientific method  
of study that examines the relationships  
between factors or variables expressed in statisti-
cal terms.

Countertransference. In psychoanalysis, the 
transfer of the analyst’s feelings or attitudes 
toward other persons in her or his life onto the 
client.

Couple therapy. A form of therapy that focuses 
on resolving conflicts in distressed couples.

Crack. The hardened, smokable form of cocaine.
Criminal commitment. The legal process of con-

fining a person found not guilty by reason of 
insanity in a mental institution.

Criterion validity. The degree to which a test cor-
relates with an independent, external criterion or 
standard.

Critical thinking. Adoption of a questioning 
attitude and careful scrutiny of claims and argu-
ments in light of evidence.

Culture-bound syndromes. Patterns of abnormal 
behavior found predominantly in only one or a 
few cultures.

Cyclothymic disorder. A mood disorder charac-
terized by a chronic pattern of less severe mood 
swings than are found in bipolar disorder.

D
Defense mechanisms. The reality-distorting 

strategies used by the ego to shield the self from 
awareness of anxiety-provoking impulses.

Delayed ejaculation. Persistent or recurrent delay 
in achieving orgasm or inability to achieve orgasm 
despite a normal level of sexual interest and arous-
al. Formerly called male orgasmic disorder.

Delirium. A state of mental confusion, disorienta-
tion, and inability to focus attention.

Delusional disorder. A type of psychosis charac-
terized by persistent delusions, often of a para-
noid nature, that do not have the bizarre quality 
of the type found in paranoid schizophrenia.

Dementia praecox. The term given by Kraepelin 
to the disorder now called schizophrenia.

Dendrites. The rootlike structures at the ends of 
neurons that receive nerve impulses from other 
neurons.

Dependent personality disorder. A personal-
ity disorder characterized by difficulty making 
independent decisions and overly dependent 
behavior.

Dependent variables. Factors that are observed 
in order to determine the effects of manipulating 
an independent variable.

Depersonalization-derealization disorder. A 
dissociative disorder characterized by persistent 
or recurrent episodes of depersonalization and/or 
derealization.

Depersonalization. Feelings of unreality or 
detachment from one’s self or one’s body.

Depressant. A drug that lowers the level of activ-
ity of the central nervous system.

Derealization. A sense of unreality about the out-
side world.

Designer drug. A drug synthesized in an illicit 
drug laboratory to have similar effects to other 
drugs, such as amphetamine.

Detoxification. The process of ridding the system 
of alcohol or other drugs under supervised condi-
tions.

Dhat syndrome. A culture-bound disorder, found 
primarily among Asian Indian males, character-
ized by excessive fears over the loss of seminal 
fluid.

Diathesis. A vulnerability or predisposition to a 
particular disorder.

Diathesis–stress model. A model that posits that 
abnormal behavior problems involve the inter-
action of a vulnerability or predisposition and 
stressful life events or experiences.

Dissociative amnesia. A dissociative disorder in 
which a person experiences memory loss without 
any identifiable organic cause.

Dissociative disorder. A disorder characterized by 
disruption, or dissociation, of identity, memory, 
or consciousness.

Dissociative identity disorder. A dissociative dis-
order in which a person has two or more distinct, 
or alter, personalities.

Double depression. Concurrent major depressive 
disorder and dysthymia.

Down syndrome. A condition caused by the pres-
ence of an extra chromosome on the 21st pair 
and characterized by intellectual developmental 
disorder and various physical anomalies.

Downward drift hypothesis. A theory that 
attempts to explain the link between low socio-
economic status and behavior problems by sug-
gesting that problem behaviors lead people to 
drift downward in social status.

Duty to warn. The therapist’s obligation to warn 
third parties of threats made against them by 
clients.

Dyslexia. A learning disorder characterized by 
impaired reading ability.

E
Eating disorders. Psychological disorders charac-

terized by disturbed patterns of eating and mal-
adaptive ways of controlling body weight.

Eclectic therapy. An approach to psychotherapy 
that incorporates principles or techniques from 
various systems or theories.

Ego. The psychic structure that corresponds to the 
concept of the self, governed by the reality prin-
ciple and characterized by the ability to tolerate 
frustration.

Ego dystonic. Referring to behaviors or feel-
ings that are perceived to be alien to one’s self-
identity.

Ego psychology. Modern psychodynamic 
approach that focuses more on the conscious 
strivings of the ego than on the hypothesized 
unconscious functions of the id.

Ego syntonic. Referring to behaviors or feelings 
that are perceived as natural parts of the self.

Electroconvulsive therapy (ECT). A method of 
treating severe depression by administering elec-
trical shock to the head.

Emotion-focused coping. A coping style that 
involves reducing the impact of a stressor by 
ignoring or escaping it rather than dealing with 
it directly.

Empathy. The ability to understand someone’s experi-
ences and feelings from that person’s point of view.

Encopresis. Lack of control over bowel move-
ments that is not caused by an organic problem 
in a child who is at least 4 years old.

Endocrine system. The system of ductless  
glands that secrete hormones directly into the 
bloodstream.

Endophenotypes. Measurable processes or mech-
anisms not apparent to the naked eye that explain 
how an organism’s genetic code influences its 
observable characteristics or phenotypes.

Endorphins. Natural substances that function as 
neurotransmitters in the brain and are similar in 
their effects to opioids.

Enuresis. Failure to control urination after one 
has reached the expected age for attaining such 
control.

Epidemiological studies. Research studies that 
track rates of occurrence of particular disorders 
among different population groups.

Epigenetics. The study of heritable changes in 
processes affecting gene expression that occur 
without changes in the DNA itself, the chemical 
material that houses the genetic code.

Erectile disorder. A sexual dysfunction in males 
characterized by difficulty achieving or maintain-
ing erection during sexual activity.

Erotomania. A delusional disorder characterized 
by the belief that one is loved by someone of 
high social status.

Exhaustion stage. The third stage of the GAS, 
characterized by lowered resistance, increased 
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parasympathetic nervous system activity, and 
eventual physical deterioration.

Exhibitionism. A type of paraphilia almost exclu-
sively occurring in males, in which the man expe-
riences persistent and recurrent sexual urges and 
sexually arousing fantasies involving the exposure 
of his genitals to unsuspecting strangers.

Expectancies. Beliefs about expected outcomes.
Experimental group. In an experiment, a group 

that receives the experimental treatment.
Experimental method. A scientific method that 

aims to discover cause-and-effect relationships by 
manipulating independent variables and observ-
ing the effects on the dependent variables.

External validity. The degree to which experi-
mental results can be generalized to other settings 
and conditions.

Eye movement desensitization and reprocessing 
(EMDR). A controversial form of therapy for 
PTSD that involves the client’s eye tracking of 
a visual target while holding images of the trau-
matic experience in mind.

F
Factitious disorder. A disorder characterized by 

intentional fabrication of psychological or physi-
cal symptoms for no apparent gain.

Family therapy. A form of therapy in which the 
family, not the individual, is the unit of treatment.

Fear-stimulus hierarchy. An ordered series of 
increasingly fearful stimuli.

Female orgasmic disorder. A type of sexual dys-
function involving persistent difficulty achieving 
orgasm despite adequate stimulation.

Female sexual interest/arousal disorder. A type 
of sexual dysfunction in women involving diffi-
culty becoming sexually aroused or lack of sexual 
excitement or pleasure during sexual activity.

Fetishism. A type of paraphilia in which a person 
uses an inanimate object as a focus of sexual 
interest and as a source of arousal.

Fight-or-flight reaction. The inborn tendency to 
respond to a threat by either fighting or fleeing.

Flooding. A behavior therapy technique for over-
coming fears by means of exposure to high levels 
of fear-inducing stimuli.

Fragile X syndrome. An inherited form of intel-
lectual developmental disorder caused by a 
mutated gene on the X chromosome.

Free association. The method of verbalizing 
thoughts as they occur without a conscious 
attempt to edit or censor them.

Frotteurism. A type of paraphilia involving sexual 
urges or sexually arousing fantasies about bump-
ing and rubbing against nonconsenting persons 
for sexual gratification.

Fugue. A dissociative state in which one suddenly 
flees from one’s life situation, travels to a new 
location, assumes a new identity, and has amnesia 
for personal material.

G
Gambling disorder. An addictive disorder char-

acterized by a pattern of habitual gambling and 
impaired control over the behavior.

Gender dysphoria. A psychological disorder 
 characterized by strong and persistent  
discomfort or distress about one’s biologic  
or anatomic sex.

Gender identity. One’s psychological sense of 
being female or being male.

General adaptation syndrome (GAS). The body’s  
three-stage response to prolonged or intense stress.

General paresis. A form of dementia resulting 
from neurosyphilis.

Generalized anxiety disorder (GAD). A type of 
anxiety disorder characterized by general feelings 
of dread and foreboding and heightened states of 
bodily arousal.

Genito-pelvic pain/penetration disorder.   
Persistent or recurrent pain experienced during 
vaginal intercourse or penetration attempts.

Genotype. The set of traits specified by an indi-
vidual’s genetic code.

Genuineness. The ability to recognize and express 
one’s true feelings.

Gradual exposure. A behavior therapy technique 
for overcoming fears through direct exposure to 
increasingly fearful stimuli.

Gradual exposure. In behavior therapy, a method 
of overcoming fears through a stepwise process of 
exposure to increasingly fearful stimuli in imagi-
nation or in real-life situations.

Group therapy. A form of therapy in which a 
group of clients with similar problems meets 
together with a therapist.

H
Hallucinations. Perceptions occurring in the 

absence of external stimuli that become confused 
with reality.

Hallucinogens. Substances that cause hallucina-
tions.

Health psychologist. A psychologist who studies 
the interrelationships between psychological fac-
tors and physical health.

Heroin. A narcotic derived from morphine that 
has strong addictive properties.

Histrionic personality disorder. A personality 
disorder characterized by excessive need for atten-
tion, praise, reassurance, and approval.

Hoarding disorder. A psychological disorder 
characterized by strong needs to acquire and 
resistance to discarding large collections of seem-
ingly useless or unneeded possessions.

Hormones. Substances secreted by endocrine 
glands that regulate body functions and promote 
growth and development.

Humors. According to the ancient Hippocratic 
belief system, the vital bodily fluids (phlegm, 
black bile, blood, yellow bile).

Huntington’s disease. An inherited degenerative 
disease that is characterized by jerking and twisting 
movements, paranoia, and mental deterioration.

Hyperactivity. An abnormal behavior pattern 
characterized by difficulty in maintaining atten-
tion and extreme restlessness.

Hypersomnolence disorder. Persistent pattern of 
excessive sleepiness during the day.

Hypnagogic hallucinations. Hallucinations occur-
ring at the threshold between wakefulness and 
sleep onset or shortly upon awakening.

Hypochondriasis. A pattern of abnormal behavior 
characterized by misinterpretation of physical 
symptoms as signs of underlying serious disease, 
now classified as a form of either somatic symp-
tom disorder or illness anxiety disorder.

Hypomania. A relatively mild state of mania.
Hypothalamus. A structure in the forebrain 

involved in regulating body temperature, emo-
tion, and motivation.

Hypothesis. A prediction that is tested through 
experimentation.

Hypoxia. Decreased supply of oxygen to the brain 
or other organs.

Hypoxyphilia. A paraphilia in which a person 
seeks sexual gratification by being deprived of 
oxygen by means of a noose, plastic bag, chemi-
cal, or pressure on the chest.

I
Id. The unconscious psychic structure, present 

at birth, that contains primitive instincts and is 
regulated by the pleasure principle.

Illness anxiety disorder. A somatic symptom 
disorder characterized by unduly high levels of 
anxiety or concerns about having a serious illness, 
even though physical symptoms are either absent 
or minor.

Immune system. The body’s system of defense 
against disease.

Impulse control disorders. Psychological disor-
ders characterized by failure to control impulses, 
temptations, or drives, resulting in harm to one-
self or others.

Incidence. The number of new cases of a disorder 
that occurs within a specific period of time.

Independent variables. Factors that are manipu-
lated in experiments.

Infarction. The development of an infarct, or area 
of dead or dying tissue, resulting from the block-
ing of blood vessels normally supplying the tissue.

Informed consent. The principle that research 
participants should receive enough information 
about an experiment beforehand to decide freely 
whether to participate.

Insanity defense. A legal defense in which a 
defendant in a criminal case pleads not guilty on 
the basis of insanity.

Insomnia disorder. A sleep-wake disorder char-
acterized by chronic or persistent insomnia not 
caused by another psychological or physical dis-
order or by the effects of drugs or medications.

Insomnia. Difficulties falling asleep, remaining 
asleep, or achieving restorative sleep.

Intellectual disability (ID). A generalized delay or 
impairment in the development of intellectual 
and adaptive abilities.

Intermittent explosive disorder. A type of 
impulse-control disorder characterized by impul-
sive aggression.

Internal validity. The degree to which manipula-
tion of the independent variables can be causally 
related to changes in the dependent variables.

K
Kleptomania. A type of impulse control disorder 

characterized by compulsive stealing.
Koro syndrome. A culture-bound disorder, found 

primarily in China, in which people fear that their 
genitals are shrinking and retracting into their bodies.

Korsakoff’s syndrome. A syndrome associated 
with chronic alcoholism that is characterized by 
memory loss and disorientation.

L
Language disorder. A type of communication 

disorder characterized by difficulties understand-
ing or using language.

Learned helplessness. A behavior pattern char-
acterized by passivity and perceptions of lack of 
control.

Learning disorder. A deficiency in a specific 
learning ability in the context of normal intelli-
gence and exposure to learning opportunities.
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Lewy bodies. Abnormal protein deposits in brain 
cells that cause a form of dementia.

Limbic system. A group of forebrain structures 
involved in emotional processing; memory; basic 
drives such as hunger, thirst, and aggression.

Longitudinal study. A research study in which 
subjects are followed over time.

M
Major depressive disorder. A severe mood disor-

der characterized by major depressive episodes.
Major neurocognitive disorder. Profound dete-

rioration of cognitive functioning, characterized 
by deficits in memory, thinking, judgment, and 
language use. Formerly called dementia in earlier 
versions of the DSM.

Male hypoactive sexual desire disorder. 
Persistent or recurrent lack of sexual interest or 
sexual fantasies in men.

Malingering. Faking illness to avoid work or duty.
Mania. A state of unusual elation, energy, and 

activity.
Manic episode. A period of unrealistically height-

ened euphoria, extreme restlessness, and excessive 
activity characterized by disorganized behavior 
and impaired judgment.

Marijuana. A hallucinogenic drug derived from 
the leaves and stems of the plant Cannabis sativa.

Medical model. A biological perspective in which 
abnormal behavior is viewed as symptomatic of 
underlying illness.

Medulla. An area of the hindbrain involved in 
regulation of heartbeat, respiration, and blood 
pressure.

Methadone. A synthetic opiate that does not 
produce a pleasurable high when used properly, 
but which can avert withdrawal symptoms in 
people with heroin addiction when they stop 
using heroin.

Mild neurocognitive disorder. Mild deteriora-
tion of cognitive functioning in which the  
person is able to perform tasks of daily living, 
but needs to put in greater effort or compensate 
in other ways to maintain independent  
functioning.

Modeling. A behavior therapy technique for help-
ing an individual acquire a target behavior by 
observing a therapist or another individual dem-
onstrate the target behavior and then imitating it.

Modeling. Learning by observing and imitating 
the behavior of others.

Mood disorders. Psychological disorders charac-
terized by unusually severe or prolonged distur-
bances of mood.

Morphine. A strongly addictive narcotic derived 
from the opium poppy that relieves pain and 
induces feelings of well-being.

Münchausen syndrome. A type of factitious dis-
order characterized by the fabrication of medical 
symptoms.

Myelin sheath. The insulating layer or protective 
coating of the axon that helps speed transmission 
of nerve impulses.

N
Naltrexone. A drug that blocks the high from 

alcohol as well as from opiates.
Narcissistic personality disorder. A personality 

disorder characterized by an inflated self-image 
and extreme needs for attention and admiration.

Narcolepsy. A sleep disorder characterized by sud-
den, irresistible episodes of sleep.

Narcotics. Drugs that are used medically for pain 
relief but that have strong addictive potential.

Naturalistic observation method. A research 
method in which behavior is observed and mea-
sured in its natural environment.

Negative reinforcers. Reinforcers that, when 
removed, increase the frequency of the preceding 
behavior.

Negative symptoms. Behavioral deficiencies 
associated with schizophrenia, such as social skills 
deficits, social withdrawal, flattened affect, pov-
erty of speech and thought, psychomotor retarda-
tion, and failure to experience pleasure.

Neurocognitive disorders. A class of psychologi-
cal disorders characterized by impairments in cog-
nitive abilities and daily functioning that involve 
underlying brain disorders or abnormalities.

Neurodevelopmental disorders. A category of 
mental disorders in the DSM-5 affecting children 
and adolescents that involve impaired brain func-
tioning or development.

Neurons. Nerve cells.
Neuropsychological assessment. Measurement 

of behavior or performance that may be indica-
tive of underlying brain damage or defects.

Neurotransmitters. Chemical substances that 
transmit messages from one neuron to another.

Nightmare disorder. A sleep-wake disorder char-
acterized by recurrent awakenings due to fright-
ening nightmares.

Nonspecific treatment factors. Factors not spe-
cific to any one form of psychotherapy, such as 
therapist attention and support and creating posi-
tive expectancies of change.

O
Obesity. A condition of excess body fat; generally 

defined by a BMI of 30 or higher.
Objective tests. Self-report personality tests that 

can be scored objectively and that are based on a 
research foundation.

Object-relations theory. The psychodynamic 
viewpoint that focuses on the influences of 
internalized representations of the personalities 
of parents and other strong attachment figures 
(called “objects”).

Obsession. A recurring thought, image, or urge 
that the individual cannot control.

Obsessive–compulsive disorder (OCD). A type 
of anxiety disorder characterized by recurrent 
obsessions, compulsions, or both.

Obsessive–compulsive personality disorder. A 
personality disorder characterized by rigid ways of 
relating to others, perfectionistic tendencies, lack 
of spontaneity, and excessive attention to detail.

Operant conditioning. A form of learning in 
which behavior is acquired and strengthened 
when it is reinforced.

Oppositional defiant disorder (ODD). A psy-
chological disorder in childhood and adolescence 
characterized by excessive oppositionality or ten-
dencies to refuse requests from parents and others.

P
Panic disorder. A type of anxiety disorder char-

acterized by repeated episodes of intense anxiety 
or panic.

Paranoid personality disorder. A personality 
disorder characterized by undue suspiciousness of 
others’ motives, but not to the point of delusion.

Paraphilias. Atypical patterns of sexual attrac-
tion in which one experiences recurrent sexual 

urges and sexually arousing fantasies involving 
nonhuman objects (such as articles of clothing), 
inappropriate or nonconsenting partners (e.g., 
children), or situations producing humiliation or 
pain to oneself or one’s partner.

Parasomnias. Sleep-wake disorders involving 
abnormal behavior patterns associated with  
partial or incomplete arousals.

Parasympathetic nervous system. The division 
of the autonomic nervous system whose activity 
reduces states of arousal and regulates bodily pro-
cesses that replenish energy reserves.

Parkinson’s disease. A progressive disease charac-
terized by muscle tremor and shakiness, rigidity, 
difficulty walking, poor control of fine motor 
movements, lack of facial muscle tone, and in 
some cases, cognitive impairment.

Pedophilia. A type of paraphilia involving sexual 
attraction to children.

Peripheral nervous system. The somatic and 
autonomic nervous systems.

Persistent depressive disorder. A mild but 
chronic type of depressive disorder. Also called 
dysthymia.

Personality disorders. Excessively rigid behavior 
patterns, or ways of relating to others, that ulti-
mately become self-defeating.

Person-centered therapy. The establishment of 
a warm, accepting therapeutic relationship that 
frees clients to engage in self-exploration and 
achieve self-acceptance.

Phenotype. An individual’s actual or expressed 
traits.

Phenylketonuria (PKU). A genetic disorder that 
prevents the metabolization of phenylpyruvic 
acid, leading to intellectual developmental disor-
der unless the diet is strictly controlled.

Phobia. An excessive, irrational fear.
Physical dependence. Bodily changes resulting 

from regular use of a drug, as denoted by the 
development of tolerance and/or a withdrawal 
syndrome (also called chemical dependence).

Physiological assessment. Measurement of physi-
ological responses that may be associated with 
abnormal behavior.

Pick’s disease. A form of dementia, similar to 
Alzheimer’s disease, but distinguished by spe-
cific abnormalities (Pick’s bodies) in nerve cells 
and the absence of neurofibrillary tangles and 
plaques.

Placebo. An inert medication or bogus treat-
ment that is intended to control for expectancy 
effects.

Pleasure principle. The governing principle of the 
id, involving demands for immediate gratification 
of needs.

Pons. A structure in the hindbrain involved in 
body movements, attention, sleep, and respira-
tion.

Positive psychology. A growing contemporary 
movement within psychology that focuses on the 
positive attributes of human behavior.

Positive reinforcers. Reinforcers that, when intro-
duced, increase the frequency of the preceding 
behavior.

Positive symptoms. Flagrant symptoms of schizo-
phrenia, such as hallucinations, delusions, bizarre 
behavior, and thought disorder.

Postpartum depression (PPD). Persistent and 
severe mood changes that occur after childbirth.

Posttraumatic stress disorder (PTSD). A pro-
longed maladaptive reaction to a traumatic event.



GLOSSARY  575

Preconscious. To Freud, the part of the mind 
whose contents lie outside present awareness but 
can be brought into awareness by focusing on 
them.

Premature (early) ejaculation. A type of sexual 
dysfunction involving a pattern of unwanted 
rapid ejaculation during sexual activity.

Presenile dementias. Forms of dementia that 
begin at or before age 65.

Prevalence. The overall number of cases of a disor-
der in a population within a specific period of time.

Proband. The case first diagnosed with a given 
disorder.

Problem-focused coping. A coping style that 
involves confronting a stressor directly.

Prodromal phase. In schizophrenia, the period 
of decline in functioning that precedes the first 
acute psychotic episode.

Projective tests. Psychological tests that present 
ambiguous stimuli onto which the examinee is 
thought to project his or her personality and 
unconscious motives.

Psychoanalysis. The method of psychotherapy 
developed by Sigmund Freud.

Psychoanalytic theory. The theoretical model of 
personality developed by Sigmund Freud, based 
on the belief that psychological problems are 
rooted in unconscious motives and conflicts from 
childhood; also called psychoanalysis.

Psychodynamic model. The theoretical model 
of Freud and his followers, in which abnormal 
behavior is viewed as the product of clashing 
forces within the personality.

Psychodynamic therapy. Therapy that helps indi-
viduals gain insight into, and resolve, deep-seated 
conflicts in the unconscious mind.

Psychological dependence. Compulsive use of a 
substance to meet a psychological need.

Psychological disorder. Abnormal behavior pat-
tern that involves impairment of psychological 
functioning or behavior.

Psychological hardiness. A cluster of stress-
buffering traits characterized by commitment, 
challenge, and control.

Psychopharmacology. The field of study that 
examines the effects of therapeutic or psychiatric 
drugs.

Psychosis. A severe form of disturbed behavior 
characterized by impaired ability to interpret real-
ity and difficulty meeting the demands of daily 
life.

Psychosomatic. Pertaining to a physical disorder 
in which psychological factors play a causal or 
contributing role.

Psychotherapy. A structured form of treatment 
derived from a psychological framework that con-
sists of one or more verbal interactions or treat-
ment sessions between a client and a therapist.

Punishment. Application of aversive or painful 
stimuli that reduces the frequency of the behavior 
it follows.

Pyromania. A type of impulse-control disorder 
characterized by compulsive fire-setting.

R
Random assignment. A method of assigning 

research subjects at random to experimental or 
control groups to balance the characteristics of 
people who comprise them.

Random sample. A sample that is drawn in such 
a way that every member of a population has an 
equal chance of being included.

Rape. Forced penetration of the vagina or anus 
by any body part or object, or of the mouth by 
a sexual organ [Prior to 2012, the definition of 
rape used by law enforcement officials authorities 
was limited to forced sexual intercourse].

Rapid eye movement sleep behavior disorder 
(RBD). A sleep-wake disorder characterized by 
vocalizing parts of a dream or thrashing about 
during a dream.

Rational emotive behavior therapy. A thera-
peutic approach that focuses on helping clients 
replace irrational, maladaptive beliefs with alter-
native, more adaptive beliefs.

Reality principle. The governing principle of 
the ego, which involves considerations of social 
acceptability and practicality.

Reality testing. The ability to perceive the 
world accurately and to distinguish reality 
from fantasy.

Rebound anxiety. The experiencing of strong 
anxiety following withdrawal from a tranquilizer.

Receptor site. A part of a dendrite on a receiving 
neuron that is structured to receive a neurotrans-
mitter.

Reinforcement. A stimulus or event that increases 
the frequency of the response that it follows.

Reliability. In psychological assessment, the con-
sistency of a measure or diagnostic instrument or 
system.

Residual phase. In schizophrenia, the phase that 
follows an acute phase, characterized by a return 
to the level of functioning of the prodromal 
phase.

Resistance stage. The second stage of the GAS, 
involving the body’s attempt to withstand pro-
longed stress and preserve resources.

Reticular activating system. Brain structure 
involved in processes of attention, sleep, and 
arousal.

Retrograde amnesia. Loss or impairment of abil-
ity to recall past events.

Reversal design. An experimental design that 
consists of repeated measurement of a subject’s 
behavior through a sequence of alternating base-
line and treatment phases.

S
Sadomasochism. Sexual activities between part-

ners involving that attainment of gratification 
by means of inflicting and receiving pain and 
humiliation.

Sanism. The negative stereotyping of people who 
are identified as mentally ill.

Schizoaffective disorder. A type of psychotic dis-
order in which individuals experience both severe 
mood disturbance and features associated with 
schizophrenia.

Schizoid personality disorder. A personality dis-
order characterized by persistent lack of interest 
in social relationships, flattened affect, and social 
withdrawal.

Schizophrenia. A chronic psychotic disorder char-
acterized by severely disturbed behavior, think-
ing, emotions, and perceptions.

Schizophreniform disorder. A psychotic disorder 
lasting less than 6 months in duration, with fea-
tures that resemble schizophrenia.

Schizotypal personality disorder. A personality 
disorder characterized by lack of close personal 
relationships and eccentricities of thought 
and behavior, but without clearly psychotic 
features.

Scientific method. A systematic method of 
 conducting scientific research in which theories 
or assumptions are examined in light of  
evidence.

Selection factor. A type of bias in which differ-
ences between experimental and control groups 
result from differences in the types of participants 
in the group, not from the influence of the inde-
pendent variable.

Self-actualization. In humanistic psychology, 
the tendency to strive to become all that one 
is capable of being; the motive that drives one 
to reach one’s full potential and express one’s 
unique capabilities.

Self-efficacy expectancies. Beliefs in one’s abil-
ity to cope with challenges and to accomplish 
particular tasks.

Self-monitoring. The process of observing or 
recording one’s own behaviors, thoughts, or 
emotions.

Semistructured interview. A clinical interview in 
which the clinician follows a general outline of 
questions designed to gather essential informa-
tion but is free to ask them in any order and to 
branch off in other directions.

Senile dementias. Forms of dementia that begin 
after age 65.

Separation anxiety disorder. A childhood dis-
order characterized by extreme fear of separation 
from parents or other caretakers.

Sexual dysfunctions. Persistent or recurrent prob-
lems with sexual interest, arousal, or response.

Sexual masochism. A type of paraphilia character-
ized by sexual urges and sexually arousing fanta-
sies about receiving humiliation or pain.

Sexual sadism. A type of paraphilia or sexual 
deviation characterized by recurrent sexual urges 
and sexually arousing fantasies about inflicting 
humiliation or physical pain on sex partners.

Single-case experimental design. A type of case 
study in which the subject is used as his or her 
own control.

Sleep paralysis. A temporary state of muscle 
paralysis upon awakening.

Sleep terrors. A sleep-wake disorder characterized 
by recurrent episodes of terror-induced arousals 
during sleep.

Sleepwalking. A sleep-wake disorder involving 
repeated episodes of sleepwalking.

Sleep-wake disorders. Persistent or recurrent 
sleep-related problems that cause distress or 
impaired functioning.

Social (pragmatic) communication disorder. A 
type of communication disorder characterized by 
difficulties communicating with others in social 
contexts.

Social anxiety disorder. Excessive fear of social 
interactions or situations. Also called social 
phobia.

Social causation model. A belief that social stress-
ors, such as poverty, account for the greater risk 
of severe psychological disorders among people of 
lower socioeconomic status.

Social-cognitive theory. A learning-based theory 
that emphasizes observational learning and incor-
porates roles for cognitive variables in determin-
ing behavior.

Somatic nervous system. The division of the 
peripheral nervous system that relays informa-
tion from the sense organs to the brain and 
transmits messages from the brain to the skeletal 
muscles.
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Somatic symptom and related disorders. A 
category of psychological disorders characterized 
by persistent emotional or behavioral problems 
relating to physical symptoms.

Somatic symptom disorder. A psychological disor-
der characterized by excessive concerns about one’s 
physical symptoms.

Specific phobia. A phobia that is specific to a par-
ticular object or situation.

Speech fluency disorder (stuttering). A type of 
communication disorder characterized by difficulties 
with speech fluency.

Speech sound disorder. A type of communica-
tion disorder characterized by difficulties in 
articulating speech.

Splitting. An inability to reconcile the positive 
and negative aspects of the self and others, result-
ing in sudden shifts between positive and nega-
tive feelings toward others.

Stimulants. Psychoactive substances that increase 
the activity of the central nervous system.

Stress. A demand made on an organism to adapt 
or adjust.

Stressor. A source of stress.
Structured interview. A clinical interview that fol-

lows a preset series of questions in a particular order.
Substance intoxication. A type of substance-

induced disorder characterized by repeated 
episodes of intoxication.

Substance use disorders. Substance-related 
disorders characterized by maladaptive use of 
psychoactive substances, leading to significant 
impairment of functioning or personal distress.

Substance withdrawal. A type of substance-
induced disorder characterized by a cluster of 
symptoms following the sudden reduction or 
cessation of use of a psychoactive substance after 
physical dependence has developed.

Substance-induced disorders. A category of 
substance-related disorders induced by using psy-
choactive substance.

Superego. The psychic structure that incorporates 
the values of our parents and important others 
and functions as a moral conscience.

Survey method. A research method in which 
large samples of people are questioned by means 
of a survey instrument.

Sympathetic nervous system. The division of the 
autonomic nervous system whose activity leads to 
heightened states of arousal.

Synapse. The junction between one neuron  
and another through which nerve impulses  
pass.

Systematic desensitization. A behavior therapy 
technique for overcoming phobias by means of 
exposure to progressively more fearful stimuli (in 
imagination or by viewing slides) while remain-
ing deeply relaxed.

T
Tardive dyskinesia (TD). A disorder characterized 

by involuntary movements of the face, mouth, 
neck, trunk, or extremities caused by long-term 
use of antipsychotic medication.

Terminals. The small branching structures at the 
tips of axons.

Thalamus. A structure in the forebrain involved in 
relaying sensory information to the cortex and in 
regulating sleep and attention.

Theory. A formulation of the relationships under-
lying observed events.

Thought disorder. A disturbance in thinking 
characterized by the breakdown of logical associa-
tions between thoughts.

Token economy. A behavioral treatment program 
in which a controlled environment is created in 
which desirable behaviors are reinforced by dis-
pensing tokens that may be exchanged for desired 
rewards.

Tolerance. Physical habituation to a drug in 
which frequent use leads to higher doses being 
needed to achieve the same effects.

Transference relationship. In psychoanalysis, the 
client’s transfer or generalization to the analyst 
of feelings and attitudes the client holds toward 
important figures in his or her life.

Transgender identity. A type of gender identity 
in which one’s psychological experience of oneself 
as male or female is opposite to one’s physical or 
genetic sex.

Transvestic fetishism. A type of paraphilia char-
acterized by sexual urges and fantasies involving 
cross-dressing. Also termed transvestism.

Trephination. A harsh, prehistoric practice of 
cutting a hole in a person’s skull, possibly in an 
attempt to release demons.

Two-factor model. A theoretical model that 
accounts for the development of phobic reac-
tions on the basis of classical and operant con-
ditioning.

Type A behavior pattern (TABP). A behavior 
pattern characterized by a sense of time urgency, 
competitiveness, and hostility.

U
Unconditional positive regard. Valuing other 

people as having basic worth regardless of their 
behavior at a particular time.

Unconditioned response. An unlearned  
response.

Unconditioned stimulus. A stimulus that elicits 
an unlearned response.

Unconscious. To Freud, the part of the mind that 
lies outside the range of ordinary awareness and 
that contains instinctual urges.

Unstructured interview. A clinical interview in 
which the clinician adopts his or her own style of 
questioning rather than following any standard 
format.

V
Vaginismus. The involuntary spasm of the mus-

cles surrounding the vagina when vaginal pen-
etration is attempted, making sexual intercourse 
difficult or impossible.

Validity. The degree to which a test or diagnostic 
system measures the traits or constructs it pur-
ports to measure.

Vascular neurocognitive disorder. Dementia 
resulting from repeated strokes that cause damage 
in the brain.

Virtual reality therapy. A form of exposure thera-
py involving the presentation of phobic stimuli in 
a virtual reality environment.

Voyeurism. A type of paraphilia involving sexual 
urges and sexually arousing fantasies focused on 
acts of watching unsuspecting others who are 
naked, in the act of undressing, or engaging in 
sexual activity.

W
Wernicke’s disease. A brain disorder, associated 

with chronic alcoholism, characterized by confu-
sion, disorientation, and difficulty maintaining 
balance while walking.

Withdrawal syndrome. A cluster of physical 
and psychological symptoms arising following 
abrupt withdrawal from use of a psychoactive 
substance.
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Cymbalta (duloxetine), 86

Dangerousness. See also 
Aggressive behavior; 
Crime; Violence

as abnormal behavior, 7
phobias and, 176
predicting, 552–556
problems in defining,  

552, 553
Date rape, 398
`Deep brain stimulation:

for depression, 192
for Parkinson’s disease, 541

Defense mechanisms, 47
Deinstitutionalization, 13

psychiatric homeless 
population and, 14–15

unfilled promising service 
and, 15

Delayed ejaculation, 373
Deliriants, 309
Delirium, 526–528

causes of, 527–528
features of, 528

Delirium tremens (DTs), 292, 
413, 527

Delusion(s), 6
love, 434
in schizophrenia, 408–409

Delusional disorders, 432–434, 
435

Dementia, 528–529

of Alzheimer’s type. See 
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theoretical perspectives on, 

184–185
treatment of, 185

Generalized sexual dysfunctions, 
372

Generalized social anxiety, 
170–171

Genetic biomarkers, for 
schizophrenia, 411

Genetic predispositions, 28
Genetics, 28

attention-deficit/hyperactivity 
disorder and, 503–504

childhood anxiety disorders 
and, 510

depression and, 268, 270
disruptive behavior disorders 

and, 507
drug use and abuse and, 

312–313
eating disorders and, 344–345
intellectual disability and, 494
obesity and, 346
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Histrionic personality disorder, 
441, 451–452, 463

Hitler, Adolf, 449
HIV/AIDS, 238–239

dementia due to, 541–543
Hoarding disorder, 193–195
Hogue, Larry, 554, 555
Homelessness, 
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tests, 108

Interactional theory, of 
depression, 262

Interactionist model, 19
Interdependence, 462
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Kraepelin, Emil, 16, 93

Labeling:
depression and, 264
personality disorders and, 

459–460
Lamotrigine (Lamictal), for 
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Male hypoactive sexual desire 
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Malleus Maleficarum, 11
Mania, 10, 245
Manic episodes, 255, 256–257
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See also specific 
neurotransmitters

in depression, 268–269
drug use and abuse and, 

311–312
eating disorders and, 345
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